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Abstract
Conspiracy theories (CTs) have thrived during the COVID-19 pandemic and con-
tinue to spread on social media despite attempts at fact-checking. The isolation and 
fear associated with this pandemic likely contributed to the generation and spread 
of these theories. Another possible factor is the high rate of Twitter users linking to 
off-platform alternative news sources through URL sharing (Moffitt et al. 2021). In 
this paper, we compare URLs and their parent domains linked in CT and non-CT 
tweets. First, we searched the parent domains of URLs shared in conspiracy the-
ory and non-conspiracy theory classified tweets for the presence of Google track-
ing codes. We then constructed meta-networks linking domains, tracking codes, and 
Twitter users to find connections between domains and evidence of an eco-system 
that may have contributed to the cultivation and spread of conspiracy theories dur-
ing the pandemic.

Keywords Conspiracy theories · COVID-19 · Network science · Social media 
analysis

1 Introduction

Soon after the COVID-19 pandemic began in early 2020, the World Health Organiza-
tion (WHO) acknowledged that they were also fighting an “infodemic” (UN tackles 
“infodemic”, 2020). An “infodemic” is when too much information, including false 
and unverified statements, begins spreading rapidly. This “infodemic” of public health 
mis-/dis-information became a pressing issue because false and misleading stories can 
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spread incredibly quickly and can negatively impact public health behavior (Imhoff and 
Lamberty 2020). Some of the initial pandemic-related misinformation themes included 
the ideas that COVID-19 was a hoax, a Chinese bioweapon, a plan to microchip every-
one through vaccines, or caused by 5G (Evanega et al. 2020).

During crises, people have a higher tendency to believe in conspiracy theories, as 
these theories can provide them with an understanding of a complicated and scary 
problem (Douglas et al. 2019; Oleksy et al. 2020; Sternisko et al. 2020). For example, 
a Pew Research survey from the summer of 2020 found that just over a third of survey 
respondents aware of the conspiracy theory that influential people planned the virus 
responded that they believed that theory to be either probably or definitely true (Basu 
2020).

While conspiracy theories help people feel like they are in control, they can nega-
tively impact human behavior. For example, individuals who did not believe the pan-
demic was genuine were less likely to engage in physical distancing and were less likely 
to wash their hands frequently (Imhoff and Lamberty 2020). Additionally, conspirato-
rial beliefs have other dangerous consequences outside of the public health space, such 
as an association with everyday crime, extremism, and tendency to commit violence 
(Douglas et al. 2019; Sternisko et al. 2020, 2020). Conspiracy theories can also incite 
anti-democratic movements (Sternisko et al. 2020).

Social media platforms and the Internet more broadly have increased both the 
number of people exposed to conspiracy theories and the speed at which these the-
ories can spread (Douglas et  al. 2019). Researchers can employ open source intelli-
gence (OSINT) techniques to investigate the “bad actors” using social media platforms 
to spread conspiracy theories. OSINT is a framework for gathering publicly available 
information and then collating it for synthesis and insights (Glassman and Kang 2012). 
In this study, we leverage proven OSINT techniques for finding hidden connections 
between entities on the Internet to investigate how domains that share COVID-19 con-
spiracy-related content are connected. Because of the harmful effects on offline public 
health behavior, studying the spread of conspiracy theories on social media platforms 
and investigating links to off-platform sources is crucial for the development of effec-
tive mitigation strategies.

2  Related work

Conspiracy theories attempt to explain major political or historical events with claims 
of covert schemes by influential individuals or groups (Aaronovitch 2010; Byford 
2011; Dentith and Orr 2018). Prior research on belief in conspiracy theories has come 
from various disciplines, including history, sociology, and psychology. This previous 
research has investigated both which individuals believe in conspiracy theories and 
why, and what real-world effects (if any) these beliefs can have.
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2.1  Belief and spread of conspiracy theories

Conspiratorial belief cuts across various demographic groups - no group is above 
conspiracy theories (Brotherton 2015). For example, most Americans believe 
that Lee Harvey Oswald did not act alone when assassinating John F. Kennedy. 
This means that over half of Americans believe in at least one CT (Douglas et al. 
2017). Individuals who believe in one theory tend to also place confidence in 
several others at the same time, even if they are unrelated or even incompati-
ble (Douglas et al. 2017; Georgiou et al. 2020; Goertzel 1994; Wood et al. Nov 
2012).

According to Douglas et  al. (2017), there are several reasons why individuals 
believe in conspiracy theories, including wanting to understand and feel in control of 
a situation or maintain a positive image of their group (Douglas et al. 2017). When 
information about a confusing event is unavailable, incomplete, or still under investi-
gation, belief in a conspiracy theory that helps explain the event is appealing. Addi-
tionally, individuals are substantially more likely to believe an unproven claim about 
a political opponent over an unproven claim about someone in their own political or 
identity group (Douglas et al. 2017).

Successfully communicated conspiracy theories with a large following can be 
modeled by Roger’s Diffusion of Innovations model (Radu and Schultz 2017; Rog-
ers 2010). The Diffusion of Innovations model, developed in 1962, seeks to explain 
how ideas and new technologies can spread throughout a population (Rogers 2010). 
It is a foundational model in the field of communications (Radu and Schultz 2017) 
that has been applied to many disciplines and has recently been used in social media 
applications, including modeling the spread and adoption of new hashtags on Twit-
ter (Chang 2010).

In our study, we use this model as the theoretical basis for how conspiracy theo-
ries spread on social media. When applying this model to the spread of conspiracy 
theories, the innovator in the model is the conspiracy “entrepreneur", or origina-
tor of the conspiracy theory. The CT is then distributed by journalistic sources and 
either adopted or rejected by individuals and groups. Once a CT reaches critical 
mass, this can lead to socially dangerous behaviors, such as the storming of the US 
Capitol on January 6th, 2021 (Radu and Schultz 2017). The CT is more likely to 
be picked up if it is straightforward and resonant with an individual’s prior beliefs 
(Bessi et al. 2015).

The role of journalists is to report the news, and in countries with freedom of the 
press, to investigate major events. Sometimes in journalistic investigations, reporters 
uncover misconduct or conspiracies; however, in other cases, their airtime of illogi-
cal CTs, even to try to disprove them, ends up boosting these theories (Radu and 
Schultz 2017). Some previous work shows that attempting to fact-check or disprove 
unsound CTs can backfire because repeating the theory makes it more salient in peo-
ple’s minds (Radu and Schultz 2017). However, more recent studies have found that 
this effect may be minor and uncommon (Lewandowsky et  al 2020). Either way, 
some journalistic sources likely are knowingly engaging with conspiracy theories as 
a way to make money or gain power, as fake news sites can generate significant ad 
money (Radu and Schultz 2017).
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Early on in the COVID-19 pandemic, the COVID-related conspiracy theo-
ries spread to large audiences online, often without being countered or removed 
(Evanega et al. 2020). One study of European social media users found that posts 
from hostile countries like Russia and Iran received more engagement than posts 
from regular news sources (Rebello et al. 2020). Another example is the viral Plan-
demic video that claimed that influential people deployed the virus to profit off of a 
vaccine. This video received 8 million views across multiple platforms (Basu 2020; 
Newton 2020).

2.2  Impact and detection of conspiracy theories

Conspiratorial beliefs can often lead to negative offline behavior. While many con-
spiracy theories do not lead to any real-world actions (ex: JFK assassination, Prin-
cess Diana’s death, etc.), many others intend to provoke in vs. out-group feelings 
and demonize the “other”, which can encourage violence, extremism, and terrorism 
(Bartlett and Miller 2010; Douglas et al. 2019). More specifically, recent research 
on COVID-19 conspiracy theories shows that believers took the pandemic less seri-
ously and did not closely follow public health guidelines on social distancing and 
hand-washing (Imhoff and Lamberty 2020; Oleksy et al. 2020).

Because belief in pandemic conspiracy theories can cause distrust in public 
health guidelines, detecting these stories and understanding how they spread online 
is crucial in the fight against mis-/dis-information. Previous studies have focused on 
narrative structures of CTs and detecting mis-/dis-information, but little work has 
been done on the network side. One prior study on detection focused on the nar-
rative structures of real conspiracies vs. conspiracy theories, including coronavirus 
conspiracy theories (Shahsavari et al. 2020; Tangherlini et al. 2020). Another study 
looked at conspiracy discussion in the Reddit community r/conspiracy to better 
understand how online communities detect and spread new conspiracy theories after 
dramatic events. However, the researchers noted that a lack of network analysis was 
a limitation in their work (Samory and Mitra 2018). Many studies also tend to focus 
on detecting mis-/dis-information more generally rather than specifically looking at 
conspiracy theories (Aphiwongsophon and Chongstitvatana 2018; Cruickshank and 
Carley 2020). In addition to the substantial research on the belief, spread, and offline 
impact of conspiracy theories, more network-related research is needed to under-
stand how CTs form and change online and their impact on the overall social media 
discussion.

2.3  Research questions

Most prior research on conspiracy theories has focused on why people believe 
conspiracy theories and the detection and impact of those beliefs. While we find 
some work on detection and spread on social media, little work exists on where the 
conspiratorial stories originate on the web, organically within conspiracy commu-
nities, or as part of coordinated influence operations. Previous investigations using 
a combination of OSINT and networks analysis highlight the usefulness of these 
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techniques in uncovering hidden coordinated connections by successfully exposing 
coordinated web campaigns by Russia in 2015 Alexander (2015) and coordinated 
“fake news” efforts against legitimate news outlets in 2017 Head (2017). To the best 
of our knowledge, this approach has not been applied to investigations of COVID-
19 conspiracy theories, which presents a unique opportunity due to the critical role 
URLs play in spreading conspiracy theory-related content (Moffitt et al. 2021).

By examining the domains and the links between domains that host conspira-
torial content, we address this gap in the literature. This approach can help us bet-
ter determine if these conspiracy theories are spread organically in a bottom-up 
fashion (Wallsten 2007), or in a top-down fashion to either generate revenue or as 
a part of an influence campaign (Radu and Schultz 2017).

In this paper, we address the following research questions: 

1. Are there identifiable connections between domains found in tweets classified as 
containing CTs?

2. Are there indicators of coordination between domains connected by Google track-
ing codes?

3. How do CT domain networks differ from non-CT domain networks?

Understanding how these conspiracy theory stories spread and where they origi-
nate on the web is critical to help social media platforms develop improved detec-
tion and mitigation tools.

3  Data and methodology

3.1  Tweets and URLs

In a previous study, we developed a text classification model to label COVID-
19 related tweets as conspiracy or non-conspiracy theory related (Moffitt et  al. 
2021). We vectorized tweet text using a tuned BERT-large language model (Dev-
lin et al. 2018) and then processed the representations through a multi-layer per-
ceptron model for binary text classification. The model was trained on 8,700 
hand-labeled tweets.

We then applied the CT classifier to a collection of 1,508,765 English language 
tweets collected between February 2020 and May 2020. We focused on these 
four months to target and capture tweets containing conspiracy-related content 
about the origin of COVID-19. Our research group collected the tweets through 
the Twitter live stream API with a set of COVID-19 related collection terms (see 
Table 1). We then applied additional search terms to find tweets with a high prob-
ability of containing conspiracy theories. Our model classified approximately 
55% of the tweets as conspiracy theory and 45% as non-conspiracy theory. Note 
that only tweets supportive of one or more CTs were labeled as CT. If a tweet was 
dismissive of a CT or merely reporting on it, it was classifed as non-CT.
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We then extracted and expanded all URLs found in our data and used them to 
create a list of associated internet domain names, referred to throughout the paper 
as ‘domains,’ found in the conspiracy and non-conspiracy tweets. The resulting 
list contains 5,484 unique domain names. We trimmed this list and only consid-
ered domains shared a minimum of ten times in our dataset. The final list contained 
2865 domains (1100 found in CT tweets and 1,765 in non-CT tweets). All unique 
domain names were then matched, where possible, to an accuracy and bias rating. 
The research group maintains a vast database that contains fact-checking and bias 
ratings for thousands of websites.

3.2  Identifying links with google tracking codes

Google provides Google AdSense and Google Analytics to internet domain owners 
and online content creators. Both services work by providing small snippets of code 
with tracking numbers linked to unique account holders. Google AdSense uses its 
codes to give domain owners and content creators a way to earn money by providing 
space in their online presence that companies bid on to project their advertisements 
(How Adsense works). Google Analytics works similarly, but the codes are embed-
ded with blocks of Javascript that help facilitate tracking and analytics. The service 
provides account holders with information such as how long a visitor spends on spe-
cific content on their domain and where visitors traveled to next after visiting the 
account holder’s domain (Tracking code overview).

To collect Google tracking codes, we utilized the requests python package com-
bined with our curated list of domains found in CT and non-CT tweets to make 
requests to the host domain and collect its associated HTML code (Alexander 2015; 
Chandra and Varanasi 2015). Once a domain’s HTML code was acquired, we then 
used regular expressions to parse out tracking codes if present. From this process, 
we found that 74% of our input domains contained Google tracking codes, 74.3% 
for domains found in CT tweets, and 73.9% for domains in non-CT tweets. Table 2 
provides a detailed breakdown of Google tracking codes found during this process.

To better understand the potential underlying networks, we employed two-hop 
snowball sampling (Goodman 1961) to help uncover yet undiscovered nodes. We initi-
ated a single seed snowball query for each tracking code contained in an input domain 
by querying other domains that also contain that code. We then added newly discovered 
domains to our list and conducted a second hop for the new domains if not already 
present. This process was repeated for every input domain and every tracking code. 

Table 1  This table provides the list of terms used to develop the COVID-19 related conspiracy tweets 
data set for this study and a previous study (Moffitt et al. 2021)

Terms

5 G, 2019nCoV, bat, bioweapon, bio-weapon, coronavirus, covid-19,
covid19, covid 19, lab, NCoV, wuhanvirus, wuhan virus
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Table 3 provides a final breakdown of the number of domains and tracking codes used 
in this study.

3.3  Coordination detection

We applied both qualitative and quantitative approaches to identify possible coordina-
tion between connected domains. First, we identified tweets containing URLs shared in 
24-hour periods by domains linked through google tracking codes. This process helped 
provide a rich understanding of the content ecosystems (domains) that exist and the 
similarities between them.

Our first quantitative approach sought to infer semantic coordination through the 
text similarity of articles shared by domains connected through tracking codes. This 
approach has proven useful in previous studies of coordination and disinformation 
(Ng et al. 2021; Pacheco et al. 2020). We sorted out all of the unique URLs for each 
domain, extracted and cleaned the text describing the content in the link, and then 
aggregated the text into a single corpus for the domain. We then converted the text to 
vectors and used cosine similarity to compare text between domains using scikit-learn 
packages (Pedregosa et al. 2011). Cosine similarity represents the normalized dot prod-
uct of two vectors. The cosine similarity values range from 0, the two vectors are most 
dissimilar, to 1, the two vectors are the same. We derived an average cosine similarity 
value for each group/component of connected domains by summing the cosine similar-
ity for every possible pairwise comparison and dividing by the number of compari-
sons. The resulting value represents our approximation of connected domain semantic 
coordination.

Our second quantitative approach sought to infer coordination between Twitter users 
in our data that share URLs of connected domains. We employed a state-of-the-art 
coordinated action framework (Magelinski et al. 2021) and extended it by incorporat-
ing our connected domain network as an additional view. We formed users’ connec-
tions if they shared an action type (URL or domain) within a five-minute sliding win-
dow. Using a sliding window vs. static time segments helps ensure that the connection 

Table 2  This table provides domain and tracking code information from domains found in conspiracy 
theory and non-conspiracy theory tweets

Domains w/ Codes AdSense Analytics

Conspiracy tweets 1100 817 271 652
Non-conspiracy tweets 1765 1305 388 1127

Table 3  This table provides the final results from our two hop snowball sampling of input domains

Input domains Discovered 
domains

Total domains Final adSense Final analytics

Conspiracy tweets 817 3427 4244 285 871
Non-conspiracy tweets 1305 5325 6630 388 1127
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weighting is non-trivial, thus lowering our chance of creating links between users that 
were not coordinating (Magelinski et al. 2021).

3.4  Network analysis

To help answer RQ3 and compare the network of CT domains with the network of 
non-CT domains, we used the data we had to create networks. We created the fol-
lowing five networks for both conspiracy and non-conspiracy domains (including 
those found in the snowballed sample): 

1. Domain × AdSense - In this network, a Domain and an AdSense code have a 
binary link connecting them if that domain uses that AdSense code.

2. Domain × Analytics - This network is the same as the Domain × AdSense, just 
with Analytics codes instead.

3. Domain × Domain (shared AdSense) - This network is generated by folding the 
Domain × AdSense network. In this network, two domains will have a link if they 
share an AdSense code. That link is weighted by how many AdSense codes they 
share.

4. Domain × Domain (shared Analytics codes) - This network is the same as the 
Domain × Domain (shared AdSense) just with Analytics codes instead.

5. User × Domain - In this network, a link exists if a User ever linked to that Domain 
in the original Twitter data set. The links are weighted by how many times a User 
linked to that Domain.

The Shared AdSense and Shared Analytics networks were used for investigating 
coordination.

We additionally created these five networks for the “Intersection” dataset. This 
dataset consists of all domains found in both the CT and non-CT datasets. Note that 
the CT, non-CT, and intersection datasets are not mutually exclusive. Most of the 
popular and influential domains on both the CT and non-CT side show up in the 
intersection dataset. We chose not to analyze the conspiracy-only and non-conspir-
acy-only datasets as they were small and included mostly domains (many of which 
were low viewership blogs) that were not linked to very often and did not have fac-
tual ratings. Note that users only show up in the intersection networks if they had at 
least one tweet classified as “conspiracy theory” and at least one tweet classified as 
“non-conspiracy theory”. While the number of domains is high in the intersection 
networks, the number of users is much lower than in the CT and non-CT domains.

To compare these networks, we loaded all the networks associated with the CT, 
non-CT, and intersection datasets in ORA (Altman et al. 2020; Carley 2017). ORA 
is a software tool for network analysis. We ran the “All Measures by Category” 
report three times, once each for the CT, non-CT, and intersection set of networks. 
This report calculates node-level centrality measures for the input networks. The 
User x Domain network was of particular use for RQ3, as the results informed us 
which domains were most popular in each of the three datasets.
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4  Results

4.1  RQ1: Are there identifiable connections between domains found in tweets 
classified as CT?

After constructing our meta-networks, we found easily identifiable connections 
through shared AdSense and Analytics codes between domains found in conspiracy 
theory tweets. We found that Analytics codes connected more domains (15% for 
non-CT domains, 9.4% for CT domains) than AdSense codes do (5.1% for non-CT 
domains, 3.1% for CT domains). The trend continued when we considered the net-
work created through snowball sampling in which Analytic codes connected 89.7% 
of non-CT domains and 69.4% of CT domains.

Figure 1 presents the AdSense and Analytics connections we uncovered between 
domains found in tweets labeled as conspiracy theory. In the figure, we represent 
domains as circles and color them by factual rating data (Moffitt et al. 2021). The 
most exciting connections in terms of volume of occurrence in our data and as 
sources of low or mixed credibility are between [thegatewaypundit, westernjournal, 
wnd], [americanthinker, realclearpolitics, thefederalist], [infowars, newswars], and 
[express.co, dailystar.co] (Moffitt et al. 2021). For domains that we have factual rat-
ing data for we see that connected domains generally have similar ratings, though 
there were also many instances of connected domains with low and mixed ratings, 
and mixed and high ratings.

Fig. 1  Illustration of the meta-network formed from domains discovered in tweets labeled as conspiracy 
theory
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To better understand the off-platform reach and user traffic patterns of the top 
connected domains in our conspiracy theory data, we processed our domains 
through Similarweb, a business intelligence website that monitors and analyzes 
web traffic through Google Analytic codes and other sources (Website Traffic). 
Table 4 provides the metrics gathered through this process for the set of domains 
listed in the previous paragraph. We found that these domains have non-trivial 
reach beyond what we have discovered in our data. Visitors to these sites are sig-
nificantly engaged; we considered page per visit numbers greater than two as sig-
nificant engagement. Looking at direct traffic percentages, we found that half of 
the domains listed had direct traffic rates greater than 70%, signaling that most 
visitors to these domains are likely using them as a main or one of their primary 
sources of information and navigating directly to the website. Analyzing the traf-
fic from social media platforms, we found that connected domains may each be 
targeting different social media platforms to drive traffic for the collective group. 
For example, in the [thegatewaypundit, westernjournal, wnd] group, we see that 
thegatewaypundit receives a majority of its social media traffic from Twitter, 

Table 4  This table provides domain impact and traffic metrics for domains of interest in this study from 
September 2021

*https:// www. simil arweb. com/ only shows the top 4 referring social media platforms
Total visits is the total number of unique visits to a domain, pages per visit is the average number of sub-
pages a user visits once landing on the domain, traffic sources describe how users arrive at the domain 
(Direct = directly entering a domain into a browser, Referrals = directed from another domain, Social 
= directed by clicking a link from a social media platform), and Traffic From Social Media provides a 
break down of social media traffic by major platform

Domain Reach Traffic source (%) Traffic from social media (%)

Total visits Pages per 
visit

Direct Referrals Social Twitter Facebook YouTube Reddit

express.
co.uk

109,160,000 2.16 29.22 2.77 9.49 14.77 75.24 1.55 3.63

dailystar.
co.uk

35,410,000 1.71 22.68 15.91 23.56 6.98 79.81 0.47 12.3

thegate-
way-
pundit

33,570,000 2.29 77.29 10.44 4.21 49.69 26.59 13.55 unk*

western-
journal

22,630,000 1.31 66.99 6.26 19.41 2.46 89.05 2.24 3.98

wnd 3,740,000 2.33 80.17 10.19 5.28 25.96 38.14 6.27 21.08
realclear-

politics
13,180,000 4.00 72.86 4.8 2.38 28.64 21.63 28.84 15.27

thefeder-
alist

5,640,000 1.71 53.57 20.07 11.08 52.81 33.65 0.9 10.61

american-
thinker

4,610,000 2.73 71.11 18.03 2.34 23.62 34.2 8.3 20.64

infowars 10,300,000 2.47 82.39 6.31 1.34 29.14 32.8 28.67 4.81
newswars 538,950 2.01 49.11 30.17 4.24 35.96 42.72 17.56 unk*

https://www.similarweb.com/
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westernjournal from Facebook, and wnd has more traffic from Reddit than the 
other two domains.

When we expanded the connection network through snowball sampling, we 
found additional connections to domains that we have information for but were not 
part of our initial collection. Figure 2 provides a view of the Domain by Domain 
shared tracking codes network where nodes are colored by factual rating. In the fig-
ure we see the continued trend that nodes of similar factual ratings are connected 
most often. When comparing connections between domains with varying factual rat-
ing levels, we find that more connections exist between domains with low and mixed 
factual ratings than with low and high ratings. However, there are three large com-
ponents in which low, mixed, and high factual rating nodes are connected.

Fig. 2  Illustration of the Domain by Domain shared tracking code (Analytics & AdSense) network 
formed from the snowball sample of domains discovered in tweets labeled as conspiracy. Nodes are 
colored by factual rating
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4.2  RQ2: Are there indicators of coordination between domains connected 
by Google tracking codes?

We were able to find several instances of potential coordination between connected 
domains. In general, domains with a low to mixed factual rating were more likely 
to show signs of coordination than domains with a high factual rating and high 
editorial review. Figure 3 provides an example of one possible coordination effort 
amongst related domains. There are numerous examples of tweets containing URLs 
from infowars.com and newswars.com, two domains connected by tracking codes, 
containing links to articles with the same title. For example, on April 12, 2020, both 
sites hosted an article titled ‘global bombshell china admits to developing testing 
covid19 in wuhan level-4 lab’. We found similar trends between domains connected 
by tracking codes such as [israel365news.com, breakingisraelnews.com], [latin-
times.com, sciencetimes.com, ibitimes.com, newsweek.com], and [express.co.uk, 
dailystar.co.uk].

Using quantitative text comparison techniques allowed us to speed up and scale 
the process of identifying possible indicators of coordination between connected 
domains. Table  5 provides the top average cosine similarity scores for connected 
domains. The cosine similarity scores are calculated based on the text in the URL, 
since most URLs include the title of the article. In this way, we are comparing the 
headlines shared by connected domains. The mean similarity score for all connected 
domains is 0.383, the upper quartile score is 0.587, and the standard deviation is 
0.27. We found similar results to our qualitative approach; connected domains with 
low to mixed factual ratings tended to have higher average cosine similarity scores 
than connected domains with high factual ratings. The one exception in our table 
that we found is [smh.com.au, theage.com.au]. We added a [newyorker.com, vani-
tyfair.com] to the list to highlight an example of connected domains that we would 
not expect to see coordinated behavior from. Condé Nast is the parent company for 
both of these domains; the content distributed by these domains typically caters to 

Fig. 3  An illustrative example of tweets from 24 April 2020 containing URLs to three connected 
domains pushing a common narrative
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different audiences, and we expect article titles to vary as evidenced by the low aver-
age cosine similarity score.

Next, we compared the cosine similarity pairwise between each group of con-
nected domains resulting in 465 comparisons. Table  6 provides the top pairwise 
comparisons in terms of cosine similarity. The mean cosine similarity score for all 
comparisons is 0.349, the upper quartile score is 0.483, and the standard deviation 
is 0.178. The top pairwise comparisons are significant in terms of similarity as most 
comparisons have minimal similarity. While not officially connected via tracking 
codes, these results could further aid the analyst in defining the ecosystem that peo-
ple who believe in conspiracy theories and disinformation use to consume ‘news.’

Table 5  This table provides the top average cosine similarity scores for domains found in conspiracy 
tweets connected by tracking codes.

newyorker.com, vanityfair.com were added for reference to demonstrate scores we would expect to see if 
connected domains were publishing markedly different content

Connected domains Avg 
dosine 
similarity

infowars.com, newswars.com 0.93
ibtimes.com, sciencetimes.com, latintimes.com, newsweek.com 0.89
breakingisraelnews.com, israel365news.com 0.78
smh.com.au, theage.com.au 0.75
express.co.uk, dailystar.co.uk 0.69
thegatewaypundit.com, wnd.com, westernjournal.com 0.65
waynedupree.com, lifezette.com 0.65
*newyorker.com, vanityfair.com 0.32

Table 6  This table provides 
the top cosine similarity scores 
comparing clusters of connected 
domains

Connected domains Connected domains Cosine similarity

thegatewaypundit.com
wnd.com
westernjournal.com

infowars.com
newswars.com

0.82

express.co.uk
dailystar.co.uk

independent.co.uk
standard.co.uk

0.78

chemistryworld.com
asiatimes.com
malaymail.com
newspunch.com
rebelnews.com

infowars.com
newswars.com

0.75

express.co.uk
dailystar.co.uk

mirror.co.uk
birminghammail.co.uk

0.75

ibtimes.com
sciencetimes.com
latintimes.com
newsweek.com

infowars.com
newswars.com

0.74
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Using the coordinated action framework, we set a five-minute sliding window to 
identify users in our data who share similar URLs from connected domains. Once 
identified, edges were formed connecting the users. We used this data to form a User 
by User shared coordination action network. We added the newly formed network as 
an additional layer to our existing Domain by Domain shared tracking code network; 
see Fig. 4. We found that most of the possible coordination centers around the [the-
gatewaypundit, westernjournal, wnd] and [infowars.com and newswars.com] clus-
ters of connected domains. We also found ten components of connected domains 
that do not exhibit any evidence of coordination.

4.3  RQ3: How do conspiracy domain networks differ from non‑conspiracy 
domain networks

We split up the domains into those present in conspiracy theory-labeled tweets and 
those present in the non-conspiracy theory-labeled tweets. Table 7 shows the num-
ber of domains, tracking codes, and users in the intersection of these two data sets. 
As might be expected, a small but sizeable minority of domains were present in both 
data sets. Additionally, a small number of users were in both data sets. This means 
that some of their tweets discussed conspiracy theories, but others of their tweets did 
not. These non-conspiracy theory-related tweets were sometimes factual tweets, but 

Fig. 4  Conspiracy Coordination Meta Network with Domain by Domain shared tracking code, User by 
Domain, and User by User shared coordination layers
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many also discussed mis-/dis-information or were dismissive of certain conspiracy 
theories. In our analysis, we compared the top domains, domain attributes, and the 
network structure of the User x Domain network in the conspiracy, non-conspiracy, 
and intersection data sets.

4.3.1  Top Domains

First, Table 8 shows the top ten domains in the User x Domain network in both the 
CT, non-CT, and intersection data sets. Note that the intersection table shows the 
top 11 because one of the top 10 is a blog that is unrated. The top ten is based on 
two metrics: normalized in-degree centrality (how many users are linking into the 
domain) and normalized authority centrality (the extent to which a domain’s in-links 
are from users that link to many other domains). A domain acts as an authority when 
they are linked to by many users, each of whom also links a large number of other 
domains.

The majority of the top ten domains in the conspiracy theory tweets are websites 
that range from very low to mixed accuracy. Several are listed as completely “fake 
news”, like www.americanthinker.com and www.thegatewaypundit.com. Only two 
domains are listed as having high accuracy: The Washington Times and The Wash-
ington Post. Even if individuals are discussing low credibility conspiracy theories, it 
is not unusual for them to link to legitimate news sources to debunk or dismiss those 
real news sources.

In contrast, most of the top ten domains in the non-conspiracy theory tweets are 
websites rated as having “high” accuracy. Only two are “mixed” rather than “high”: 
CNN and The New York Post. It is reasonable that individuals not discussing con-
spiracy theories would tend to link to more credible news sources on average. As 
one may expect, the average accuracy of the intersection domains is in the middle 
between the CT and non-CT tweets.

4.3.2  Domain attributes

We then looked at the domain attributes in the various data sets. We analyzed the 
ratings of the domains in the conspiracy, non-conspiracy, and intersection data sets. 
Most domains were unrated; they were random blog posts, unknown domains linked 
to known domains through Google codes, domains in other languages, etc. Table 9 
shows the percent of rated domains in each rating ranging from very low to very 
high accuracy. The non-conspiracy data set has the lowest fraction of its domains in 
the very low/low/mixed ratings and the highest fraction in the high/very high ratings. 

Table 7  This table provides 
domain and tracking code 
information from domains 
found in conspiracy theory, 
non-conspiracy theory, and 
intersection tweets

Domains AdSense Analytics Users

CT Tweets 4244 285 871 133,693
Non-CT Tweets 6630 388 1127 147,617
Intersection 2481 150 479 5,844
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The conspiracy dataset is reversed. It has the highest fraction of its domains in the 
very low/low/mixed ratings, and lowest in high/very high. As one might expect, the 
intersection data is in the middle.

Table 9 additionally shows the fraction of users that are classified as a bot or not 
at the 0.75 bot probability threshold in each of the three datasets. The fraction of 
bots was roughly identical in the conspiracy and non-conspiracy data sets, at 31%. 
However, users in the intersection, who posted at least one tweet classified as con-
spiracy and one tweet as non-conspiracy, were substantially more likely to be bots 

Table 8  This table lists the top domains, found in both the conspiracy and non-conspiracy User x 
Domain networks

The in-degree and authority metrics are unscaled

Domains Network type Bias Factual rating In degree Authority

americanthinker.com Conspiracy fake news very low 1,667 0.19
thegatewaypundit.com Conspiracy fake news very low 31,944 1.22e−4
dailymail.co.uk Conspiracy fake news very low 23,655 3.73e−5
foxnews.com Conspiracy right mixed 17,999 3.30e−5
newsweek.com Conspiracy left mixed 13,846 9.91e−6
breitbart.com Conspiracy fake news very low 10,029 2.21e−5
nypost.com Conspiracy right-center mixed 6,485 1.42e−5
washingtontimes.com Conspiracy right-center high 6,424 9.04e−6
washingtonpost.com Conspiracy left-center high 5,342 2.90e−6
dailycaller.com Conspiracy right mixed 4,491 1.33e−5
newsweek.com Intersection left mixed 430 0.06
dailymail.co.uk Intersection fake news very low 2532 6.04e−5
ponderwall.com Intersection – – 0.027
nypost.com Intersection right-center mixed 1404 5.28e−5
breitbart.com Intersection fake news very low 1142 2.88e−5
axios.com Intersection left-center high 1071 6.58e−6
theguardian.com Intersection left-center high 811 3.38e−5
thegatewaypundit.com Intersection fake news very low 681 1.18e−5
cnn.com Intersection left mixed 667 3.95e−5
dailycaller.com Intersection right mixed 596 1.17e−5
foxnews.com Intersection right mixed 430 1.67e−5
cnn.com Non-conspiracy left mixed 14,014 0.174
theguardian.com Non-conspiracy left-center high 7,089 0.044
nypost.com Non-conspiracy right-center mixed 10,036 0.011
telegraph.co.uk Non-conspiracy right high 8,647 0.018
latimes.com Non-conspiracy left-center high 8,095 0.016
axios.com Non-conspiracy left-center high 6,117 0.022
smh.com.au Non-conspiracy left-center high 5,739 0.020
nytimes.com Non-conspiracy left-center high 4,651 0.020
nationalgeographic.com Non-conspiracy pro-science high 4,908 0.017
reuters.com Non-conspiracy center very high 4,780 0.015
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- at 55%. There are substantially fewer users in the intersection than in either the 
conspiracy theory or non-conspiracy theory group. The users in the intersection 
mean those users posted tweets that were classified as both conspiracy theory and 
not. Perhaps some bots just retweet or spread content in general, no matter what side 
it is on.

4.3.3  Domain traffic

We then compared the traffic patterns of the top ten domains in the conspiracy, non-
conspiracy, and intersection data sets. These top domains are shown in Table  8. 
We used the same business intelligence website, Similarweb, as in our RQ2 analy-
sis (Website Traffic). The averages of the main traffic metrics for each of the three 
groups of domains in shown in Table 10.

We see that on average the conspiracy-theory linked domains had lower traffic 
than the non-conspiracy domains. The intersection domains had the highest, likely 
because both users promoting and users debunking conspiracy theories were linking 
to those domains.

We also found that the conspiracy theory domains were engaging their viewers 
more. They had a higher average number of pages visited and a higher average visit 
duration than the intersection and the non-conspiracy theory domains. We also see 

Table 9  This table provides 
the fraction of rated domains 
in each factual rating category. 
It also shows the percent of 
users in each network that are 
classified as bots

Conspiracy (%) Intersection (%) Non-con-
spiracy 
(%)

Ratings
 Very low 12.95 10.79 5.04
 Low 8.56 6.12 1.68
 Mixed 26.41 26.24 21.08
 High 45.48 48.98 64.18
 Very High 6.60 7.87 8.02

Bot Prediction
 Bot 31 55 31
 Not Bot 68 44 68

Table 10  This table provides 
the average monthly traffic 
metrics of the top ten domains 
in each data set using data from 
September-October 2021

Statistics Conspiracy Intersection Non-Conspiracy

Avg total vsits 94.3M 165.8M 147.3M
Avg pages per visit 2.37 2.18 2.04
Avg visit duration 3:55 3:09 2:43
Direct traffic 54.22% 53.00% 42.79%
Referral traffic 9.24% 7.55% 5.10%
Search traffic 24.99% 27.51% 40.90%
Social traffic 9.86% 10.24% 9.66%
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that the percentage of traffic coming directly (users directly inputting the domain 
into their browser) and through referrals from other websites is higher for both the 
conspiracy and intersection domains than for the non-conspiracy theory domains. 
Non-conspiracy theory domains got substantially more traffic through search 
engines. Search engines may be prioritizing more reliable sources.

Finally, we see that social media traffic accounts for roughly 10% of all traffic to 
these domains in all three data sets. This is a small but meaningful percentage, and 
it gives us an idea of how the spread of misinformation on Twitter can drive some of 
the traffic on these websites.

4.3.4  User x domain network structure

We then compared the network structures between the different data sets. Table 11 
shows the density and component information in the User x Domain network in the 
conspiracy, non-conspiracy, and intersection data sets. In the User × Domain net-
work, a link exists between a user and a domain if the user linked to a page on that 
domain in a tweet. The links are weighted. If a user has multiple tweets that link to 
the same domain, the link value increases.

We found that while there were fewer components of size greater than three in the 
conspiracy network, on average these components were substantially larger in size 
than those in the non-conspiracy network. In the conspiracy network, only 0.47% of 
components were of size larger than three, and the mean component size was 8404 
for those in larger components. In the non-conspiracy network, 2.41% of the compo-
nents were of size larger than three, but the mean component size was much lower at 
1114. Additionally, the density of the User × Domain network is higher in the con-
spiracy and intersection networks than in the non-conspiracy network. This informa-
tion indicates that the conversation is more widely dispersed in the non-conspiracy 
theory network compared with the conspiracy theory network.

Figures 5, 6, and 7 show a visualization of the User x Domain networks in the 
CT, non-CT, and intersection data sets. These visualizations show how the User x 
Domain network in the conspiracy data set is more condensed and organized around 
just a handful of domains when compared with the more widely dispersed network 
in the non-conspiracy data set. The green means those nodes were predicted not to 

Table 11  This table provides 
density and component 
information for the User 
× Domain networks in the 
conspiracy, non-conspiracy, and 
intersection data sets

Statistics Conspiracy Intersection Non-Conspiracy

Network density 3.80e−4 4.56e−4 1.98e−4
Isolates 97.87% 91.14% 93.62%
Dyads 1.29% 4.67% 2.90%
Triads 0.38% 1.38% 1.06%
Larger components 0.47% 2.81% 2.42%
Mean size 8404 91.8 1144
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be a bot, while the red means they were predicted to be a bot at the 0.75 bot prob-
ability thresholds.

5  Discussion

We investigated the network of domains found in tweets labeled as “conspiracy the-
ory,” those labeled “not conspiracy theory,” and the intersection of the two. We dis-
covered many connections through shared AdSense and Analytics codes in the CT 
and non-CT data sets. In this dataset, connected domains tended to share similar fac-
tual ratings and media bias. There were also many instances of domains with mixed 
factual ratings connected to domains with high factual ratings, and of domains with 
mixed factual ratings connected to domains with low factual ratings. Connections 
between domains of varying factual ratings may serve as opportunities for conspir-
acy theories to transition from alternative news sources to more mainstream news 
sources.

We next analyzed whether there was evidence of coordination among domains 
that shared Google tracking codes using a variety of techniques. We were 

Fig. 5  The User × Domain network in the conspiracy theory data set. The blue domain nodes are sized 
by degree centrality
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qualitatively able to find some evidence of possible coordination among a few con-
nected CT domains. For example, several URLs linking to both infowars.com and 
newswars.com, which share tracking codes, linked to articles with similar or even 
the same headline. We quantitatively compared domains in the same group using 
the average cosine similarity score of all of their articles. Connected domains with 
low or mixed factual ratings tended to have higher average cosine similarity scores 
within their connected groups than connected domains with high factual ratings. 
Finally, we used the the coordinated action framework (Magelinski et  al. 2021), 
which identifies coordinated URL sharing within a five-minute sliding window, and 
found evidence of possible coordination in the same groups of CT domains iden-
tified by the other techniques. Overall, there appears to be consistent evidence of 
coordination in the connected domains in the conspiracy theory dataset.

We found more evidence of possible organization in conspiracy theory domains 
when we compared the structure of the User x Domain networks in the CT and 
non-CT datasets. We found that users tended to connect to the same domains over 
and over again in the CT data set. The non-CT data set had more components of 
size greater than three, which indicates that users were engaging in a variety of 

Fig. 6  The User × Domain network in the non-conspiracy theory data set. The blue domain nodes are 
sized by degree centrality
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sources and were more fragmented when compared to users promoting CTs. Pre-
vious research on Twitter conversations surrounding #ReOpen campaigns in the 
spring of 2020 and climate change show a similar pattern where the side that is 
forcing controversy (pro-reopening (Babcock and Carley 2021) and anti-climate 
change (Tyagi et al. 2020)) is more well-organized and well-connected.

Finally, we compared the domain attributes between the CT and non-CT 
URLs and found stark differences in user engagement. We found that on aver-
age, domains found in the intersection and non-conspiracy theory data sets had 
higher traffic, and a noticeably higher percentage of their traffic came from search 
engines. However, those in the conspiracy theory data set had a higher average 
pages per visit, average visit duration, and percentage of direct traffic. Looking 
at the origin of each domain’s traffic, it became clear that some of the groups 
of connected conspiracy theory domains may be targeting different social media 
platforms as a way to expand their reach. This type of activity may be indicative 
of information operations, and coordinated inauthentic behavior as identified by 
Facebook in a recent report (Gleicher et al. 2021).

Our results show that there is both qualitative and quantitative evidence of 
possible coordination between conspiracy theory-pushing web domains in this 

Fig. 7  The User × Domain network in the intersect data set. The blue domain nodes are sized by degree 
centrality
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dataset. Additionally, the domains linked to conspiracy theories are highly engag-
ing their viewers, even if their current average traffic tends to be lower than 
domains not linked to conspiracy theories.

6  Limitations and future work

Our data for this study were collected from February to May of 2020, and therefore 
primarily focuses on conspiracy theories that were circulating at the beginning of 
the pandemic about the origins of the virus. We focused on the beginning of the 
pandemic because in the early stages of the pandemic there was less public informa-
tion known, and lack of information is known to foster fear and conspiracy theories 
(Douglas et al. 2017). Additionally, these conspiracy theories were almost all about 
the origins of the virus and were therefore comparable with each other. Future work 
could consider using later COVID-19 data to see if the patterns we found hold for 
different types of conspiracy theories. Later data may show more conspiracy theo-
ries related to the vaccines, and it is possible the domains and types of coordination 
involved in those conspiracy theories may differ in some way. Additionally, future 
work could focus on conspiracy theories not related to COVID-19.

For this study, we used the limited domain attribute data we had available to us. 
The research group has a vast database that collects fact-checking ratings for thou-
sands of websites. However, when we snowball sampled domains, we ended up hav-
ing a dataset where the vast majority of domains were unrated in terms of accuracy. 
Updating this data is a daunting task that would be impossible to do manually, as 
new websites and blogs pop up all the time. Access to complete and accurate media 
bias and ratings is a limitation in this field. However, we noticed many of the rated 
domains that share codes tended to be of the same or similar accuracy rating. Future 
work could investigate the potential accuracy and usefulness of propagating an aver-
age rating from rated domains to unrated domains that share a code. This work could 
lead to a much more robust domain rating database.

7  Conclusion

In this work, we have highlighted the utility of using Google tracking codes to 
uncover connections between domains and aid in the study of mis-/dis-information 
on social media. We found that there were identifiable connections between domains 
found in tweets classified as conspiracy theory, and that there was evidence of coor-
dination based on shared Google tracking codes. Websites of similar media bias and 
factual ratings are more often connected together than different levels of media bias 
and factual ratings. There exists an ecosystem of alternative news sites connected by 
both google tracking codes and by regular user traffic (identified by tracking codes). 
This system appears to replace traditional news sources for a large number of users.

We additionally found noticeable differences in the accuracy, the network struc-
ture, and the web traffic patterns of the top domains in the conspiracy theory vs. 
non-conspiracy theory tweets. The domains in the conspiracy theory-labelled tweets 
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were on average of lower factual rating. The condensed network structure of the 
User x Domain network of the conspiracy theory domains indicates a higher level of 
coordination and echo chamber-like behavior. Finally, the web traffic data shows that 
while the conspiracy domains on average have less traffic, their audience is more 
engaged and spends more time on those websites.

This work shows that conspiratorial domains are designed to keep people on the 
page and highly engaged. They are often connected via Google tracking codes to 
other conspiratorial domains that sometimes target a different social media platform 
to attain a larger audience. Similar article titles and content are used, and users on 
social media often post links to the CT URL domains within five minutes of each 
other, giving further evidence of coordination. While currently, these domains get 
less web traffic than mainstream news sources, this level of high engagement and 
this evidence of intentional coordination is worrisome as it is likely contributing to 
the proliferation of COVID-19 conspiracy theories.
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