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Abstract
The ground truth program used simulations as test beds for social science research 
methods. The simulations had known ground truth and were capable of producing 
large amounts of data. This allowed research teams to run experiments and ask ques-
tions of these simulations similar to social scientists studying real-world systems, 
and enabled robust evaluation of their causal inference, prediction, and prescription 
capabilities. We tested three hypotheses about research effectiveness using data from 
the ground truth program, specifically looking at the influence of complexity, causal 
understanding, and data collection on performance. We found some evidence that 
system complexity and causal understanding influenced research performance, but 
no evidence that data availability contributed. The ground truth program may be the 
first robust coupling of simulation test beds with an experimental framework capa-
ble of teasing out factors that determine the success of social science research.

Keywords  Social science · Simulation test beds · Complexity · Causal structure · 
Data efficiency · Metascience

1  Introduction

The process of scientific exploration is constrained by real-world limitations on 
data and information. These limitations are even more pronounced in social sci-
ence research due to practical limits on experimentation. But what if we didn’t have 
these restrictions? What could we learn about the how science is done, and its pos-
sibilities and potential? The ground truth program developed and tested a way to 
answer these questions, by using simulations as test beds for social science research 
methods. Rather than testing research methods on real-world systems with unknown 

 *	 Asmeret Naugle 
	 abier@sandia.gov

1	 Sandia National Laboratories Albuquerque, New Mexico, USA

http://orcid.org/0000-0001-9203-9049
http://crossmark.crossref.org/dialog/?doi=10.1007/s10588-021-09349-6&domain=pdf


243

1 3

What can simulation test beds teach us about social science?…

ground truth, this program tested them on simulations with known, explicit causal 
structures, abundant, accessible data on which to apply research methods, and exten-
sive experimental capability. By removing the normal restrictions on human domain 
research, the program facilitated explicit, data-abundant, mathematically rigorous 
validation of research method results. This data-rich scheme also facilitates a new 
look at metascience, allowing deep exploration of how research teams interact with 
the systems they study.

The ground truth program (Naugle et  al. 2022) was designed to investigate the 
value of simulations as test beds for social science research methods. Four teams 
developed simulations that served as virtual worlds, and a separate set of research 
teams asked questions, collected data, and ran experiments within those worlds. The 
research teams were tasked with exploring the simulated virtual worlds to conduct 
three tests: explain the simulations’ causal structures, predict outcomes, and pre-
scribe actions or policies to achieve desired goals. The research teams conducted 
this set of three tests, for each of the four simulations, in each of three challenge 
phases of the program.

Two overarching questions drove the design and implementation of the program. 
First, are simulations useful as test beds for social science research methods? The 
design of this program allowed us to collect an enormous amount of data about 
all aspects of the program. As would normally be impossible in the real world, the 
ground truth program produced abundant data on the systems under investigation 
(the simulation test beds), interactions between research and simulation teams, data 
collection and analysis strategies, and research team performance. This provided an 
excellent opportunity to study the metascience of interactions between the system of 
interest, researchers, and validation of results. This could be done both qualitatively 
and with substantial mathematical rigor.

The second overarching question for the program was: what are the strengths and 
limitations of current social science research methods? While this program did not 
exhaustively test possible data collection and analytic methods, it did incorporate 
three research teams applying different cutting-edge methods. The structure of the 
program, and the use of simulation test beds, allowed far more explicit validation 
and comparison than is normally possible. We knew the details of the causal struc-
tures of the simulations, had the ability to generate not only future data but also 
data for counterfactual scenarios, and could implement policies and prescriptions to 
explicitly test their effects. This enabled experimentation and data collection in ways 
that would be impossible with real-world social systems. We also collected data on 
characteristics of the simulation test beds, facilitating comparison between the vir-
tual worlds under investigation and research team performance.

The analysis in this article focuses on three research objectives. Specifically, we 
sought to: (1) understand how the complexity of a virtual world influences the ability 
to explain, predict, and prescribe that world; (2) determine how understanding of the 
causal mechanisms driving a virtual world’s behavior impacts the ability to predict 
behavior and prescribe optimal strategies; and (3) determine the role data availabil-
ity plays in research performance.

To address the first research objective, the program included three phases of 
challenges with simulation complexity differing in each. We addressed the second 
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research objective by giving each team three tests in successive order: first the 
explain test, then the predict test, and finally the prescribe test. This gave the research 
teams the option of using their causal understanding of the virtual worlds to inform 
their approaches to the predict and prescribe tests. Finally, our third research objec-
tive responds to the research teams’ suggestion that modern social science research 
methods necessitate abundant data, and that increased data availability would likely 
improve performance. Consequently, we increased the amount of data made avail-
able to each team through the successive program challenges.

This article discusses key outcomes of the ground truth program. We discuss 
some fundamental program features that contributed to our understanding of metas-
cience, and also present analyses of program data. Specifically, we analyze the data 
we collected over the three phases of the ground truth program to address the follow-
ing three specific hypotheses: (i) increases in simulation complexity will decrease 
research performance, (ii) increased understanding of causal structure will improve 
performance on subsequent predict and prescribe tasks, and (iii) increased data col-
lection will improve research performance.

2 � Data evaluated: research team performance metrics and factors 
of interest

The ground truth program involved three research teams. Two of those teams, led 
by the University of Chicago (Graziul et  al. 2022) and Johns Hopkins University 
Applied Physics Laboratory (Schmidt et  al. 2022) respectively, participated in the 
full program, including explain, predict, and prescribe tests for each of four simula-
tions (Parunak, 2022; Pynadath et al. 2022; Rager et al. 2022; Züfle et al. 2022) in 
each of the three program challenges. The third research team, led by Pacific North-
west National Laboratories (PNNL) (Volkova et al. 2022), had a substantially dif-
ferent role than the others. The PNNL team only conducted the explain and predict 
tests for challenge 1. For these tests, they used three different datasets: those col-
lected by the two other research teams, and a full dataset that included all data gen-
erated by each simulation. The purpose of having a single team repeat their methods 
on different datasets was to tease out the relative contributions of data collection 
strategies versus methodology.

Research teams were evaluated based on the performance metrics listed in 
Table 1 and discussed in Naugle et al. (2022). Performance on the explain tests was 
measured using causal ground truth graphs that characterized the causal structures 
of the simulations, with nodes representing simulation variables and directed edges 
representing the causal relationships between them. The simulation teams produced 
true ground truth graphs for their respective virtual worlds, and the research teams 
submitted their inferred causal structures using the same graphical representation. 
The explain test evaluations produced four accuracy metrics, including precision 
and recall for both nodes and edges. F1 scores, the harmonic mean of precision and 
recall, were also calculated. The node metrics indicated the research teams’ success 
in identifying the variables that exist in each simulation. Edge accuracy metrics 
served as indicators of the TA2 teams’ success in inferring causal relationships in 
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the simulations. Predict and prescribe test robustness was calculated as the fraction 
of questions for which the research teams’ answers fell into acceptable ranges.

Research team performance for the University of Chicago and Johns Hopkins 
University teams is shown in Table 2. Node precision ranged from 0.5 to 1 over the 
course of the program, while node recall ranged from 0.06 to 0.62. Node precision 
was greater than node recall for all team combinations and challenges, indicating 
that the teams were more successful at excluding false nodes than in finding relevant 
nodes. Edge precision ranged from 0 to 0.43, while edge recall ranged from 0 to 
0.27. Results for the geopolitical conflict simulation predict and prescribe tests are 
not included here; while the research teams did complete these tests, a problem with 
the simulation results prevented their evaluation.

Performance on edge metrics was substantially lower than performance on node 
metrics, which indicates that causal relationships were more challenging for the 
research teams to discover than relevant nodes. This is complicated, however, by the 
interaction between the two sets of metrics. If the research teams did not discover 
that certain nodes existed, they could not have found causal relationships between 
those nodes.

Predict test robustness ranged from 0.04 to 0.75, while prescribe test robustness 
ranged from 0.25 to 1. Since the tests were substantially different between simula-
tions, robustness is not comparable across virtual worlds; it can, however, be consid-
ered an indicator of the generalizability of methods over different types of questions 
within a virtual world.

PNNL’s performance results are shown in Table 3. PNNL’s performance on the 
collected datasets, which were also used for the analyses reported in Table 2, ranged 
from 0.47 to 1 for node precision, 0.07 to 0.42 for node recall, 0 to 0.13 for edge 
precision, and 0 to 0.16 for edge recall. The PNNL team’s performance on the urban 
life simulation was better with the University of Chicago dataset than with the John 
Hopkins University dataset, while performance on the geopolitical conflict simula-
tion was equal for both datasets. On the other two simulations, PNNL’s performance 
was better with the University of Chicago dataset for node precision, worse for edge 
recall, and had mixed results for the other metrics. With the full dataset, PNNL’s 
performance increased or stayed the same (as compared to the collected datasets) for 

Table 1   Research team performance metrics

Performance metric Applicable test Description

Node precision Explain Fraction of inferred nodes that were true
Node recall Explain Fraction of true nodes that were inferred
Node F1 score Explain Harmonic mean of node precision and recall
Edge precision Explain Fraction of inferred edges that were true
Edge recall Explain Fraction of true edges that were inferred
Edge F1 score Explain Harmonic mean of edges precision and recall
Robustness Predict Fraction of predictions in acceptable range
Robustness Prescribe Fraction of prescriptions in acceptable range
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the disaster response and geopolitical conflict simulations across all metrics. Their 
performance on the financial governance simulation was worse across the board 
with this larger dataset. On the urban life simulation PNNL’s node precision was 
worse with the full dataset, while on the other metrics they performed better with 
the full dataset. PNNL submitted results from many models for the predict test; as 
this presented a substantially different approach than the other research teams used, 
those results are not reported here.

The program also generated substantial data about simulation complexity, simu-
lation structure, and data collection. These factors, along with explain test perfor-
mance metrics to represent causal knowledge, were used to evaluate our research 
questions and explore which factors are most associated with research team perfor-
mance. Table 4 lists the factors we considered in this analysis.

3 � Methods for evaluating factors associated with success of research 
methods

As discussed in the introduction, the ground truth program was designed around 
three hypotheses about factors related to the success of research methods. The 
hypotheses relate simulation complexity, causal understanding, and data availability 
to performance on program tests, positing that higher complexity would decrease 
performance while causal understanding and data availability would increase per-
formance. We evaluated the program results to evaluate these hypotheses, as well 
as other factors that may be associated with research performance. To address our 
hypotheses, we used pairwise regression between factors and performance metrics 
to understand which factors were most important in determining performance, and a 
linear model selection framework to understand the combinations of factors that best 
explain variance in performance metrics.

A few factors make this analysis tricky. First, the simulation test beds, data avail-
ability, and the specific questions and tests posed by the simulation teams varied 
substantially over the course of the program. Second, the program design focused 
on plausible, relatively realistic research problems rather than carefully controlled 
experimental design. Consequently, with three research teams, four simulation 
virtual worlds, and three program challenges, we have substantial data to analyze 
but little statistical power. Finally, the metrics used to evaluate the simulation and 
research teams (Table 1 above; see Naugle et al. 2022 for a full description) were 
chosen to best represent performance within the program. Some of these metrics, 
such as predict and prescribe robustness, are aggregated. This can hide some of the 
detail in performance, but also allows for comparability between divergent types of 
questions.

3.1 � Pairwise regression

To evaluate the association between research team performance and factors such as 
complexity, simulation attributes, and amount of data requested, we first conducted 
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pairwise ordinary least squares regression (Seber and Lee 2003) for each combina-
tion of factor and performance metric. We used a p-value threshold of less than or 
equal to 0.05 to determine fit significance. The factor and performance metric pairs 
with significant fits indicate strong correlations.

3.2 � Linear model selection framework

To understand the amount of influence the factors of interest exerted on research 
team performance metrics (Tables 1 and 4), we created a hierarchical linear model 
selection framework. Model selection (Burnham and Anderson 2002) balances 
goodness-of-fit and model parsimony; the objective is to find the simplest model 
(with the fewest input factors or fewest number of terms) that provides an accurate 
fit but does not overfit the data. This framework identifies which factors or sets of 
factors explain the most variance in the performance metrics. We had a small num-
ber of observations relative to our number of factors, requiring a robust and selective 
approach to ensure model parsimony while also quantifying model performance. 
Consequently we chose to compare model structures using the Akaike information 
criterion, adjusted for small samples (AICadj):

where k = the number of parameters. The AICadj was designed for comparing model 
structures using the notion of log likelihood to compare models with differing 
numbers of parameters, while avoiding model overfitting (Bedrick and Tsai 1994). 
We characterized model performance using root-mean-squared-error (RMSE) and 
adjusted R2 (R2

adj), which also penalizes model complexity:

While this effort was not intended to predict or forecast the performance metrics, 
we used R2

adj to understand the amount of influence a chosen set of factors had on 
the performance metrics we investigated.

Despite our efforts to balance model parsimony and performance, we recognized 
that our model selection framework would likely result in cases where multiple mod-
els were essentially equivalent. We chose to select the model with the greatest R2

adj 
from those in the best 5th percentile of relative log likelihood scores. We chose this 
method to balance the tension between model parsimony and model performance, 
given our aim of relating quantifiable control on the variance of our testing and per-
formance metrics to a suite of parameters.

Recognizing that several of our parameters characterize functionally similar 
aspects of the simulations, we qualitatively binned the parameters into a reduced 
set of functional groups: simulation complexity, simulation structure, data collec-
tion, and causal understanding. Table 4 lists the parameters and their corresponding 
factor sets. For the performance metrics corresponding to each test (explain, pre-
dict, and prescribe), we first used the hierarchical selection framework described 
above to determine the factor within each functional group with the most influence 
over the performance metric. We then re-ran the model selection process using all 

AICadj = AIC + 2k(2k + 1)n − k − 1

R2adj = 1 −
(

1 − R2
)

(n − 1)n − k − 1
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of the parameters in all functional groups, selecting the set of factors that exerted 
the most influence over the performance metric. Given that our analysis goal with 
this approach was to understand how combinations of factors interacted to explain 
the performance metrics, we chose to exclude models that selected factors used to 
calculate other selected factors. For this analysis, that meant we excluded models 
that combined causal complexity with forecast complexity or feedback density, and 
models that combined F1 scores with precision or recall metrics. This decision was 
made primarily to increase the mechanistic interpretability of the results.

We conducted all linear model fitting and statistic generation using Statsamodels 
(Seabold et al. 2010, v0.12.1) in Python 3.7.

4 � Results

We implemented two analyses to investigate which factors were most associated 
with variance in research performance: pairwise regression and hierarchical linear 
model selection. The pairwise regression addressed how much of the variance in 
the research team performance metrics was explained by each of the factors. As 
expected, the majority of the pairwise relationships were either not significant or 
explained very little of the variance in the performance metrics. However, several 
individual parameters explained up to 30% of a performance metric’s variance.

To address the possibility that the variance in performance metrics may best be 
explained by more than one observed parameter, our hierarchical linear model selec-
tion framework identifies combinations of parameters with the most influence on 
performance metric variance. For each of the explain, predict, and prescribe tests, 
we summarize the model frameworks that best describe the variance in the perfor-
mance metrics, and include each of the model frameworks resulting from our AICadj 
workflow described above.

4.1 � Explain test

The explain test asked research teams to infer the causal structures of the simula-
tions. The pairwise regressions between factors of interest and research team perfor-
mance metrics show that both simulation complexity and simulation structure were 
associated with performance, whereas the amount of experimental data collected 
showed no significant relationships. Table 5 reports the pairwise regression adjusted 
R2

adj results, with significant fits (p ≤ 0.05) in bold.
Table 6 shows the results of our multivariate regression analysis on the explain 

test-relevant data. The majority of influence on the explain test performance metrics 
was explained by factors related to the complexity and structure of the simulations. 
Data collection parameters alone did not account for a significant amount of the var-
iance, but when combined with information about the complexity and structure of 
the simulation, data collection increased the explanation of variance in node preci-
sion, edge precision and recall, and the edge F1 score.
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The simulation complexity and simulation structure factor sets, when consid-
ered individually, each explained between 14 and 30% of the variance in node 
recall, edge precision, and node F1 score. In the combined model, information 
from all of the factor sets (simulation complexity, simulation structure, and data 
collection) increased the explained variance, but by small margins due to the 
penalization of increasing model complexity with additional parameters. How-
ever, node precision, edge recall, and edge F1 score each saw significant improve-
ments (with explained variance increasing by 15–25%) when parameters from 
multiple functional groups were used in the model selection framework.

4.2 � Predict test

The predict tests for each challenge were conducted after the explain tests, and asked 
the research teams to answer sets of prediction-related questions specific to each 
simulation. Results of the pairwise regression analysis for predict test-related factors 
and performance metrics showed a similar trend as the explain test-relevant data: 
some simulation complexity and simulation structure factors were associated with 
performance, but data collection factors showed no significant relationships with 
performance. A set of factors related to performance on the explain test, interpreted 
as causal understanding, is also included in this analysis; the causal understand-
ing factors were not significantly correlated with predict test performance in these 
results. Table 7 reports the pairwise regression adjusted R2

adj results, with signifi-
cant fits (p ≤ 0.05) in bold.

The results of the multivariate regression analysis for the predict test factors and 
performance metrics are shown in Table 8. In this analysis, predict robustness was 
largely explained by factors related to the complexity and structure of the simula-
tions. In our single-set analyses for the simulation complexity and simulation struc-
ture sets the associated factors accounted for 38 and 37% of the variance in pre-
dict robustness respectively, whereas the causal understanding factor set accounted 
for just 1% of the variance and data collection exhibited no relationship. However, 
when we allowed the model selection framework to select parameters from all of the 
functional groups, the best performing model included factors from the simulation 
complexity, simulation structure, and causal understanding sets. The inclusion of 
explain node recall, a causal understanding factor, increased variance explained by 
4%, resulting in ~ 42% variance in predict robustness described. This contrasts with 
its insignificant contribution in our single functional group model.

4.3 � Prescribe test

The prescribe test was the last test conducted in each challenge, following the 
explain and predict tests. Prescribe tests consisted of sets of questions asking the 
research teams to prescribe actions intended to help the simulation virtual worlds 
reach some desired states. Table  9 shows the pairwise regression adjusted R2

adj 
results for this dataset, with significant fits (p ≤ 0.05) in bold. Only one factor, the 
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differentiated relationships complexity metric, was significantly correlated with pre-
scribe robustness.

Table 10 shows the results of the multivariate regression analysis on prescribe 
test-related factors and performance metrics. As with the explain and predict test 
analyses, we found that simulation complexity exerted the largest amount influ-
ence on prescribe robustness. When constrained to simulation complexity factors, 
the chosen model utilized differentiated relationships and feedback complexity, 
and explained 28% of the variance in predict robustness. The number of stochas-
tic variables accounted for roughly 13% of the variance in prescribe robustness, 
while the selected causal understanding factors explained 9% of the variance in 
predict robustness. Data collection factors explained 14% of the prescribe robust-
ness variance. When we allowed the model to select factors from all of the func-
tional groups, a combination of simulation complexity, simulation structure, and 
explain test performance resulted in 66% of the variance explained in prescribe 
robustness.

5 � Discussion

Hypothesis 1:  Increases in simulation complexity will decrease the research 
performance.

The simulation complexity metrics showed some significant positive correlations 
with explain test performance, which was counter to our hypothesis that more com-
plex simulations would be more difficult to study and lead to decreased performance 
on the explain test. Node recall, or the fraction of the true simulation variables the 
research teams included in their inferred causal ground truth diagrams, was signifi-
cantly positively correlated with causal complexity and its contributor cyclomatic 
complexity. While node precision was not significantly correlated with forecast 
complexity, node recall and F1 scores were. Edge precision was significantly cor-
related with causal complexity and one of its components, cyclomatic complexity, as 
well as forecast complexity. These correlations might be explained by the progres-
sive nature of the program design. In successive challenges some or all of the previ-
ous ground truth was preserved, and the amount of data collected by the research 
teams increased. Thus, with each challenge the research teams were able to leverage 
more data and build on previous causal understanding, thus confounding the rela-
tionship between simulation complexity and research performance. The simulation 
structure metric, number of edges, was significantly correlated with node F1 score; 
edge precision might also be a remnant of this program progression design.

Predict robustness was positively correlated with causal complexity and its 
contributor cyclomatic complexity. As with the explain test results, this was coun-
ter to our hypothesis that performance would be hindered by simulation complex-
ity, and might be explained by the overall progression of the program, with simu-
lation complexity increasing along with data availability and other features. Two 
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simulation structure features were also positively correlated with performance on 
the predict test: the number of agents and the number of edges in the simulations; 
these likely also fall into the category of being confounded by the progression of 
the program.

The only factors of interest that was significantly correlated with performance 
on the prescribe test was differentiated relationships, one of the simulation com-
plexity factors. Our multivariate regression shows that simulation complexity 
alone can explain 28% of the variance in prescribe robustness.

Table 6   Multivariate regression analysis results for explain test-relevant factors and performance metrics

R2
adj values ≤ 0 were labeled as no relationship (NR)

Performance metric Factor set(s) Factors selected by analysis Variance 
explained

Node precision Simulation complexity Causal complexity 0.06
Simulation structure Fraction of variables stochastic 0.03
Data collection Experiment requests 0.06
All Fraction of variables stochastic experiment 

requests
0.26

Node recall Simulation complexity Forecast complexity 0.21
Simulation structure Fraction of variables stochastic 0.26
Data collection Efficiency NR
All Feedback density

Fraction of variables stochastic
Experiment requests

0.29

Node F1 score Simulation complexity Forecast complexity 0.14
Simulation structure Fraction of variables stochastic 0.24
Data collection Research request count NR
All Fraction of variables stochastic research 

request count experiment requests
0.28

Edge precision Simulation complexity Forecast complexity 0.30
Simulation structure Fraction of variables stochastic 0.30
Data collection Experiment requests NR
All Forecast complexity fraction of variables 

stochastic
0.32

Edge recall Simulation complexity Differentiated relationships NR
Simulation structure Number of stochastic variables NR
Data collection Experiment requests 0.01
All Experiment requests 0.01

Edge F1 score Simulation complexity Causal complexity 0.08
Simulation structure Fraction of variables stochastic 0.09
Data collection Efficiency NR
All Forecast complexity efficiency 0.11
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To further explore which of the simulation complexity metrics seem to be 
most indicative of explain test performance, we can turn to the influence analy-
ses results. Forecast complexity was the best complexity metric to explain vari-
ance in node recall and F1 score as well as edge precision, causal complexity was 
the most explanatory complexity metric for node precision and edge F1 scores, 
and the number of differentiated relationships was the top complexity metric for 
explaining the variance in edge recall.

Hypothesis 2:   Increased understanding of causal structure will improve research 
performance on subsequent predict and prescribe tasks.

None of the factors associated with causal understanding were significantly 
correlated with predict or prescribe test performance in the pairwise analyses. 
The multivariate regression supports this to some extent, with causal understand-
ing factors explaining just 1% of the variance in the predict performance metric 
and 9% in the prescribe metric. Two potential explanations might apply. First, 
the research teams indicated that their algorithms for prediction and prescription 
largely ignored the results of the explain test choosing to focus strictly on data 
rather than causal understanding. Second, the teams may not have discovered 
enough of the causal structures of the simulations to enhance predict and pre-
scribe performance. However, when incorporated into a combined model consid-
ering all factors, explain node recall, a causal understanding factor, was included 
in the predict test model, and increased the explained variance by 10% from 
the same model with that factor excluded. Similarly, explain node F1 score was 
included in the prescribe test multivariate regression model, increasing the vari-
ance explained by a whopping 52%. While the pairwise and set-specific multi-
variate regression analyses do not support hypothesis two, the combined set mul-
tivariate analysis does. In other words, causal understanding on its own did not 
show significant effect on research performance, but when combined with other 
factors its effect was substantial.

Hypothesis 3:   Increased simulation data collection will improve research perfor-
mance across all three phases.

While data collection factors were not significantly correlated with perfor-
mance metrics in the pairwise regression analysis, the number of experiments 
conducted was one of the top factors in explaining the variance of all node per-
formance metrics and was the top contributor to determining the variance in edge 
recall. The number of research requests was also a chosen contributor to node F1 
score variance. This indicates that while data collection was not a major driver of 
performance, it did contribute.

No factors associated with data collection were significantly correlated with 
research team performance on the predict or prescribe tests. This was further con-
firmed with our multivariate regression, which showed that the model incorporating 
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data collection factors explained 0% of the variance in predict robustness, although 
it did explain 14% of prescribe robustness.

5.1 � Other discussion

The fraction of simulation variables that were stochastic was significantly correlated 
with explain test performance on both node recall and edge precision. The precision 
performance metrics focus on the proportion of the research teams’ inferred causal 

Table 7   R2
adj values from 

pairwise regression on predict 
test-relevant factors and 
performance metrics

R2
adj values associated with significant regression fits (p ≤ 0.05) are 

in bold; R2
adj values ≤ 0 were labeled as no relationship (NR)

Predict 
robust-
ness

Simulation complexity
 Cyclomatic complexity 0.3
 Feedback density NR
 Causal complexity 0.27
 Differentiated relationships NR
 Forecast complexity NR
 Global reaching centrality NR

Simulation structure
 Number of agents 0.22
 Number of edges 0.24
 Number of nodes NR
 Number of stochastic variables NR
 Fraction of variables stochastic NR

Data collection
 Efficiency 0.11
 Experiment requests NR
 Experimental data collected NR
 Questions count NR
 Research request count NR

Causal understanding
 Explain node precision NR
 Explain node recall 0
 Explain node F1 score 0.01
 Explain edge precision NR
 Explain edge recall NR
 Explain edge F1 score NR
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structures that were, in fact, true. What this indicates is that as the simulation sto-
chasticity increased, the research teams inferred fewer false causal relationships. In 
the ground truth program, driven by simulation-generated virtual worlds, variables 
can be categorically identified as stochastic or non-stochastic. In real-world research 
this is a much more debatable topic, related to recent discussions on the potential for 
distinguishing between epistemic (lack of knowledge) and aleatory (true stochastic-
ity) types of uncertainty (Der Kiureghian and Ditlevsen 2009). What is perceived as 
stochasticity in real-world systems may be more representative of a lack of under-
standing of causal influences. Thus, the correlation between simulation stochasticity 
and precision performance aligns with real-world scientific thinking on stochasticity. 
Our multivariate regression results give further evidence for this phenomenon in the 
ground truth program. The fraction of variables that were stochastic was included 
in all three node metric models, and as the top contributor to node precision and F1 
score variance, as well as in the edge precision model.

Interestingly, none of our factors of interest were significantly correlated with 
edge recall, or the fraction of causal relationships in the simulation that were 
inferred by the research teams, per our pairwise regression analysis. Our multivari-
ate regression confirms the lack of strong relationship, with a maximum of 1% of the 
variance in edge recall explained by the features.

6 � Conclusions and recommended future steps

The ground truth program showed that simulations can be effective as test beds 
for research methods. The simulation test beds provided a powerful method for 
assessing human domain research methods, offering a widely distributed, clearly 
described set of assessment criteria and data availability.

Table 8   Multivariate regression analysis results for predict test-relevant factors and performance metrics

R2
adj values ≤ 0 were labeled as no relationship (NR)

Performance metric Factor set(s) Factors selected by analysis Variance 
explained

Predict robustness Simulation complexity Feedback density
Causal complexity
Forecast complexity

0.38

Simulation structure Number of stochastic variables
Number of edges
Fraction of variables stochastic

0.37

Data collection Efficiency NR
Causal understanding Explain node F1 score 0.01
All Forecast complexity

Number of stochastic variables
Number of agents
Explain node recall

0.42
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Table 9   R2
adj values from 

pairwise regression on prescribe 
test-relevant factors and 
performance metrics

R2
adj values associated with significant regression fits (p ≤ 0.05) are 

in bold

Prescribe 
robust-
ness

Simulation complexity
 Cyclomatic complexity NR
 Feedback density 0.01
 Causal complexity NR
 Differentiated relationships 0.18
 Forecast complexity 0.14
 Global reaching centrality NR

Simulation structure
 Number of agents NR
 Number of edges NR
 Number of nodes 0.05
 Number of stochastic variables 0.13
 Fraction of variables stochastic NR

Data collection
 Efficiency 0.02
 Experiment requests NR
 Experimental data collected NR
 Questions count 0.03
 Research request count NR

Causal understanding
 Explain node precision NR
 Explain node recall 0.02
 Explain node F1 score 0.08
 Explain edge precision NR
 Explain edge recall 0.02
 Explain edge F1 score 0.03

Table 10   Multivariate regression results for prescribe test-relevant factors and performance metrics

Performance metric Factor set(s) Factors selected by analysis Variance 
explained

Prescribe robustness Simulation complexity Differentiated relationships
Feedback density

0.28

Simulation structure Number of stochastic variables
Number of edges

0.19

Data collection Efficiency 0.14
Causal understanding Explain node F1 score 0.09
All Feedback density

Forecast complexity
Number of agents
Explain node F1 score

0.66
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Human domain research is in dire need of datasets and test beds. While stand-
ardized and labeled datasets from social media (Twitter, Facebook, etc.) and 
adjacent fields, such as ImageNet1 (Deng et  al. 2009), do exist, data with clear 
descriptions of the underlying causal factors are still in short supply. While more 
research is needed to fully understand the generalizability of simulation test bed 
results to research methods’ performance on real-world systems, simulations can 
provide this type of data. As with any model, simulations are drastically reduced 
in complexity as compared to the systems which they are designed to emulate, 
yet these simplifications afford focus and clarity otherwise unavailable to social 
science.

Along with substantial data availability, simulations have the potential to pro-
vide clear causal underpinnings of system behavior, connections between deci-
sion rules and emergent behavior, and multi-resolution data, all of which are 
important but difficult to understand in real-world systems. The complexity of 
simulations can be controlled, and other manipulations, such as increasing the 
number of agents, can adjust both the simulation’s dynamics and the size of the 
resulting dataset, which can test the scalability of algorithms. In the real world, 
we obviously cannot tune complexity.

The ground truth program also provided an unprecedented look at the process 
of research by gathering information about how teams strategically collected data 
to learn about systems of interest. This information included simulation code, 
causal structure information, simulation-generated data, research requests, col-
lected data, communication between teams, and status reports detailing the learn-
ing process. This gives an incredible opportunity to study metascience—the study 
of science itself (Ossowska and Ossowski 1935; Ioannidis et al. 2015). Our exper-
iment continues in the tradition of Latour and Woolgar’s Laboratory Life (1979), 
in which the scientific practices of a neuroscience lab were studied anthropologi-
cally. Rather than taking a prescriptivist approach fitting the canonical scientific 
method to the lab’s work, they described the social process of scientific discov-
ery. The ground truth program provided an opportunity to go a step beyond this 
study, giving us absolute clairvoyance over the process of discovery by the social 
science teams and allowing us to quantify how a group of analysts decomposed a 
complex system for modeling. This problem is often posed as the “data science” 
problem—how do we make sense of vast quantities of unknown data?

An important problem facing current research is repeatability [Ioannidis 
2005]. The research framework established (and implemented) in the ground 
truth Program provides a mechanism for repeatable experiments with known 
causal ground truth structures. Even though these ground truth structures have 
not been real-world validated, they still provide use cases for both validation and 

1  The creation of the ImageNet dataset is considered to have played a large role in the development of 
Deep Learning methods. ImageNet is a large (3.2 million images when first released) database of images 
with associated tags that describe the image. At the time of release, most databases of images include 
only a few tags; ImageNet included thousands. This great increase in complexity provided a venue for 
algorithm development. In addition, it was found that the large datasets helped create models that trans-
ferred to other domains.
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baselining across a multitude of social science research methods, which is one of 
the primary goals of this program.

Social science is difficult. Even with a well-controlled problem like the ground 
truth simulation virtual worlds, current methods are limited in their abilities to 
determine causal structure, predict, and prescribe actions. Further, a large number 
of potential variables drive the development of a program like ground truth, making 
analysis challenging. The hypotheses addressed in this article were developed based 
on current understanding of the strengths of research methods and the information 
and data they leverage. The hypotheses were not, in fact, strongly supported by the 
data collected in the ground truth program. This does not necessarily mean that 
causal understanding, data availability, and system complexity do not affect research 
performance, but deeper analysis and potentially better controlled studies would be 
necessary to support them.
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