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Abstract
The Internet of Things (IoT) has grown significantly in recent years, allowing devices with sensors to share data via the

internet. Despite the growing popularity of IoT devices, they remain vulnerable to cyber-attacks. To address this issue,

researchers have proposed the Hybrid Intrusion Detection System (HIDS) as a way to enhance the security of IoT. This

paper presents a novel intrusion detection model, namely QSVM-IGWO, for improving the detection capabilities and

reducing false positive alarms of HIDS. This model aims to improve the performance of the Quantum Support Vector

Machine (QSVM) by incorporating parameters from the Improved Grey Wolf Optimizer (IGWO) algorithm. IGWO is

introduced under the hypothesis that the social hierarchy observed in grey wolves enhances the searching procedure and

overcomes the limitations of GWO. In addition, the QSVM model is employed for binary classification by selecting the

kernel function to obtain an optimal solution. Experimental results show promising performance of QSVM-IGWO in terms

of accuracy, Recall, Precision, F1 score, and ROC curve, when compared with recent detection models.

Keywords Internet of Things (IoT) � Hybrid Intrusion Detection System (HIDS) � Quantum Support Vector Machine

(QSVM) � Improved Grey Wolf Optimizer (IGWO)
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1 Introduction

The Internet of Things (IoT) enables intelligent commu-

nication that allows smart devices to exchange data over

the Internet. It is a developing technology that involves

physical objects with hardware and software components

necessary for proper implementation of a network. The

hardware components include sensors, processors, and

actuators that gather data across the network, process on

that data then take action accordingly. Moreover, IoT has a

wide range of applications in various fields including

industrial, healthcare, smart environments, and medical

devices. The fundamental goal of IoT technology is to save

time and effort in various fields. It is expected that around

38.6 billion devices will be connected to IoT by 2025 [1].

However, weak or inadequate authentication mechanisms

can make it easier for attackers to gain unauthorized access

to IoT devices. Similarly, insufficient authorization con-

trols may allow unauthorized users to manipulate or control

connected devices. Therefore, the growth of IoT devices

has rendered them more susceptible to security threats.

In a connected IoT environment, the communication

between devices is vulnerable to attacks. Securing the

communication channels, implementing encryption, and

protecting against man-in-the-middle attacks are vital for

IoT network security. Addressing these challenges requires

a holistic approach involving collaboration between man-

ufacturers, and cyber-security experts to establish and

enforce Intrusion Detection Systems (IDS) and implement

effective security practices across the entire IoT ecosystem.

1.1 Hybrid IDS (HIDS)

IDS is a critical component designed to monitor and ana-

lyze network or system activities for signs of malicious

behavior or security policy violations as shown in Fig. 1.

Traditional IDS can be broadly categorized into two main

types: Network-based Intrusion Detection Systems and

Host-based Intrusion Detection Systems. Several recent

studies have concentrated on constructing intrusion detec-

tion systems (IDS) to secure the IoT network from attacks

and prevent the exploitation of vulnerabilities [1–4]. Dif-

ferent categories of IoT IDS include Signature-based

(SIDS), Anomaly-based (AIDS), and Hybrid (HIDS).

These are classified according to the detection technique,

validation strategy, and deployment approach.

The first category SIDS aims to find the sequences and

patterns of known attacks that match one of the attack

signatures in the IoT network traffic [5–7]. In other words,

SIDS raises an alarm when an intrusion signature matches

a previous signature according to the if-else rule. SIDS

needs to be updated to store the signature of new attacks.

Indeed, numerous works have applied SIDS to detect

attacks with a minimum rate of false rate [8–12]. The

second category AIDS is more effective to detect zero-day

attacks based on recognizing abnormal behaviors in the

network [13]. Several works have been introduced where

AIDS is used for improving accuracy and enhancing false

positives [14–18]. Furthermore, various methodologies

have employed individual techniques, such as Convolution

Neural Network (CNN) [19], Long Short-Term Memory

(LSTM) [20], AE [21], for identification and classification

of attacks. Additionally, some approaches have enhanced

performance by combining multiple techniques [22–24].

However, the traditional methods of AIDS have a high

false positive rate as they examine input and output vari-

ables to learn behavior of normal activity. Consequently,

the potential solution to the AIDS limitations is HIDS

which integrates SIDS and AIDS, providing a better

tradeoff between the storage and computing cost while

minimizing false positive alarms and achieving effective

detection capabilities.

Machine learning techniques are used to enhance the

security of IoT with different techniques by either intro-

ducing and applying new metaheuristic algorithms or the

fusion of two existing algorithms [25]. Furthermore, they

are considered valuable for identifying attacks in IoT net-

works [26–30]. Deep learning involves the utilization of

multiple information-processing layers within a hierarchi-

cal structure. Consequently, numerous approaches have

integrated two deep learning algorithms, such as CNN and

LSTM [26], or CNN and Recurrent Neural Network (RNN)

[27], to address privacy and security concerns in HIDS.

The potential of machine learning and deep learning

algorithms in addressing anomaly detection within HIDS is

investigated in [28–30]. However, it is crucial to

acknowledge that the effective training of deep learning

algorithms necessitates vast amounts of high-quality data,

rendering them less commonly utilized in security appli-

cations. On the other hand, many researchers advocate for

machine learning-based HIDS due to their capacity to

handle large datasets and detect patterns in real-time [31].

In addition, there are different studies of HIDS that utilize

machine learning for preventing malicious traffic when

data volumes are small which take too much time to train

the model [32, 33]. Furthermore, several approaches are

proposed to improve the accuracy results by combining

two or more machine learning algorithms, such as PSO and

ensemble learners [34], PSO and RF [35], SVM and Arti-

ficial Neural Network (ANN) [36], Grey Wolf Optimiza-

tion (GWO) and Extreme Learning Machine (ELM) [37],

LR and DT [38], SVM and DT [39], 40, Oppositional-

based Laplacian Grey Wolf Optimization (OLGWO) and

SVM [41].
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SVM is commonly used in machine learning for

regression and classification tasks due to its powerful

learning capability, which comes from the use of an opti-

mal hyperplane to separate cases with different class labels.

Furthermore, SVM is sensitive to its hyper-parameters,

which directly impact its efficiency and accuracy [36]. As

QSVM represents an amalgamation of quantum computing

with the SVM approach, leveraging quantum systems to

enhance computational speed and data processing capa-

bilities, it demonstrates effectiveness in handling large

datasets, delivering heightened accuracy when working

with extensive feature maps [42, 43].

1.2 Motivation and contribution

The existing literature commonly addresses IDS concerns,

where outputs are accurate but time-consuming, or accu-

racy is compromised for quicker training. Subsequently,

QSVM is applied to assess the computational speed and

data processing performance of the HIDSs. In addition,

metaheuristic algorithms play an important role in HIDS

which improve feature selection techniques that influence

the performance of IoT security [44]. GWO is an example

of a metaheuristic algorithm that directly impacts the per-

formance of IDSs by selecting the best subset of data

features. It has been proven that GWO achieves high

accuracy in the detection process especially when com-

bined with other algorithms. However, GWO drops in

optima and encounters challenges in maintaining a balance

between exploration and exploitation, leading to subopti-

mal solutions. Consequently, researchers have endeavored

to overcome these limitations by integrating GWO with

diverse optimization algorithms such as, GWO with PSO

[44], GWO with the GA [45], and GWO with the Artificial

Bee Colony (ABC) algorithm [46]. Therefore, the objective

of this research is to integrate the QSVM with a modified

version of GWO in order to achieve high accuracy in

detecting the intrusion thus enhancing the security perfor-

mance of IoT. The integration of quantum computing and

SVM techniques, specifically in the cyber-attack detection

systems, aims to improve efficiency and effectiveness in

solving complex optimization and classification problems.

This hybrid approach uses metaheuristic optimization

through IGWO to fine-tune hyper parameters, transforms

data to a higher-dimensional quantum feature space, and

uses quantum kernels for computation of inner products in

order to detect the intrusion with high efficiency.

The motivations and contributions of this paper can be

summarized as follows:

1. A novel intrusion detection system based on a hybrid

Quantum Support Vector Machine and Improved Grey

Wolf Optimizer algorithm (QSVM-IGWO) is proposed

to support efficient attack detection in HIDS.

2. The IGWO is introduced under the hypothesis that the

social hierarchy observed in grey wolves enhances the

searching procedure and overcomes the limitations of

GWO. In addition, the QSVM model is employed for

binary classification by selecting the kernel function to

obtain an optimal solution.

3. A novel approach of quantum machine learning is

implemented in HIDS to enhance computational speed

and data processing.

4. The proposed QSVM-IGWO model is trained on the

Bot-IoT dataset to measure accuracy, Recall, Precision,

F1 score, and ROC curve.

1.3 Organization of the paper

The rest of the paper is organized as follows: The related

works are explained in Sect. 2. The methodology and

proposed model QSVM-IGWO are discussed in detail in

Fig. 1 Traditional IDS

architecture
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Sect. 3. Experiments and results are shown in Sect. 4 and

the conclusion of this paper is presented in Sect. 5.

2 Related work

This section provides a literature review of intelligent

security models to identify malicious activities in IoT

networks. Recently, several studies [3–11] have concen-

trated on constructing IDS using machine learning. Krishna

et al. [3] investigated a hybrid optimization approach to

detect IoT attacks by combining the metaheuristic Lion

Optimization Algorithm and Firefly Optimization algo-

rithm in IoT devices. Two different datasets, namely NSL-

KDD and NBaIoT, were employed for this purpose.

Although the results showed that the hybrid optimization

algorithm demonstrated a minimal attack rate, IoT security

remains a challenging topic. In the same context, Verdejo

et al. [5] proposed a novel configuration of SIDS in order to

provide the optimal performance in the web attacks and

find the recall and precision rate of three SIDS. Meng et al.

[8] employed kernel Principal Component Analysis (PCA)

and Long-Term Memory Recurrent Neural Network

(LSTM-RNN) to achieve effective attack detection. High

accuracy and low false positive rates were achieved to

distinguish attacks from normal network traffic. Ingre et al.

[9] proposed ANN for IDS which covered binary class and

multi-class attack types based on the NSL-KDD dataset

achieving accuracy rates of 81.2%. However, the accuracy

of detection still needs to be improved for IDS. Qureshi

et al. [10] proposed a novel IDS based on RNN with dif-

ferent learning rate in IoT which achieved better accuracy

than other algorithms such as SVM, ANN, RNN, RF,

Naive Bayes, and Multi-Layer Perceptron (MLP). Pava-

nanag et al. [11] implemented deep learning to develop a

novel (RNN-IDS) for both binary and multiclass classifi-

cation and the results compared with other algorithms such

as an ANN, SVM, and RF. However, they were unable to

detect the signature of the new zero-day attack of IoT

networks. Therefore, the development of a highly efficient

IDS technique that took into account new zero-day attacks

in IoT networks is still a challenge for researchers [14–19].

Table 1 provides a summary of the recent state-of-the-art

methods for threat detection in IDSs.

Alsoufi et al. [14] presented AIDS techniques based on

IoT and they explored seven deep learning techniques in

Systematic Literature Review (SLR). The results showed

that supervised learning produced better results than

unsupervised and semi-supervised learning. Gothawal et al.

[15] implemented Routing Protocol for Low-Power and

Lossy Networks (RPL) which is utilized for detecting and

confirming attacks within the game model to differentiate

the malicious behavior in AIDS technique. In addition,

they considered two approaches, stochastic game and

evolutionary game. Likewise, Keserwani et al. [16] intro-

duced a technique for feature selection which combines

GWO and Particle Swarm Optimization (PSO). The results

showed that the proposed technique improved the accuracy

and enhanced the precision. Lately, Singh et al. [17]

investigated AIDS techniques to detect malicious and

prevent attacks in the IoT based on the DT model which

achieved higher accuracy with the exponential growth of

data. On the other hand, Davahli et al. [18] presented a

hybrid feature selection through Genetic Algorithm (GA)

and GWO based on Lightweight Anomaly Detection

(LIDS) to develop SVM which has been used to distinguish

between anomalous activities from normal activities in

IoT. The aim of LIDS was reducing features to achieve

better performance and higher accuracy.

The researchers introduced HIDS [28–30], which is an

integration of SIDS and AIDS, as a solution to overcome

the limitations mentioned in the above literature associated

with AIDS, particularly its high false positive rate. Simon

et al. [28] presented HIDS techniques based on deep

learning to achieve optimal features in order to detect

attacks in IoT using NSL-KDD dataset. The proposed

algorithm has better performance and higher accuracy of

99.49% compared to the traditional models. Taher Azar

et al. [29] proposed HIDS for satellite-terrestrial systems

based on machine learning and deep learning to enhance

the security of networks by effectively detecting vulnera-

bilities and cyber-attacks.

In the same context, Al-Yaseen et al. [30] integrated

k-means and RF algorithms for the classification model

using CNN and LSTM algorithms. The hybrid algorithm is

implemented on Spark platform for applying classification

models. Here, the purpose of deep learning algorithms is to

learn hidden features of NSL-KDD and CIS-IDS2017

datasets. The proposed model generated an accuracy of

85.24% and 99.91% in NSL-KDD and CIS-IDS2017,

respectively. Liu et al. [31] proposed a wrapped feature

selection using a combination of Firefly algorithm and

SVM for minimizing the number of features. The authors

used SVM to develop a classification model and the Firefly

algorithm to generate feature subsets. The proposed feature

selection model is a powerful tool for reducing classifica-

tion time and improving model performance. Furthermore,

the results confirm that the performance produced a max-

imum classification accuracy of 78.89% against the NSL-

KDD dataset.

Ravale et al. [32] presented a hybrid technique for

intrusion detection using K Means for clustering and kernel

function for classification. The proposed approach tried to

minimize the number of attributes on a subset of KDD-99

dataset. The results proved that the presented approach

provides better performance with low time complexity.
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Meanwhile, Indira et al. [33] utilized Salp Swarm Opti-

mization (SSO) to find optimal features to improve the

detection accuracy. Here, HIDS technique was

implemented on Software Defined Wireless Sensor Net-

work (SDWSN) to recognize abnormal behavior. In par-

ticular, the results confirmed better performance in terms of

Table 1 Previous state-of-the-art techniques for intrusion detection systems

Refs. SIDS AIDS HIDS Dataset Algorithm ML/DL Metaheuristic

algorithm

Evaluation criteria

[16] H KDDCup99, NSL–

KDD, CICIDS-2017

PSO ? RF GWO Accuracy, precision

[17] H NSL-KDD DT – False positive rate

[18] H AWID real-world

wireless

GA GWO Accuracy, F1-Score, recall,

precision, and false alarm rate

[19] H Test-Bed CNN – f- score

[20] H CTU-L3, Gas–water,

AWID

LSTM – False-positive rate-false-negative

rate

[21] H CTU-L3, Gas–water,

AWID

AE – False-positive rate

[22] H NSL-KD CCN ? VAE ? LSTM – Accuracy

[23] H Test-Bed LSTM ? RNN – Accuracy, F1-score, recall,

precision

[24] H N-BaIO CNN ? LSTM – Accuracy

[25] H CICIDS2018,

Edge_IIoT

CNN ? LSTM – Accuracy

[26] H CIC-IDS 2017,

UNSW-NB15,

WSN-DS

CNN ? LSTM – Accuracy, precision, detection

rate, F1-score, false alarm rate

[27] H KDDCup 99 CNN ? LSTM ? RNN ? GRU – Accuracy

[28] H NSL-KDD – Accuracy

[29] H UNSW-

NB15 ? STIN

RF ? LSTM ? RGU ? ANN – Accuracy

[30] H NSL-KDD ? CIS-

IDS2017

CNN ? LSTM ?

k-means ? RF

– Accuracy, true positive rate

[31] H NSL-KDD SVM – Accuracy

[32] H KDD-99 K Means – Accuracy

[33] H KDD CUP 1999 RF – Delay

[34] H KDDTest, UNSW-

NB15, CICIDS-

2017

ensemble model PSO false positive rate

[35] H NSL-KDD RF PSO true positive rate, false positive

rate

[36] H Different dataset SVM ? ANN Accuracy

[37] H UNSWNB-15 ELM GWO Accuracy

[38] H NSL-KDD LR ? DT Accuracy

[39] H Bot-IoT SVM ? DT Accuracy, false alarm rate

[40] H CICIDS2017 SVM ? DT ? RF Accuracy, false alarm rate

[41] H KDD99 SVM OLGWO detection rate, false positive and

false negative

[42] H Steam dataset QSVM ? QCNN accuracy

[43] H CIC-DDoS2019 QSVM ? ensemble model accuracy, precision, recall, and

F1-score

[44] H NSL-KDD, CSE-CIC-

IDS2018

KNN HOA accuracy, precision

[45] H KDD99 GA GWO accuracy
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delay, delivery ratio, and drop overhead against KDD CUP

1999 Dataset. Sequentially, Louk et al. [34] investigated a

novel technique for network anomaly detection combining

Gradient Boosting Machine (GBM) and bagging on dif-

ferent datasets. The authors used PSO to determine the

most appropriate set of features. Moreover, GBM was

applied as base for bagging model to enhance the perfor-

mance of the network. Thus, the lower false positive rate

was obtained at 1.59% and 2.1% for KDDTest ? and

KDDTest-21, respectively. Balyan et al. [35] introduced a

new IDS model, namely HNIDS based on Enhanced

Genetic Algorithm Particle Swarm Optimization (EGA-

PSO) and Improved Random Forest (IRF). Here, HNIDS

was implemented on two IDS datasets to find the most

appropriate features and prevent malicious network. The

results demonstrated that HNIDS model achieved a better

solution than other methods.

Einy et al. [36] presented the metaheuristic model using

fuzzy logic to avoid damage of malicious traffic based on

Suricata IDS/IPS. They implemented machine learning

models to detect different types of attacks such as SMB

exploits, SQL injection attack, XSS, and brute force. The

presented method was simulated using a web application

and it was proven that it outperformed other strategies.

Alzaqebah et al. [37] developed a feature selection tech-

nique that improved the performance of IDS using modi-

fied GWO (MGWO) against the UNSW-NB15 dataset.

Further, a hybrid method of feature selection for wrapper-

based and filter- based was implemented to achieve better

accuracy. Here, the false positive rate and crossover error

rate reached 27% and 28% respectively. On the Other

hand, Khraisat et al. [39], presented a new technique based

on C5 DT and SVM for improving the accuracy of HIDS. It

was conducted in three steps; First, pattern matching was

applied to find whether a test sample is normal or abnormal

activity. Second, one class of SVM was used to learn from

training samples. Finally, boosting techniques were utilized

for improving prediction accuracy. In an effort to enhance

the efficiency of intrusion detection, a new approach was

explored in [41] using oppositional based Laplacian GWO

along SVM to address intrusion detection. Opposition

Based Learning (OBL) was an innovative concept in

machine learning that has proven effective in expediting

the search process. Laplacian GWO was employed for

clustering, while SVM was utilized for classification. The

implementation was carried out on the KDD99 dataset

targeting four classes of attacks: Denial of Service (DoS),

R2L, U2R, and Probing.

Khraisat et al. [42] presented the QCNN and QSVM

technique to improve the feature selection process. The

streaming dataset included 58 features such as average flag

values, minimal and maximal packet lengths, mean values

of packet length, and standard deviation. The authors

employed QCNN to select the most significant features

with higher probability. The proposed model was evaluated

on the CIC-DDoS2019 dataset and compared with tradi-

tional techniques in terms of accuracy, precision, recall,

and F1-Score. The results demonstrated that the training

time was reduced by more than half compared to traditional

SVM approaches. Meanwhile, the resolution of various

optimization problems has witnessed the emergence of

numerous metaheuristic algorithms.

Ghanbarzadeh et al. [44] introduced the Horse Herd

Optimization Algorithm (HOA) to effectively select fea-

tures for distinguishing between attack and normal

behavior. To enhance horse movement and strike a balance

between exploration and exploitation, HOA was integrated

with quantum computing. The result showed that the pre-

sented model outperforms the traditional models in terms

of accuracy, precision, and sensitivity against two datasets,

NSL-KDD and CSE-CIC-IDS2018. Similarly, Tawhid

et al. [45] introduced a hybrid IDS model to minimize a

simplified energy model. The authors employed a hybrid

GWO and GA to balance between exploration and

exploitation in the search space.

3 The methodology and proposed model

This section provides a comprehensive explanation of the

proposed hybrid QSVM-IGWO model for an advanced

method of detecting cyber-attacks. The model is structured

into distinct phases, each incorporating various functional

components, such as preprocessing of online cyber-attack

datasets and selecting important features. Then, the selec-

ted features are integrated using an appropriate technique

to create an optimal feature set for cyber-attack detection.

Next, a modified GWO algorithm is employed to enhance

and train the fundamental QSVM model. Finally, the pro-

posed hybrid QSVM-IGWO model can be applied to detect

the intruders in the IoT network which outperforms con-

ventional methods requiring data validation. Here, Fig. 2

illustrates the proposed model through three main phases,

with each phase playing a significant role in enhancing

overall performance. The intelligent QSVM-IGWO detec-

tion system is discussed in-depth below.

3.1 First phase: data preprocessing and features
reduction

Data preprocessing and features reduction provide an

essential part in the proposed QSVM-IGWO model. Any

dataset usually contains hundreds of attributes representing

hundreds of features that differ from application to appli-

cation. There are some redundancies in these features and

others out of the concerns. Therefore, these features need to
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be reduced to remove the overhead and reduce the

dimensions and calculations and therefore reduce the

computational complexity [47]. Information Gain (IG) is

one of the trusted models of feature subset selection con-

cerning security in IoT which is used to obtain a small

number of features [44, 45]. It is proven that the resulting

probability distribution of the data classes using IG tech-

nique is close to the original distribution obtained using all

given features [48]. Here, IG is calculated using Eq. (1) for

extracting IoT security features based on a specific

threshold which is equal to 0.2 [45].

IG tð Þ ¼ �
Xm

i¼1
P cið ÞloglogP cið Þ þ PðtÞ

Xm

i¼1
P tð ÞlogP tð Þ

þ P0ðtÞ
Xm

i¼1
P0 tð ÞlogP0ðcijtÞ

ð1Þ

where ci represents i class, P cið Þ is the probability that an

arbitrary instance corresponds to a class ci, PðtÞ and P0ðtÞ
are the chances of the feature appearing in a randomly

chosen pattern, m is the class number, and P(ci|t) is the

probability that a randomly picked instance corresponds to

a class ci if instance holds that feature. If the resulted value

of the IG is less than that threshold, the feature is ignored.

3.2 Second phase: quantum SVM algorithm

Machine learning is concerned with the creation of algo-

rithms that can learn from data and generate meaningful

forecasts. Here, SVM is a very powerful machine learning

algorithm that is used to classify new patterns. It converts

inputs to feature space and turns the required nonlinear

problem into a linear separation problem by constructing a

hyperplane. Moreover, SVM calculates the inner product of

data points in the form of kernel function. Assume that

dataset T = {(x1,y1), (x2,y2), (x3,y3),……,(xm,ym)}is divided

into the training set Tr = {(x1, y1),..., (xn, yn)} and testing set

Ts = {(x1, y1),..., (xm-n, ym-n)} with n less than m. The

hyperplane is calculated using Eq. 2)) with orientation

which is controlled by weight vector w and constant b.

min: wk kLþC
Xn

i¼1

2i

s:t:� 0 and yi w:u xið Þ þ bð Þ� 1� 2i 8i ¼ 1; 2; :::; n

ð2Þ

where ||w|| is the norm vector, ei C 0 is slack variable and

u xið Þ is the nonlinear function that converts the inputs xi
into the feature space in the dimension of n training dataset.

The inner product w:u xið Þ can be expressed by a kernel

function as follows [49]:

L Að Þ ¼
Xn

i¼1

Ai �
1

2

Xn

i¼1

Xn

j¼1

AiAjyiyjK xi; xj
� �

s: t
Xn

i¼1

Aiyi ¼ 0and0�Ai �C8i ¼ 1; 2; :::; n

ð3Þ

where A is a weight with upper constraint of C, K

expressed as kernel function, and class label y [ {± 1}

given a corresponding input x [ X, where samples (x, y)

from X 9 Y.

In recent years, several studies [45, 46] have presented

the drawbacks of SVM especially those that involve a high

degree of complexity, multi-modal functions, or discrete

search spaces. Subsequently, QSVM [46] is introduced to

enhance computational speed and data processing capa-

bilities which offers advantages over classical SVM for

certain types of optimization problems. QSVM is part of

the emerging field of quantum machine learning, where

quantum computing technologies are used to enhance the

Fig. 2 The proposed QSVM-IGWO model
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efficiency of machine learning techniques. QSVM is shown

in Fig. 3.

Quantum SVM has to follow the subsequent steps:

Firstly, the classical training data X is converted into a

quantum data point U(x~) where U is any classical function

defined as:

U1ðx~Þ ¼ x1 ð4Þ
U1;2ðx~Þ ¼ p� x1ð Þ ðp� x2Þ ð5Þ

Secondly, the classical function can be converted using

quantum circuit as follows [46]:

VðUðx~ÞÞ ¼ UðUðx~ÞÞ � Hr ð6Þ

where Hr is the conventional Hadamard gate for each qubit

and r is the number of qubits. The feature map can be

calculated for r = 2 qubits with the classical data vector

x~ ¼ x1; x2ð Þ as follows:
U U x~ð Þð Þ ¼ exp i x1P1 þ x2P2 þ p� x1ð Þ p� x2ð ÞP1P2f gð Þ

ð7Þ

In general;U U x~ð Þð Þ ¼ exp exp i
Xr

j¼1

hjUT xð Þ
Y

rj2 X;Y ;Pf g

 !

ð8Þ

where h is the rotation element, which affects phase rota-

tion based on values of features. The r depicts the X, Y,

and P unitary Pauli rotation transformation.

Thirdly, a quantum circuit of depth 2 can be presented

by repeating the approximation of Eq. (6) two times and

becomes as follows:

VðUðx~ÞÞ ¼ UðUðx~ÞÞ � Hr � UðUðx~ÞÞ � Hr ð9Þ

Finally, the quantum kernel Kðxi; xjÞ is extracted from

the quantum circuit to be fed into the classical SVM

algorithm xi; xj 2 T . Here, Eq. (3) can be transformed to

estimate the fitness function of QSVM as follows:

L hð Þ ¼
Xn

i¼1

hi �
1

2

Xn

i¼1

Xn

j¼1

hihjyiyjK xi; xj
� �

s: t:
Xn

i¼1

hiyi ¼ 0and 0� hi �C 8i ¼ 1; 2; . . .:; n

ð10Þ

3.3 Third phase: IGWO algorithm

GWO algorithm has several characteristics that make it the

greatest competitor for optimization problems, including its

simplicity, ease of implementation, scalability, flexibility,

uncomplicated computations, and, most importantly,

delivery of a high rate of convergence and degree of

exploitation. Nevertheless, it suffers from some limitations

leading to premature convergence [50]. Firstly, it is based

on mathematical equations, which requires a long pro-

cessing time. Secondly, it sticks easily to local optima.

Finally, it suffers from a lack of exchanged information

across search agents. Consequently, it provides poor vari-

ety. For these reasons, several studies have been conducted

on hybrid techniques based on GWO or improved it to

overcome its poor characteristics. The first appearance of it

was by Davahli et al. in 2020 [51]. The GWO algorithm

assigns three leader wolves (a, b, and d) based on their

fitness values as the best solutions. They lead the rest of the

wolves (x) to find the global solution [52].

In the search space, each a wolf can be a solution for the

problem. To hunt a prey (find the optimum solution), three

procedures are carried out; searching prey, encircling prey

and attacking prey as shown in Fig. 4. As long as the

dismissal requirement is met, the encircling and attacking

prey processes are repeated [53].

The encircling prey stage begins by assuming two

wolves in the search space, then update the position of one

of the two wolves according to the other one as follows:

[51]

R iþ 1ð Þ ¼ R ið Þ�K :H ð11Þ

H ¼ G :Rpp ið Þ � R ið Þ
�� �� ð12Þ

where R is the wolf location, R pp represents the location of

the prey, i is the iteration number and K, G are the coef-

ficient vectors calculated as follows:

K ¼ 2D : d1�D ð13Þ
G ¼ 2 : d2 ð14Þ

where D drops from 2 to 0, d1and d2 are random values

between [0,1]. The factor D is updated in every iteration as

follows:

Fig. 3 The Quantum SVM
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D ¼ 2� i
2

MaxCycle

� �
ð15Þ

where MaxCycle is the total allowed iterations numbers.

At the beginning, it is assumed that a, b, and d know the

prey position. So the other wolves x are obliged to follow

them. The equations from Eq. (16) to Eq. (22) outline the

hunting technique as follows:

R1 ¼ Ra ið Þ � K1:Ha ð16Þ
R2 ¼ Rb ið Þ � K2:Hb ð17Þ

R3 ¼ Rd ið Þ � K3:Hd ð18Þ

where Ha, Hb, and Hd are obtained as follows:

Ha ¼ G1:3a � 3j j ð19Þ

Hb ¼ G2:3b � 3
�� �� ð20Þ

Hd ¼ G3:3d � 3j j ð21Þ

The next iteration solution can be determined as follows:

R iþ 1ð Þ ¼ R1 þ R2 þ R3ð Þ
3

ð22Þ

When the maximum iteration is achieved, wolves’

specifying positions are stopped. When the prey stops

moving, the attacking process begins. This may be

accomplished analytically by decreasing the value of D
throughout the duration of iterations, which controls the

exploration and exploitation based on the algorithm. As

mentioned in the GWO algorithm, D reduces linearly from

2 to 0 as in Eq. (15). However, the algorithm’s conver-

gence mechanism is not linearly convergent. Subsequently,

a tangent trigonometric function-based nonlinear conver-

gence factor is used as follows [54]:

D ¼ Dinitial � Dinitial � Dfinal

� �
� tan

1

e
� 1

MaxCycle
p

� �

ð23Þ

where Dinitial, Dfinal are the starting and ending values of D
respectively, and e is the modification factor, practically,

take e = 4. By using this modification, the convergence

becomes better and the overall performance is improved

[54]. The details of IGWO are explained in Algorithm 1.

3.4 The hybrid QSVM-IGWO

The integration between QSVM and IGWO aims to

increase the efficiency of solving complex optimization

and classification problems, particularly in the cyber-attack

detection sector. The core idea behind this hybrid approach

Fig. 4 The improved GWO Algorithm

1. Initialize the wolf population size N and MaxCycle.

2. Initialize the parameters Λ, G and Δ.

3. For j =1 to MaxCycle

4. Evaluate the fitness function for each wolf.

5. Select the first best solution as Rα, the second-best solution as Rβ and the third best solution as Rδ.

6. For i =1 to N                   // for all population

7. R1, R2 and R3 are calculated from Eq. (16) to Eq. (21)

8. Calculate  ( + 1) =
( 1+ 2+ 3)

3
and assign to the best solution.

9. End For
10. The parameters are updated according to Eq. (23)

11. End For
12. Display R as the best solution

13. End

Algorithm 1: IGWO Algorithm
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is to harness the power of quantum computing within the

SVM technique providing QSVM. Furthermore, it incor-

porates metaheuristic optimization through IGWO to fine-

tune the hyper parameters of QSVM, ultimately enhancing

its performance. Subsequently, the data undergoes a

transformation, being mapped to a higher-dimensional

quantum feature space through quantum operations. This

step is pivotal as it leverages quantum computing princi-

ples. Here, the flowchart for QSVM-IGWO is presented in

Figure 5. Quantum kernels come into play here, facilitating

the computation of inner products between data points

within the quantum feature space. These quantum kernels

have the capability of capturing intricate relationships

between data points that might be challenging to compute

efficiently in classical SVMs. The next stage involves

training the quantum SVM using the transformed data and

quantum kernels.

The objective of the hybridization is to identify the

optimal hyperplane within the quantum feature space,

effectively separating data points belonging to distinct

classes. The QSVM model is trained on a designated

training dataset which is known as intrusion or normal data,

striving to pinpoint the hyperplane that offers the most

effective class separation. This process occurs in parallel

with the IGWO optimization process, which is designed to

refine the hyper parameters or configurations of the QSVM

model through the IGWO population. The IGWO popula-

tion explores various combinations of QSVM parameters

with the aim of enhancing the performance of the QSVM.

Upon successful training of the QSVM, it becomes capable

of classifying new, unseen data based on the hyperplane

and support vectors that were determined during the

training phase. These steps are described in Algorithm 2.

The essential part of QSVM involves the classical pre-

processing steps, such as feature mapping and kernel

computation. The time complexity of these steps depends

on the algorithm that is used for kernel computation. The

overall time complexity of QSVM is the summation of the

time complexities of both the classical and quantum parts.

If we denote the classical preprocessing time complexity as

Tclassical and the quantum part time complexity as Tquantum,

then the overall time complexity (Ttotal) can be expressed

as: Ttotal = Tclassical ? Tquantum. The complexity of both

Tclassical and Tquantum is O(M.N). On the other hand, the

overall time complexity of the IGWO algorithm is deter-

mined by the number of iterations multiplied by the time

Fig. 5 The flowchart of the proposed QSVM—IGWO model
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complexity of each iteration. If the number of iterations is

denoted as MaxCycle, and the time complexity of an iteration

is denoted as Titer, then the overall time complexity (Ttotal)

can be expressed as: Ttotal = MaxCycle 9 Titer.

4 Experimental results and discussion

This section provides a detailed description of the experi-

ments that were conducted to evaluate the effectiveness of

the proposed QSVM-IGWO model in comparison to the

existing intrusion detection systems (IDSs). The studies

were carried out using a 64-bit Desktop Windows operating

system. The system includes an Intel i7-3540 processor

running at 3.0 GHz and 16 GB of RAM.

There are a number of parameters in the proposed

QSVM-IGWO model that need to be initialized before

optimization. QSVM-IGWO was trained using grid search

techniques. Table 2 shows the initial parameters for the

competitive classification models KKN, LR, DT, and RF.

4.1 Bot-IoT dataset and evaluation metrics

The suggested model uses the well-known Bot-IoT dataset

[53]. This dataset is partitioned into a 80% training set and

a 20% testing set. In this dataset, the features attack has two

values: attack traffic is 1 and normal traffic is 0. As illus-

trated in Table 3, attack aspects are divided into four cat-

egories: DoS, DDoS, reconnaissance, and information

theft. Furthermore, with over 53,000,000 records, each

entry is classified as either normal or attack. Here, the

suggested detection model performance is evaluated using

confusion matrix, accuracy, precision, recall, and F1 score.

The following defines these metrics:

Table 2 The Initial parameters of the classification models

Models Parameters

KNN num _neighbors = 1–50, leaf size = 1–60, power parameter = Manhattan distance

LR random state = 30, max_iteration = 1000

DT maximum depth = 30, criterion = ’gini’, plitter = ’best’, max, min_samples_split = 2, min_samples_leaf = 1

RF num _trees = 100–1000, maximum depth = 3–11, random state = 30

QSVM-

IGWO

num _wolves = 100, min range = 30, max range = -30, initial population = 100, Crossover Rate = values between 0.7 and 0.9,

num_qubits = 2, depth = 3, max fun = 100, shots = 1024

Algorithm 2: The proposed Hybrid QSVM and IGWO

1. Step 1: Data Preparation.

2. Remove redundant data from the dataset.

3. Select the required features from the feature list according Eq. (1).

4. Divide the data into training and test dataset with a ratio 4:1.

5. Step 2: Data Encoding into Quantum space using QSVM.

6. Search for the pattern in the Signature intrusion list saved in memory. 

7. If it is found in the list

8. Then Announce it intrusion and process the next pattern from the dataset.

9. End if 
10. Step 3: QSVM Algorithm.

11. Use QSVM to have Kernel Function to specify the margin of the classification from Eq. (3) to Eq. (8)

12. Step 4: IGWO Algorithm.

13. Apply IGWO algorithm 1 to assign all the dataset into four groups according to fitness values in    

order to train QSVM model 

14. Step 5: Apply the updated Kernel function to classify the packet.

15. If the packet is intrusion              // Anomaly based IDS (AIDS)

16. Announce it is intrusion and save it to use later in other detections (in the signature list).

17. Else If
18. Announce the packet is normal and safe.

19. End If
20. Step 6: Return list of intrusion and normal packets.
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• Accuracy indicates the ratio of correctly predicted

attack over the total requests. Here, the symbols TP,

TN, FP, FN, and FP denote true positive, true negative,

false positive, and false negative, respectively.

Accuracy ¼ TPþ TN

TPþ FPþ FN þ TN
ð24Þ

• Precision gives the information about the ratio of

correctly predicted malicious requests over the total

predicted malicious requests as follows:

Precision ¼ TP

TPþ FP
ð25Þ

• Recall denotes the ratio of correctly predicted malicious

requests over the total malicious requests and is defined

as follows:

Recall ¼ TP

TPþ FN
ð26Þ

• F1-Score can be measured from the mean of precision

and recall as follows:

F1 ¼ 2� Recall� Precisionð Þ
Recallþ Precision

ð27Þ

4.2 Experimental analysis

The proposed QSVM-IGWO detection model is evaluated

using the BoT-IoT dataset. Additionally, it is compared to

four conventional machine learning models, namely KNN,

DT, LR, and RF, through the utilization of a tenfold cross-

validation. The accuracy, sensitivity, and specificity per-

formance of the KNN, DT, LR, and RF models, as well as

Table 3 Features of Bot-IoT dataset

Feature Data

type

Values Feature Description

pkSeqID Discreet distinct values from 1,650,261 to

3,577,361

Identifier for a specific row

Sbytes Discreet distinct values from 42 o 754,981 Byte count from the source to the destination

Sport Discreet distinct values from - 1 to 65.5 k Number assigned to the source port

Dbytes Discreet distinct values from 0 to 34.2 m Packet count from the destination to the source

TnBPSrcIP Discreet distinct values from 70 to 220 m Aggregate byte count per source IP

TnP_PDstIP Discreet distinct values from 1 to 226 k Cumulative packet count per destination IP

Proto nominal Tcp, udp, etc A textual representation of transaction protocols

N_IN_Conn_P_SrcIP Discreet distinct values from 0 to 100 The count of incoming connections per source IP

N_IN_Conn_P_DstIP Discreet distinct values from 0 to 100 The count of incoming connections per destination IP

Bytes Discreet distinct values from 60 to 71.8 m Aggregate byte count within the transaction

Pkts_P_State_P_Protocol_P_SrcIP Discreet distinct values from 1 to 118 k The count of packets organized by flow states and

protocols for each source IP

AR_P_Proto_P_DstIP Discreet distinct values from 0 to 182 k The mean rate for each protocol per destination IP

Stddev Discreet distinct values from 0 to 2.5 The variability measure of combined records

Dpkts Discreet distinct values from 0 to 35 k Packet count from the destination to the source

Rate Discreet distinct values from 0 to 90.9 k The overall packet rate per second within a transaction

Saddr nominal 192.168.100.147, 192.168.100.148,

etc

Source IP address

Drate Discreet distinct values from 0 to 2.18 k Packets per second from the destination to the source

Pkts Discreet distinct values from 1 to 70.1 k Cumulative packet count within the transaction

Srate Discreet distinct values from 0 to 1000 k Packets per second from the source to the destination

TnBPDstIP Discreet distinct values from 70 to 220 m Cumulative byte count per destination IP

Pkts_P_StateP_Protocol_P_DestIP Discreet distinct values from 1 to 113 k The count of packets organized by flow states. and

protocols for each destination

Spkts Discreet distinct values from 1 to 35 k Packet count from the source to the destination

Attack nominal 0 or 1 Class label assignment: 0 indicates Normal traffic, while 1

denotes Attack Traffic

Category nominal DoS, DDoS, reconnaissance, and

information theft

Traffic category

Cluster Computing

123



the suggested model, are displayed graphically in Fig. 6a–

e. It is important to note that the LR classifier demonstrates

a low level of reliability, offering a minimum accuracy of

only 90.43%. Both RF and KNN have achieved a minor

improvement in their accuracy, with the former reaching

96.64% and the latter reaching 94.04%. Besides, the DT

was able to identify the attacks with a precision of 97.66%,

but the proposed model outperformed it with a precision of

99.11%.

Fig. 6 The accuracy, Sensitivity and Specificity of a DT, b KNN, c LR d RF, and e the proposed QSVM-IGWO using BoT-IoT dataset
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Table 4 provides a summary of the performance of LR,

DT, RF, KNN and the proposed QSVM-IGWO model

based on the BoT-IoT dataset. It is clear that the proposed

QSVM-IGWO model consistently demonstrates the highest

degree of accuracy across a wide variety of dataset sizes.

For a small dataset size (10,000 instances), LR and KNN

achieve low test accuracy, reaching minimum values of

88.23% and 91.23%, respectively. In contrast, DT shows

some improvement with a test accuracy of 95.24%, while

the proposed model outperforms the others with the max-

imum test accuracy of 95.56%. For a larger dataset size

(50,000 instances), LR and KNN achieve the least test

accuracy of 90.43% and 94.04%, respectively, while DT

achieves moderate results with an average training accu-

racy of 97.66%. However, the proposed classifier produces

the highest average training accuracy of 99.11%. On the

other hand, when examining F1-Scores, LR and KNN give

the minimum values of 89.67% and 95.56%, respectively,

while DT and RF achieve slightly higher F1-Scores with

averages of 95.67% and 96.67%, respectively. The

proposed model demonstrates superior performance with

the most effective result, achieving the best F1-Score of

97.78%.

In the same context, as shown in Table 4, a detailed

average Recall analysis was performed across several

models to compare the proposed QSVM-IGWO to existing

approaches. For a small dataset size (10,000 instances),

both LR and KNN models achieve the minimal values of

average Recall at 88.45% and 91.13%, respectively.

Meanwhile, RF and DT models improve average Recall

with slight increases reaching 94.89% and 95.09%,

respectively. However, the proposed model shows superior

performance by attaining the maximum average Recall of

99.34% under a larger dataset size (50,000 instances).

Consequently, it can be deduced that the proposed model

exhibits high effectiveness in terms of train accuracy, test

accuracy, F1-score, Precision, and Recall under a larger

dataset size (50,000 instances), while it keeps the perfor-

mance at a constant level with a decrease in data size.

Table 4 Average performance

including all attacks of BoT-IoT

dataset

BoT-IoT dataset

Size of data Classifiers KNN (%) LR (%) DT (%) RF (%) QSVM-IGWO (%)

10,000 Measures

Train accuracy 91.23 88.23 95.24 93.67 95.56

Test accuracy 88.33 88.56 96.45 94.09 96.09

F1-Score 90.71 89.79 94.79 94.12 96.78

Precision 91.22 88.13 95.12 93.56 96.34

Recall 91.13 88.45 95.09 94.89 97.89

20,000 Train accuracy 91.34 88.89 95.78 94.89 97.65

Test accuracy 91.67 88.98 95.34 93.33 95.22

F1-Score 88.89 88.45 96.67 94.56 96.88

Precision 90.80 89.89 94.89 94.12 96.87

Recall 91.34 88.23 95.35 93.56 96.19

30,000 Train accuracy 91.99 89.43 96.12 95.78 98.89

Test accuracy 91.87 88.67 95.67 94.23 96.45

F1-Score 89.45 89.50 96.78 95.68 97.78

Precision 91.54 89.89 95.34 94.89 97.36

Recall 91.89 89.23 96.11 94.21 97.17

40,000 Train accuracy 93.33 90.32 97.55 96.48 98.78

Test accuracy 92.67 89.45 96.12 95.12 97.34

F1-Score 91.25 90.46 97.33 96.33 98.45

Precision 93.45 90.58 96.89 95.38 97.99

Recall 93.44 90.01 97.16 95.56 98.67

50,000 Train accuracy 94.04 90.43 97.66 96.94 99.11

Test accuracy 94.66 91.66 98.12 97.67 98.79

F1-Score 95.56 89.67 95.67 96.67 97.78

Precision 95.33 90.27 96.33 96.87 99.45

Recall 95.78 91.54 96.67 97.83 99.34
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Figure 7 illustrates the distribution of each class in the

training and testing data by the proposed model and the

competitive algorithms LR, DT, RF, and KNN against the

BoT-IoT dataset. It emphasizes the superior performance

of the proposed model’s confusion matrix compared to all

competitive models. Specifically, the proposed model

correctly classifies 33,942 attack requests while misclas-

sifying only 58 non-attack requests as attacks. Furthermore,

Fig. 7 Quantitative results comparisons a LR, b KNN, c DT, d RF, and e QSVM-IGWO
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it accurately identifies 27,715 non-attack requests and

misclassifies only 34 non-attack requests as attacks. Con-

cerning the ROC curve, Fig. 8 demonstrates that the pro-

posed model is the top classifier in this regard as well,

achieving a result close to 99%. On the other hand, the

second-best classifier is DT with a score of 98%, while LR

has the lowest ROC at 93%.

Table 5 shows the superiority of the proposed QSVM-

IGWO algorithm comparing with others. Ayubkhan et al.

used auto-encoder and LightGBM algorithm to classify IoT

traffics achieving 97.43% accuracy. Emil Selvan et al. [56]

proposed a novel model, namely FACVO-DNFN, to pre-

dict the attacks in IoT networks using Bot-IoT data set

achieving 92% accuracy and 86.48% Precision. It is

obvious that the accuracy (96.13%), Precision (93.56%),

Recall (94.23%), and F1 score (0.95%) achieved by

QSVM-IGWO are better than those obtained by other

competing algorithms.

Table 6 provides a detailed result of the F1-score for

each category achieved by the proposed models and tra-

ditional algorithms LR, DT, RF, and KNN based on BoT-

IoT dataset. Notably, the F1-Score for each category

obtained by the proposed QSVM-IGWO outperforms the

competitive algorithms. For the Information theft category,

the F1-Scores of KNN, LR, DT, RF, and the proposed

model are 89.58%, 81.48%, 85.46%, 93.89%, and 94.09%

respectively. In comparison to LR, DT, RF, and KNN, the

proposed model exhibits improvements in the F1-Score for

Information theft by approximately 4.51%, 12.42%, 3.44%,

and 0.2%, respectively. Additionally, the mean F1-Scores

of KNN, LR, DT, RF, and the proposed model are 94.97%,

88.86%, 95.23%, 96.49%, and 97.48% respectively. The

proposed model achieves percentage increases of approx-

imately 2.51%, 8.62%, 2.25%, and 0.99% for the mean F1-

Score, compared to LR, DT, RF, and KNN, respectively.

Fig. 8 The ROC curves analysis based on using BoT-IoT dataset

Table 5 Comparison of proposed model with other existing works

References Datasets Model Accuracy Precision Recall F1-Score

Louk et al. [34] UNSW-NB15 PSO – 92.93% 93.84% 93.38%

KDDTest 65.87% 94.00% 73.325

Balyan et al. [35] NSL-KDD EGA-PSO 88.14% 82.86% 90.44% 70.10%

Alzaqebah et al. [37] UNSWNB-15 MGWO 80.93% – – 78.08%

Ayubkhan et al. [54] Bot-IoT autoencoder and LightGBM 97.43% – – –

Adeel et al. [40] CICIDS2017 Linear SVM 85.56 – – –

Khraisat et al.[42] Steam dataset QSVM ? QCNN 98 – – –

Sharma et al. [55] Bot-IoT DPNN 94% – – –

Emil Selvan et al. [56] Bot-IoT FACVO-DNFN 92% 86.48% – –

The proposed model Bot-IoT QSVM-IGWO 99.11 99.45 99.34 97.48

Table 6 the detailed F1-Score

of each category obtained by the

proposed model competitive

algorithms LR, DT, RF and

KNN against the BoT-IoT

dataset

Class KNN (%) LR (%) DT (%) RF (%) QSVM-IGWO (%)

DoS 94.78 91.77 96.31 97.56 98.17

DDoS 98.64 95.67 98.74 98.45 99.78

Reconnaissance 96.79 86.32 95.22 96.08 97.89

Information theft 89.58 81.67 90.65 93.89 94.09

Mean 94.97 88.86 95.23 96.49 97.48
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5 Conclusion and future works

This paper presents a hybrid QSVM-IGWO model for IoT

cyber-attack detection. The suggested model compares

harmful data packets to signature intrusion lists to protect the

IoT network. It uses QSVM and IGWO to increase detection

and reduce false positives. First, the proposedQSVM-IGWO

model splits the dataset into 80% training and 20% testing. It

then uses the QSVM algorithm to select the kernel function

and find the best binary classification result. Finally, the

IGWO tests different QSVM parameters to improve model

performance. The proposed QSVM-IGWO is compared to

recent detection models against the Bot-IoT dataset. The

proposed attack detection model is also tested using cutting-

edge approaches including LR, DT, RF, and KNN. Experi-

mental results demonstrate that the proposed QSVM-IGWO

model achieved training accuracy of 99.11%. Furthermore,

the proposed model outperforms the detection of attack and

non-attack requests considered in this research in terms of

testing accuracy, Recall, Precision, F1 score, and ROC

curve. Accordingly, the mean F1-Scores of KNN, LR, DT,

RF, and the proposed model are 94.97%, 88.86%, 95.23%,

96.49%, and 97.48% respectively.

Further integration of machine learning and artificial

intelligence techniques is recommended for future works to

enhance the accuracy and efficiency of cyber-attack

detection. This includes the development of advanced

anomaly detection algorithms and predictive models to

identify new and evolving threats. Improved behavioral

analysis to understand the normal patterns of IoT devices

and detect anomalies that may indicate a cyber-attack. This

involves creating more sophisticated models that can adapt

to changing behaviors and recognize subtle deviations.
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