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Abstract
Recent advances in the area of the Internet of Things shows that devices are usually resource-constrained. To enable

advanced applications on these devices, it is necessary to enhance their performance by leveraging external computing

resources available in the network. This work presents a study of computational platforms to increase the performance of

these devices based on the Mobile Cloud Computing (MCC) paradigm. The main contribution of this paper is to research

the advantages and possibilities of architectures with multiple offloading options. To this end, a review of architectures that

use a combination of the computing layers in the available infrastructure to perform this paradigm and outsource pro-

cessing load is presented. In addition, a proof-of-concept application is introduced to demonstrate its realization along all

the network layers. The results of the simulations confirm the high flexibility to offload numerous tasks using different

layers and the ability to overcome unfavorable scenarios.

Keywords Internet of Things � Mobile computing � Computer networks � Distributed computing � Quality of service �
Cloud computing

1 Introduction

The recent advances in computer science and communi-

cation technologies have enabled the development of sys-

tems that focus on improving productivity and the quality

of life in society. Within this context, the information

collected from the environment and delivered to users can

provide additional value for the development of advanced

applications. This trend is encouraging the development of

new concepts in many areas of industry and consumer

electronics, such as the Internet of Things (IoTs), Cyber–

Physical Systems (CPS), and Mobile Computing.

On the other hand, the Cloud Computing paradigm has

opened the doors to a dramatic increase in performance for

many applications. The US National Institute of Standards

and Technology (NIST) provides an accepted conception

of this paradigm [1]. Briefly, it is described as a computing

technology that takes advantage of cloud resources to

enable ubiquitous, convenient, on-demand network access

to a shared pool of configurable computing resources that

can be rapidly provisioned and released with minimal

management effort or service provider interaction [2].

The convergence of the IoT and cloud computing

paradigms improves their synergy and provides a better

user experience [3, 4]. Many new sensors and embedded

systems have high computing capabilities that allow them

to execute sophisticated applications (e.g., video and image

processing, augmented reality, artificial intelligence
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algorithms), thus offering mobility with computing power.

Nevertheless, the new features of mobile applications

require greater performance, and the requirements are

steadily increasing. Consequently, devices are becoming

obsolete in a short time. In this way, the utility of the

devices can be increased by offloading computation-in-

tensive applications to a high-performance computing

infrastructure hosted outside the mobile devices, normally

to the cloud. The paradigm Mobile Cloud Computing

(MCC) provides many more possibilities for computing

complex applications in standard IoT devices such as

mobile phones, wearables, or other embedded systems

[2, 5]. Offloading the application workload running in the

‘things’ could save power consumption and bring greater

computing resources. Recent technological developments

are evolving towards this ‘outsourcing’ concept by

deploying computing platforms in different layers of the

network, not only at remote servers over the Internet.

Moreover, there are a growing number of ‘things’ with

processing capabilities in the surrounding environment of a

mobile device or embedded system that can also be used to

share the processing [6, 7].

Mobile and embedded systems are progressively incor-

porating connectivity and providing ready-to-use process-

ing capabilities. Other computing resources are being

installed at different network levels that work as key

market drivers to improve the development of high-tech

applications for advanced environments such as smart

cities, autonomous vehicles, and advanced industrial sys-

tems. In this way, nearby clouds can be deployed in cor-

porate facilities [8, 9] and/or on the mobile network

[10, 11].

The fast development of wireless network technology

has led to the emergence of fifth-generation (5G) networks,

which offer faster data transfer speeds, lower latency, and

higher capacity [12, 13]. These networks are becoming

increasingly available due to the growth of IoT applications

that require real-time processing of large amounts of data.

One of the key advantages of 5G networks is their ability to

handle a larger number of connected devices, which is

critical for the development of IoT ecosystems. To further

optimize the use of these networks, MCC has emerged as a

promising paradigm that enables a more efficient and

effective utilization of IoT devices [14]. By offloading

computation tasks to the cloud, MCC paradigm can

improve the performance of IoT devices and enhance the

overall quality of service (QoS) provided by 5G networks.

This paradigm is a promising approach to address critical

challenges encountered by IoTs systems. These challenges

are primarily related to privacy and security concerns, as

well as to optimizing energy consumption. The adoption of

this paradigm allows for efficient management of resources

and data, enabling IoT systems to achieve higher levels of

functionality and sustainability [15, 16].

However, to our knowledge, there is no comprehensive

study or review of the MCC paradigm working in a full

scenario with several available computing platforms along

the network layers in a combined way. Consequently, the

motivation of this work is to review how the MCC para-

digm could be generalized to the current available com-

puting platforms and to research the advantages and

possibilities of architectures with multiple offloading

options, as opposed to the traditional MCC scheme.

Therefore, the main objective of this work is to investigate

the advantages and possibilities of architectures with

multiple offloading options as opposed to traditional MCC

schemes and to understand how they can provide greater

performance to compute advanced IoT applications.

The key contributions of this work can be summarized

as follows:

• A study of the available architectures and computing

platforms to outsource processing load and a review of

this process using a combination of the computing

layers of the available infrastructure.

• A demonstration of the benefits of offloading using all

computing layers of the network by designing a proof-

of-concept prototype that functions as an illustrative

case study in which numerous tasks are involved with

different characteristics and several scenarios.

The novelty of this proposal is the focus on generalizing

the MCC paradigm to the available network computing

platforms to increase the performance in computing

advanced IoT applications. Other important aspects, such

as privacy issues, are outside of the core of this research.

However, these topics can be improved under the proposed

framework because it is easier to manage security at nearby

sites rather than remote clouds.

The paper is structured as follows: Sect. 2 provides an

overview of the MCC paradigm, where the main opera-

tional concerns and platforms are described; next, in

Sect. 3, the idea to extend the MCC concept is introduced.

An example is used to explain how the network-assisted

processing takes place; Sect. 4 discusses the benefits it

provides; and finally, Sect. 5 draws the main conclusions

and future research lines.

2 Mobile Cloud Computing overview

This section describes the potentials and limitations of the

MCC paradigm, and after that, the possibilities for out-

sourcing the application workload are discussed, as well as

the most relevant existing architectural design possibilities
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for this area. Finally, some conclusions are drawn that

justify the main contributions of this research.

2.1 MCC operational concerns

The MCC paradigm of computation extends the capabili-

ties of devices in the execution of applications. In this way,

it can be defined as an ‘augmented device’ system. The

most common uses of this paradigm are mainly focused on

extending the battery life of mobile platforms [17–21]

without considering the versatility that remote computers

can provide to extend the computing power of devices.

However, recent work considers the increase in perfor-

mance to be one of the most important contributions of

MCC to mobile computing [22, 23].

This approach brings great potential to the development

of the IoT paradigm, since it can provide computing power

when and where necessary for connected things and turn

them into smart things. In this way, it can be considered as

a disruptive paradigm enabler of advanced applications.

The two main disruptive changes can be summarized as

(a) homogenization of device computing capabilities

because they can execute applications regardless of their

native hardware and (b) overcoming the limitations of

mobile devices in the execution of advanced applications.

The concept of offloading computation is used to

address the inherent problems of mobile computing in

using other computing resources than the device itself to

host the execution of mobile applications [22]. Of these

challenges, the following are highlighted [2, 24–27]:

(1) Using heterogeneous cloud resources managing

cloud resource utilization for many components

and devices around the world is not a trivial

undertaking. The tasks involved, such as partitioning

resource-intensive components, virtual machine

(VM) creation and migration, and monitoring the

overall outsourced processes, can produce overhead

for the cloud management system.

(2) Elasticity of infrastructure providers there may also

be situations where there are more demands from

MCC clients than available resources. This can cause

cloud resource unavailability, service interruption,

and performance degradation.

(3) Unpredictable and long latency response times and

delays in server responses are difficult to predict. In

offloading tasks from MCC devices, situations can

occur where server response delays can increase.

When network latency increases, the quality of user

experience is decreased. However, better network

protocols and new telecommunication technologies

(such as, for example, promising 5G) could reduce

this drawback.

(4) Security and Privacy this is a challenging issue in

MCC because different devices use heterogeneous

computing resources through a communication net-

work. This is the main reason why private clouds (or

other private deployed resources) are still a good

choice for organizations, since they are deployed and

managed inside them.

2.2 MCC platforms: solving challenges
and related work

At the moment, new platforms with computing capabilities

have been deployed at several layers of the network with

different objectives: increasing security, keeping privacy,

providing specialized resources, etc. [28]. The network has

been labeled at two ends, called the ‘edge’ and ‘core’ ends

[29–32]. The edge end is close to the data sources and

users; the core end consists of the cloud servers. In general,

edge computing aims to bring cloud resources and services

to the edge of the network [31]. This concept aims to

provide resources and services to the end user with mini-

mal delay. Figure 1 shows a scheme of these different

current offloading options along the communications net-

work between the devices and the cloud servers.

The traditional conception of the MCC paradigm con-

siders the cloud as the target platform for offloaded com-

putation [2, 5, 22]. The Cloud is referred to as the

computing infrastructure hosted on remote servers that can

be accessed through the Internet. Challenges (1) and (2) are

common in the management of cloud server resources [33].

With the MCC paradigm, this problem increases signifi-

cantly because the volume of ‘things’ deployed is growing

rapidly due to the expansion of the IoT [34]. Internet access

through wide area networks (WANs) is the main culprit

[Challenge (3)]. The network can behave unpredictably at

any time due to different aspects. For this reason, it is

difficult to provide a smooth scheduling of response times.

Regarding security issues [Challenge (4)], offloading work

to external servers is a critical task. Even in the case of

private infrastructures, access to a WAN can be a source of

security issues. Recent proposals have attempted to over-

come the previous drawbacks by approaching cloud com-

puting resources to mobile devices that will consume them

[4, 35, 36].

Regarding the mobile edge computing (MEC) paradigm,

the main efforts are directed towards reducing network

latency by moving the computation and storage capacity

from the core WAN to the edge network [37]. This goal

can be achieved due to the evolution of communication

base stations towards platforms capable of providing secure

computing and IT services [38]. Thus, these resources can

be used by connected mobile devices near stations to
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offload application tasks and execute part of the computing

load. In turn, edge platforms can shift computation to tra-

ditional cloud servers to compute intensive calculations or

centralized database access tasks [35].

MEC reduces Challenge (2) because it can offer addi-

tional resources for outsourcing the computation load of

advanced applications and then increase the elasticity of

cloud computing. Furthermore, MEC platforms can be

deployed in numerous locations and build a dense network

where necessary, providing flexibility [37]. This offloading

process is transparent to the user. Mobile devices maintain

services by sharing the processing between the MEC and

the cloud. Challenge (3) is also addressed. In this case, the

response times of the offloaded tasks are reduced due to the

higher bandwidth and proximity of the MEC platforms.

On the contrary, Challenges (1) and (4) remain.

Decentralization of infrastructure adds heterogeneity to

cloud resources and increases management costs. The

security issue remains unsolved. In this case, a distributed

security strategy is required to consider the entire system

and the different edge platforms. Furthermore, a stan-

dardized environment is required to adequately address this

problem and specify how the different elements of the

architecture can collaborate with each other [39].

The cloudlet infrastructure is a step forward towards

bringing cloud resources closer to mobile devices. The

physical proximity of the cloudlet simplifies the challenge

of meeting the required bandwidth and provides improved

performance in response times [40–42]. However, the

limited resources of the cloudlet infrastructure negatively

affect performance with an increasing number of user

devices. Hence, the cloudlet must move this additional

processing to the core cloud systems to meet the

requirements. As mentioned, cloudlet infrastructure is

usually deployed within a local area network (LAN) and

can be accessed wirelessly [7]. The bandwidth of the

wireless LAN is typically two orders of magnitude higher

than the bandwidth of the wireless Internet available to a

mobile device [43].

The deployment of cloudlet is designed specifically to

address Challenges (2) and (3) and to provide scalable

resources [44]. Therefore, it can be used to improve the

QoS of interactive applications in citizen-centric environ-

ments such as smart cities [45]. Cloudlets are decentral-

ized, widely distributed, and self-managing. Hence, they

are not as efficient as core cloud computing, because the

resources are sparse in a wide area (for example, each city

district could have its own cloudlet). Therefore, Challenge

(1) is not well addressed by cloudlets. Concerning the

security issue [Challenge (4)], the security and privacy

vulnerabilities inherent to the communications across the

network remain. However, the cloudlet nodes are closer to

the users, and the platforms are owned by the companies

providing the service. In this sense, it is less risky to

compute the data in the cloudlet compared to a remote

server.

The next step is fog computing, where the closest net-

work devices can provide a computing aid to the applica-

tions. This infrastructure provides real-time capabilities to

devices that minimize security risks and offloading dis-

tance and communication latency [8, 46]. It is inefficient to

transmit all the data acquired by the sensors to the cloud for

processing and analysis. Thus, this paradigm has been

designed specifically to provide computing capabilities to

nearby IoT infrastructures, such as sensors or embedded

devices. It has been proven that the closer the cloud

Fig. 1 Offloading platforms along the communication network
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computing resources are to the devices, the more useful

they are and the better the performance achieved. However,

this novel paradigm has a lack of standards related to

several aspects such as communication, data storage

models, and interoperability of service discovery.

These mini-clouds deployed by fog nodes have a high

impact on Challenges (2) and (3) issues because they

provide the first line of computing [47]. Many of the

application tasks can be solved at this level, and the others

can be offloaded in turn to remote clouds. In this manner,

unpredictability in response times does not disappear;

however, it can be reduced significantly. The management

of heterogeneous cloud resources [Challenge (1)] remains.

Fog nodes can be extremely heterogeneous with no pos-

sibility of being scaled. Wireless network security [Chal-

lenge (4)] is a significant problem in fog networking

because wireless communication is predominant in fog

networking, even in edge computing, in general. Addi-

tionally, fog nodes are in the environment of the end user

and can collect more sensitive information than a remote

cloud. This aspect adds greater concern regarding the pri-

vacy issue [48, 49].

The final step in providing infrastructure for offloading

applications consists of the sharing of computation tasks

among neighboring connected devices. These devices

become a collaborative environment called an ‘ad hoc’

cloud [50, 51]. This peer-to-peer computing allows appli-

cations to run cooperatively on devices that are in close

proximity. Therefore, the end devices can be considered as

edge computing platforms. For example, a mobile device

can process the data from a near sensor [29]. This com-

putational paradigm is highly scalable, depending on the

available devices. However, the management of the com-

puting platforms can be difficult and thus Challenge (1)

remains unsolved or can even be increased. It is necessary

to define efficient discovery services, user agreements, and

other aspects such as task scheduling or resource pricing.

However, this configuration provides considerably more

flexibility to address computation requirements. Data can

be processed over the set of computing devices in its sur-

roundings without the requirement of Internet access or

available cloud resources. Hence, it can ease Challenge (2)

by providing elasticity in access to cloud resources. Direct

communication between devices also provides solutions to

Challenge (3). The response time and latency are highly

predictable because there are no network congestion

problems. However, the availability of the computing

power of existing devices can limit the resulting perfor-

mance. Regarding security [Challenge (4)], this computa-

tional model better protects data because it is not

transmitted to cloud servers or external platforms for pro-

cessing. However, in a heterogeneous and variable network

topology, it is difficult to support effective security and

privacy mechanisms [52]. Other additional challenges

arise, such as power consumption restrictions and access

permissions to the devices.

Table 1 summarizes the main features of each platform

level related to the offloading process and the purposes of

this work. The data have been extracted from the refer-

ences cited in this section.

2.3 Findings and novelty of the proposal

After reviewing the design possibilities and development

of architectures for offloading mobile computation, some

findings can be drawn that justify and summarize our

contributions to previous MCC architecture designs:

• The trend to improve the overall performance of

complex applications deployed in distributed environ-

ments (such as IoT and mobile applications) is to

identify methods of using the networks and the Internet

to provide additional computing power to mobile

devices and ‘things’. The proposals are intended to

add computing resources at several layers of the

network and to move increasing computing capabilities

closer to data sources and users.

• Several approaches have been proposed to offload

application tasks that take advantage of technological

progress in communication, embedded systems, cloud

computing, and application development.

• In the new paradigms and applications that deploy

connected ‘things’ and embedded systems, mobile ad

hoc clouds can be an effective option to share

processing tasks. These mechanisms can be considered

to improve the possibilities of outsourcing work.

This work proposes an extended architecture for the MCC

paradigm to enhance the offloading process based on net-

work resources. This approach combines ad hoc clouds, fog

nodes, cloudlets, MEC platforms, and cloud servers to

improve the flexibility of computations and determine the

best way to execute applications.

3 Extended MCC architecture

3.1 General framework

In this section, the architecture for performing network-

assisted processing is introduced. This architecture aims to

reduce the impact of previous challenges for high-de-

manding applications that can be executed along the net-

work. In order to verify its functioning, a prototype and

study case of the multi-layer architecture is described in

this section. The prototype is validated by running a

complex application in a realistic operating environment.
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The purpose of the experiments performed is to illustrate

the flexibility provided by the different offloading options

and their implications for addressing the challenges. The

results demonstrate that only the availability of several

offload layers can overcome the operating conditions

imposed by the application scenarios.

The application used consists of computing the

‘Autonomous Vehicle Driving’ (AVD-App) executed on

board a car. The operating environment is an urban area of

a Smart City where several autonomous vehicles are cir-

culating at the same time on the streets. This will be

common in the near future, where vehicles will be required

to make decisions in real time and provide information to

the city to facilitate traffic management in a similar time

frame. This application requires a huge amount of com-

putational power because there are numerous driving

aspects involved and obstacle trajectories must be calcu-

lated and verified at every moment. To address this prob-

lem, one design option could be to provide the embedded

car system with sufficient computing resources to complete

all computations. However, in this scenario, new applica-

tion updates and capabilities could exceed the system’s

resources in the future. Another option is to offload part of

the processing cost to the cloud. This option requires

Internet connectivity and a powerful cloud system to pro-

vide service to the entire vehicle fleet. Between these

extremes, the proposed approach consists of combining the

computing resources of the network architecture to perform

all computations. This approach provides flexibility and

robustness by increasing the computation options at several

computing layers. In this work, a simplified version of the

AVD-App is described; therefore, the non-relevant details

for this work are not mentioned.

The operation of the framework for network-assisted

processing is defined by three key factors: (i) application,

(ii) infrastructure, and (iii) criteria.

3.1.1 Specification of the application

Firtly, the applications suitable to be processed by this

architecture must be ready for the proposed workload. This

means that the application workload can be partitioned and

distributed along the network to be processed by different

layers.

In this way, let CAppl be the set of tasks of the application

and {t1; t2; . . .; tn} the application tasks to be computed, as

shown in Eq. 1:

CAppl ¼ ft1; t2; . . .; tng: ð1Þ

The AVD-App can be decomposed into common tasks

according to the findings of recent research works [53–56]

in a possible Smart City context. The simplified set of tasks

for the AVD-App used in this study is shown in Fig. 2. The

set of tasks is defined by the set CAppl ¼ ft1; t2; . . .; t7g. The
application tasks are running continuously while the vehi-

cle is operating.

Table 1 Offloading features of each network platform

Feature/Platform

level

Ad hoc cloud Fog computing Cloudlet MEC Cloud

Computing

power

Low Low Medium Variable Medium Variable Very high

General

availabilitya
Low Low Medium High High

Offline

availabilityb
Yes Yes Yes No No

Latency Very Low Very Low Low Medium High

Bandwidth High High High Medium Low

Volume of users

at a time

Very Low (a few) Low (\10) Medium (\100) High (\1000) Very high (� 1000)

Scalabilityc Very low Low Low Medium High

Deployment

environment

Decentralized

Devices/things

Decentralized

Network devices

Decentralized Local

server machine

Decentralized Base

stations

Centralized Large data

centers

Fault tolerance Very Low Low Medium Very High Very high

Management User-management Supervised Self-management/

Supervised

Professionally, 24� 7

operator needed

Professionally, 24� 7

operator needed

aThe general availability feature is understood as there is an enabled platform of this kind

bOffline availability refers to the offloading capability when there is no access to the Internet or a communication network
cThis feature describes the ability to increase computing resources if required
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A brief description of the tasks is as follows:

t1 Readings from sensors this task manages the raw data

acquired by the sensors and prepares them for pro-

cessing. Sensors can be autonomous devices or part of

embedded systems. In some cases, preprocessing

(digitalizing, filtering, enhancing, and sampling) might

be required to obtain the correct data. The volume of

information generated by this stage depends on the

number of sensors and their nature. Data are derived

from several sensors including video cameras, LIDAR

(Laser Imaging Detection and Ranging) scanners,

radar, and GPS (Global Positioning System). The

range of vehicle sensors determines the maximum

speed of the vehicle. Thus, the greater the sensor

range, the better the knowledge of the environment

and the greater the speed the car can achieve. Sensors

are considered to have an effective perception of the

environment of ten meters around the vehicle.

t2 Processing data from the results of the previous task,

in this stage, the data are processed to recognize

objects and elements of the environment (pedestrians,

traffic signals, and other vehicles).

t3 Build digital map in this stage, the objects identified in

the previous task are combined to build a digital map

of the environment. That is, locate pedestrians,

obstacles, and other vehicles. Additionally, a road map

is created to identify the limits of the road. In this way,

as the vehicle travels on the road, a digital map is

created to transform the continuum of the environment

into a digital representation of the environment, which

is the essential space for planning.

t4 Interaction with pedestrians this task aims to deter-

mine the interaction between the autonomous vehicle

and pedestrians. It predicts the intention of the par-

ticipants in human traffic, calculated separately for

each pedestrian. It is assumed that intentions do not

change over time.

t5 Interaction with vehicles this task analyzes the inter-

actions between vehicles and aims to predict the

movement of other vehicles. It is also calculated sep-

arately for each vehicle detected.

t6 Digital representation of the road from the previous

information, in this task, the driving corridors are

constructed according to the predicted motion of the

dynamic obstacles (pedestrians and other vehicles) and

the presence of static objects.

t7 Determine best manoeuvre determining the best

maneuver to perform the movement is based on cal-

culating the relative positions of the other participants

in the environment at the time of making a decision,

estimating the risk of possible situations, and making a

decision about the best geometric path for the vehicle

to follow.

Each previous task has a specific computational cost

which can vary depending on the complexity of the envi-

ronment and the participants involved (obstacles, pedes-

trians, and other vehicles). Tasks 3 and 6 are intensive in

multimedia processing; Tasks 2, 4, and 5 are intensive in

signal processing. Task 7 is intensive in both types of

specific processing. To reduce computational cost, several

simplifications and assumptions can be made. For example,

the system can consider a simple representation of vehicles

as rectangles and obstacles as circles. However, in this

case, close proximity motions cannot be performed due to

the lack of accuracy in the approximation [54]. The pro-

posed architecture can avoid these simplifications to

improve reliability and allow the system to operate in more

complex situations.

The cost of computing the entire application is also an

important determinant of the speed of the vehicle. In this

Fig. 2 Autonomous vehicle driving application decomposition
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case, the sensor range and frequency of decision determine

the maximum speed at which the vehicle can move. In this

prototype example, it is considered valid to make a

maneuver decision every ten meters traveled (except for

sudden movements).

3.1.2 Infrastructure

Several computing layers and platforms can be used to

process the application tasks. In Eq. 2 let L represent the

collection of computing layers that can be accessed through

the network design, and let L0 and Lcc represent the net-

work’s ends, where L0 represents the edge device (the

closest one to the IoT device) and Lcc represents the last

available architecture layer, with a remote cloud-comput-

ing data server:

L ¼ fL0; . . .; Lccg: ð2Þ

In general, the available computing layers are variable

according to numerous aspects, such as the execution

environment, the available infrastructure, and the configu-

ration options. In rich contexts, there may be several

computing platforms to process the workload. In other

cases, the offloading options are limited. In between, there

are several computing layers available to perform the

processing at different levels. For example, in an autono-

mous vehicle application context, L1 can be the network

composed of several nearby vehicles, L2 can be the layer

formed by the city traffic infrastructure or cloudlets

deployed, and L3 can be the mobile edge computing

infrastructure behind the communication network. Other

infrastructure configurations can be set up for this

application.

Each layer (Lj) has a set of computing platforms which

can be heterogeneous with different processing capabilities

and abilities according to their characteristics. Thus, layer

Lj has mj computing platforms (see Eq. 3), where j 2
f0; . . .; ccg and mj [ 0. The set f0; . . .; ccg represents the

available computing platforms that span from mobile

devices to cloud servers, thus providing a comprehensive

range of resources for distributed computation.

Lj ¼ fpj1; pj2; . . .; pjkg; ð3Þ

where pjk is the platform k 2 f1; . . .;mjg of the layer j.

The different layers of the network can be deployed in

sequence or in a parallel configuration, where each com-

puting platform of a layer can execute the services of the

upper layers and provide services to several elements of the

lower layers.

The infrastructure of the case study is as follows

(Fig. 3).

In the described environment, there can be five com-

puting layers for computing the application:

L0 vehicle it is the computing system built into the

vehicle. This layer consists of each isolated vehicle.

L1 set of nearby vehicles this layer consists of the

VANETs existing at a given time. A VANET pro-

vides wireless communication between a set of

moving vehicles [56]. The VANET vehicles can

exchange information and share computing resources

to offload processing tasks to each other. This layer is

an ad hoc cloud.

Fig. 3 Prototype of the network architecture for autonomous vehicle

driving application

1856 Cluster Computing (2024) 27:1849–1865

123



L2 district cloudlet in the planned configuration, each

city district has a cloudlet. Therefore, this layer has

the set of cloudlets of the city. Each cloudlet estab-

lishes a LAN where vehicle systems and VANETs

can interact. That is, the cloudlet is a private cloud

that provides additional processing capabilities to the

vehicles. Furthermore, in the described application

context, these resources can be used for managing

other Smart City infrastructures such as smart traffic

signals, parking meters, or urban furniture.

L3 mobile edge computing this layer has the computing

resources available from the communications net-

work. This layer can be optional and accessible

through mobile communication technologies such as

LTE. If it exists, it can provide additional computing

resources to the systems. The urban area covered by

each base station is approximately 1.5 km in radius.

The deployment of dense networks can provide more

base stations to provide processing power to the city

[57].

L4 cloud computing this last layer provides the cloud

computing resources of the architecture. It can be a

public cloud hosted outside the city and can be

accessed through Internet protocols.

The available computing layers depend on the commu-

nication facilities of the vehicles. For local area network-

ing, the available layers will be L ¼ fL0; L1; L2; L4g and for
LTE connections: L ¼ fL0; L3; L4g. Additionally, there are

devices that support both types of communication. In these

cases, all layers will be available to them.

The size of each level is variable because it is based on

traffic conditions. The number of computing platforms

depends on the zone, the existing vehicles, and the cir-

cumstances of the city. In addition, computer platforms can

be heterogeneous at each level. Thus, vehicles can have

different features, cloudlets can have processor capabilities

according to their average workload (i.e., the most pow-

erful for city center and highest population districts), and

the MEC and cloud computing infrastructures can be

adapted to the computing requirements of the city (i.e.,

most powerful for rush hours and less at night or on

weekends). All of these are examples of the computing

flexibility of the architecture. In this example, a generic

approach with all available layers has been described.

Other configurations are possible with a reduced number of

layers. There can be different cases where driving condi-

tions evolve; for example, zones without traffic (no layer

1), districts without cloudlet (no layer 2), and areas outside

of the communication coverage (no layers 3 and 4).

The list of described platforms represents the specific

network architecture of the device and indicates the pos-

sible offloading of work at a given time. This list can vary

over time, depending on the context of the application. For

example, if the mobile device is moving, the available

infrastructure can change.

3.1.3 Criteria

The third key factor is related to why application tasks are

offloaded to different computing platforms. The criteria

determine what the determinant execution costs are

involved in the computation of the application.

The execution cost can be any of the different perfor-

mance aspects that are involved in the execution of a task

on a platform. Thus, let X be the set of performance aspects

to consider (see Eq. 4). This covers a range of variables

such as computing cost, power consumption, and monetary

expense, among others.

X ¼ fcomputing cost, power consumption, money,. . .g:
ð4Þ

The selection of criteria is based on multiple configura-

tions, depending on the type of application, execution

restrictions, or operating conditions. A single aspect or a

combination of several aspects of X can be considered

depending on the specific requirements of the application.

The underlying idea is that each of the available plat-

forms could have a value for each of them. This informa-

tion is used to feed the scheduling algorithm along the

network and to decide where tasks are computed. In this

way, the application could search for the best option to

meet the requirements.

Regarding the management of the offloading process

and the scheduling method, there are many recent contri-

butions to outsourcing the workload in multi-tier network

architectures [58, 59]. There is a multitude of works that

propose a method for distributing workload, for example,

our recent research on IoT applications [60]. A middleware

layer might be necessary to allow communication of

heterogeneous computing platforms, to include manager

modules, as well as other interesting services such as fil-

tering, discovery, and availability services for receiving

and executing tasks [61]. This layer can be installed within

the devices or deployed around some edge computing

platform.

To avoid scheduling overhead in complex environments

with multiple offload options, a prediction method based on

performance estimations can be used. These data are based

on historical performance measurements and are continu-

ously updated. However, this solution cannot be extended

to all applications and situations; it is valid when the

possibilities can be clearly defined, as indicated in this

case. In addition, there may be platforms with specific

capabilities that provide services to many applications and
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allow acceleration of the processing of specific types of

tasks. For example, GPUs can be installed on cloudlet

servers to accelerate multimedia algorithms. In this man-

ner, the granularity of this calculation is the cost of com-

puting each task.

This work is focused on the multi-tier network archi-

tecture and exploits previous research for scheduling of the

tasks. In this way, it is necessary to define the performance

of the available layers of the architecture. The main aspect

considered is the time delay (including computing time and

communication costs). That is, X ¼ fcomputing costg. The
same principle of flexibility that was followed throughout

this work can be similarly applied to other performance

metrics.

3.2 Simulation and discussion

In this section, a simulation of the proposed architecture is

performed according to the previous application environ-

ment. The main objective of this section is to demonstrate

the flexibility of the architecture and the different possi-

bilities to outsource the workload along the network layers

and to overcome difficulties as they arise. The simulation is

carried out to obtain different performance results accord-

ing to the environmental conditions and the working sce-

narios. It is designed as a five-layer architecture, as

illustrated in Fig. 3 considering built-in devices, mobile

network, cloudlet infrastructure, communication base

station servers, and remote cloud computing. Other layers

can be incorporated under the same principles described,

providing extra flexibility and computing possibilities to

the architecture.

3.2.1 Simulation setup

Many previous works present experiments and simulations

of offloading applications between several layers of the

architecture [6, 44, 51, 59, 61]. In these investigations,

performance data is provided that demonstrate the benefits

of the outsourcing process. The results of these works have

been considered to estimate the cost of application and

network in terms of time delay. To introduce heterogeneity

to the computing layers, the cloudlet platform is equipped

with GPU devices, which accelerates the multimedia tasks,

and the base station platforms have been equipped with

DSP devices, which accelerate the signal processing tasks.

Based on the experiments and simulation of the previous

works, the following tables show the values of the per-

formance of the framework. The calculation of the com-

puting cost of each platform is given in Table 2. The data

generated by each task are shown in Table 3.

This application is executed continuously while the

autonomous car is operating. When a driving maneuver is

performed, new data acquired by Task 1 becomes avail-

able. Thus, the tasks produce a continuous data stream per

second. For example, the data flow acquired by the sensors

in Task 1 is 1 MB/s.

Finally, the communication costs are listed in Table 4.

The cost of these communications usually depends on the

volume of data transmitted. Short Range Communication

for vehicular networking, WiFi communication with

cloudlet platforms and LTE with base stations are chosen.

The devices and cloudlets are in a LAN. The base stations

and cloud servers are on a WAN. The costs are extracted

from the experiments on communication performance

analysis carried out by Kaya et al. [62] and da Mata and

Guardieiro [63], as shown in Table 4. Symmetric com-

munication is considered in all cases.

Table 2 Computing cost (units

in ms)
Task Device Mobile network Cloudlet Base station Cloud server

T1 50 12.5 5 5 2.5

T2 250 62.5 25 0.125 12.5

T3 200 50 0.1 20 10

T4 100 25 10 0.05 5

T5 100 25 10 0.05 5

T6 250 62.5 0.125 25 12.5

T7 50 12.5 2.5125 2.5125 2.5

Table 3 Generated data by each

task in kB/s
Task Generated data

T1 1024

T2 256

T3 512

T4 128

T5 128

T6 1024

T7 5
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The costs of computation and communication can

change with time. To simulate different situations, several

scenarios have been defined: (A) normal scenario with fluid

flow traffic, (B) busy street, (C) traffic congestion in the

city district, (D) rush hour, and (E) congested communi-

cation network.

The normal scenario (A) corresponds to the working

environment described by Tables 2, 3 and 4. The busy

street (B) is the situation produced in which many ele-

ments, such as other vehicles, traffic signals, and pedes-

trians, are located near the autonomous car. In this context,

more items imply that the computing costs of the tasks are

increased. The simulated data consider a cost double (�2)

the data depicted in Table 2 for the computing cost of this

scenario, except for the cloud server (�1:4), due to its

higher response capacity to absorb more processing. Traffic

congestion in (C) for the city district corresponds to the

same scenario as in (B); however, in this case, this situation

affects a city district. Thus, the cloudlet deployed in this

district has an additional delay in processing the tasks. An

increase of (�10) is estimated for the computing cost of the

cloudlet represented by Table 2 to simulate this scenario.

The cost of the other platforms remains at (�2). The rush

hour scenario (D) affects a larger area of the city. In this

case, the communication cell of the base station has many

users using services. Both the cloudlet and base station

server produce an additional delay in computing the tasks.

An increase of (�10) the computing cost of the cloudlet

and base station server is estimated. Finally, the scenario of

congestion of the communication network (E) implies a

higher communication cost for WANs, that is, base stations

and cloud servers. In this context, the communication cost

with these platforms is trebled (�3). Table 5 displays the

different scenarios of this simulation and their effects on

the cost functions with respect to the cost shown in

Tables 2 and 4.

The architecture scheduling algorithm that determines

where and when to offload the computation considers the

costs and scenarios depicted in Tables 2, 3, 4, and 5 to

build a look-up table to predict the behavior of the network

platforms and coding the offloading decision in each case.

Table 6 summarizes the simulation parameters.

3.2.2 Simulation results

From the specifications described in the previous sections,

numerical results were obtained after simulating the

autonomous vehicle operation in the different scenarios

proposed. The experiments carried out allowed us to

identify the best options to execute the application and the

possible decisions to offload the work in each case. Minor

random changes can be included to the cost data to validate

the architecture in a more realistic functioning. These

results can improve the knowledge of the scheduling off-

load method.

Figure 4 shows possible configurations for offloading

tasks among network platforms. This figure gives a graphic

representation of the sequence of platforms where the

application is executed. Other offloading combinations can

be considered on the basis of the performance aspect

analyzed and the scheduling function.

In the next section, we will describe the behavior of the

multi-layer architecture in the different designed scenarios.

The results of the simulations are presented in Table 7.

Table 4 Communication cost
Communication cost Device/mobile network Cloudlet Base station Cloud server

Device 0.2143 0.4286 0.7812 2.2177

Cloudlet 0.4286 – – 1.7814

Station 0.7812 – – 1.7814

Cloud 2.2177 1.7814 1.7814 –

Table 5 Computing and communication cost in working scenarios

Scenario Device cost Comp.

Comm.

Cloudlet cost Comp.

Comm.

Base station cost Comp.

Comm.

Cloud server cost Comp.

Comm.

(A) Normal 1� 1� 1� 1� 1� 1� 1� 1�
(B) Busy street 2� 1� 2� 1� 2x 1� 1:4� 1�
(C) Traffic congestion 2� 1� 10� 1� 2� 1� 1.4x 1�
(D) Rush hour 2� 1� 10� 1� 2� 1� 1:4� 1�
(E) Network congestion 1� 1� 1� 1� 1� 3� 1� 1:7�

Cluster Computing (2024) 27:1849–1865 1859

123



In the normal scenario, the computing cost of processing

the entire application in the built-in device of the car was

1000 ms. That is, the autonomous system made a move-

ment decision per second. This cost sets a maximum speed

of 10 m/s (36 km/h). This is a normal speed for city streets.

The MCC paradigm for this application improved this time,

allowing faster speeds using external platforms to out-

source computing. In the previous table, the configurations

with improved performance are highlighted. In these cases,

the speed of the autonomous car could be increased due to

the reduced time required to execute each iteration of the

application.

4 Analysis and discussion

The results obtained in the previous section confirm two

important findings for the MCC paradigm. First, the multi-

layer architecture allowed higher flexibility in offloading

the computations along the available network layers to

meet the requirements, not only with regard to the time

delay but also other performance aspects such as monetary

cost and power consumption. The results in Table 7 illus-

trate the minimum cost configurations for each scenario.

For each of them, there are some configurations that can

reach the desired performance. Of course, this is just an

example, but shows that the network-assisted processing

concept provides clear advantages over cloud-targeted

outsourcing methods. Second, the proposed multilayer

architecture provided additional opportunities to improve

application performance and, thus, better regulated the

capabilities of mobile devices and connected ‘things’. In all

defined scenarios, the achieved speed of 10 m/s was

improved using the different offload options. The experi-

ment also demonstrated a comparison with other proposals

that use a specific computing platform for offloading. None

of the known platforms alone was sufficient to provide an

effective response to the problem in all scenarios. How-

ever, the communication cost of the network usage must

also be considered in the overall performance. In many

cases, performance decreased due to the delay in the out-

sourcing process along the network platforms.

In general, this approach contributes to improving the

overall operation of the MCC paradigm. Table 8 describes

the main points to address the operational concerns of the

MCC described previously.

Table 6 Simulation parameters

Application Autonomous Vehicle Driving

Tasks C ¼ {Readings from the sensors, Processing data, Build digital map, Interaction with pedestrians, Interaction

with vehicles, Digital representation of the road, Find best manoeuvre}

Network Multi-layer architecture

Available layers of the

architecture

L ¼ {devices, ad hoc cloud (VANET), cloudlet, base stations, cloud server}

Performance aspects X ¼ {computing cost}

Specialized hardware features Cloudlet equipped with GPUs; base stations equipped with DSPs

Scheduling algorithm Prediction based. Performance estimations from Tables 2, 3, 4, and 5

Fig. 4 Configurations for offloading the tasks among the network

platforms. a Only device, b Device–mobile network, c Device–

mobile network–cloudlet, d Device–cloudlet–cloud server, e Device–

base station server, f Device–base station server–cloud server, and

g Device–cloud server
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5 Conclusions

In this work, a distributed architecture for outsourcing com-

putation tasks is described. This approach uses all available

platforms along the network. In this manner, the proposed

model configures an extendedMCCparadigm,which allowed

the outsourcing of the workload to other platforms. These

platforms were separately analyzed to improve processing in

previouswork, and themain challengeswere identified. In this

research, it was proposed to use the entire available infras-

tructure to enhance the MCC paradigm beyond mobile com-

puting applications and to leverage the deployed resources

along the network: ad hoc clouds, fog nodes, cloudlets, MEC

platforms and cloud servers.

Table 7 Simulation results for

the offloading configurations in

the working scenarios

Scenario Performance: time delay (ms) Computing Communication Total Maximum speed

(A) Normal scenario

(a) 1000.0 0.0 1000.0 10 m/s (36 km/h)

(b) 512.5 246.9 759.4 13.1 m/s (47.4 km/h)

(c) 135.2 276.4 411.7 24.2 m/s (87.4 km/h)

(d) 312.7 1480.0 1792.7 5.5 m/s (20.0 km/h)

(e) 347.6 203.9 551.5 18.1 m/s (65.2 km/h)

(f) 335.1 439.0 774.1 12.9 m/s (46.5 km/h)

(g) 335.0 578.8 913.8 10.9 m/s (39.3 km/h)

(B) Busy street scenario

(a) 2000.0 0.0 2000.0 5 m/s (18 km/h)

(b) 1025 246.9 1271.8 7.8 m/s (28.3 km/h)

(c) 270.5 276.4 546.9 18.2 m/s (65.8 km/h)

(d) 619.5 1480.0 2099.5 4.7 m/s (17.1 km/h)

(e) 695.2 203.9 918.9 10.8 m/s (39.1 km/h)

(f) 661.2 439.0 1100.2 9.0 m/s (32.7 km/h)

(g) 649.0 578.8 1225.8 8.1 m/s (29.3 km/h)

(C) Traffic congestion scenario

(a) 2000.0 0.0 2000.0 5 m/s (18 km/h)

(b) 1025 246.9 1271.8 7.8 m/s (28.3 km/h)

(c) 679.7 276.4 956.1 10.4 m/s 37.6 km/h)

(d) 668.7 1480.0 2148.7 4.6 m/s (16.7 km/h)

(e) 695.2 203.9 918.9 10.8 m/s (39.1 km/h)

(f) 661.2 439.0 1100.2 9.0 m/s (32.7 km/h)

(g) 649.0 578.8 1225.8 8.1 m/s (29.3 km/h)

(D) Rush hour

(a) 2000.0 0.0 2000.0 5 m/s (18 km/h)

(b) 1025 246.9 1271.8 7.8 m/s (28.3 km/h)

(c) 679.7 276.4 956.1 10.4 m/s 37.6 km/h)

(d) 668.7 1480.0 2148.7 4.6 m/s (16.7 km/h)

(e) 1552.2 203.9 1775.9 5.6 m/s (20.2 km/h)

(f) 1023.0 439.0 1462.0 6.8 m/s (24.6 km/h)

(g) 649.0 578.8 1225.8 8.1 m/s (29.3 km/h)

(E) Communication network congestion

(a) 1000.0 0.0 1000.0 10 m/s (36 km/h)

(b) 512.5 246.9 759.4 13.1 m/s (47.4 km/h)

(c) 135.2 276.4 411.6 24.2 m/s (87.4 km/h)

(d) 312.7 1480.0 1792.7 5.5 m/s (20.0 km/h)

(e) 347.6 611.7 959.3 10.4 m/s (37.5 km/h)

(f) 335.1 1302.8 1637.9 6.1 m/s (21.9 km/h)

(g) 335.0 976.8 1311.8 7.6 m/s (27.4 km/h)

Bold indicates the cases in which the latency is B 1 second
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The main advantage of this proposal is the increase in

flexibility in processing compute-intensive applications,

which makes the system more resilient to environmental

changes. The aim of the experiments carried out is to only

make visible this flexibility provided by the different

offloading options (Fig. 4) and their implications on the

overall computing cost (Table 7). The performance data

were acquired from previous research works on MCC and

offloading frameworks, and from our own estimations.

Other source data could produce different performance

results. However, the key aspect of the simulations per-

formed was not the specific cost obtained; instead, it was

the flexibility and offload possibilities that the proposed

multilayer architecture provided. The results show that

only the availability of several offload layers can overcome

the operating conditions imposed by the application sce-

narios. This experiment also shows a comparison against

other proposals that use a specific computing platform for

offloading, since none of the known platforms, by itself,

could be sufficient to provide an effective response to the

problem in all cases.

The approach presented in this work addresses the

problem of providing additional computing power to

mobile and embedded devices and contributes to some

extent to address the operational concerns of the MCC

(Table 8). The major incidence of this architecture occurs

in resolving Challenges (2) and (3) due to the higher

flexibility provided.

This research provides a wide variety of research lines

for future work. In our opinion, these research lines can be

classified into two sets: first, the research on interoper-

ability of platforms and discovery of computing services to

facilitate the distribution of processing along the network,

and second, the design of efficient scheduling methods for

outsourcing the work to multiple available computing

platforms, especially when the device is functioning in a

dynamic environment. In this set are located the QoS

management and the performance prediction of the

network.
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