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Abstract
Cluster computing technologies are rapidly advancing and user-generated online reviews are booming in the current

Internet and e-commerce environment. The latest question–answering (Q&A)-style reviews are novel, abundant and easily

digestible product reviews that also contain massive valuable information for customers. In this paper, we mine valuable

aspect information of products contained in these reviews on GPU clusters. To achieve this goal, we utilize two subtasks of

aspect-based sentiment analysis: aspect term extraction (ATE) and aspect category classification (ACC). Most previous

works focused on only one task or solved these two tasks separately, even though they are highly interrelated, and they do

not make full use of abundant training resources. To address this problem, we propose a novel multi-task neural learning

model to jointly handle these two tasks and explore the performance of our model on GPU clusters. We conducted

extensive comparative experiments on an annotated corpus and found that our proposed model outperforms several

baseline models in ATE and ACC tasks on GPU clusters, yielding significant strides in data mining for these types of

reviews.

Keywords Aspect-based sentiment analysis � Question–answering reviews � Multi-task learning � GPU clusters �
Data parallelism

1 Introduction

With the advancement of computing technology, GPU

cluster as a typical heterogeneous cluster becomes one of

the most significant computing infrastructures and is

widely applied into scientific computing, information ser-

vices and big data processing. The advance in hardware

contributes a lot of improvements in various fields,

including computer vision [6], social media and e-com-

merce platforms. The evolvement of social media and

e-commerce platforms contributes to the popularity of

online product reviews exceptionally, thus massive online

product reviews are generated. To process and analyze

these abundant and textual reviews, Natural Language

Processing (NLP) has garnered significant attention in

recent years. Aspect-based sentiment analysis, as an

important research topic in NLP field, offers fine-grained

tasks for mining aspect information of product reviews.

Accurately mining this information, however, involves

three important subtasks: aspect term extraction (ATE),

aspect category classification (ACC), and aspect-level

sentiment classification (ASC).

Question–answering (Q&A)-style review, which is a

novel form of product review, consists of questions and

answers where potential consumers generate questions and

sellers or people who purchased the products provide

answers. Figure 1 shows an example of Q&A-style reviews

with annotation information. Different from conventional

reviews which many useless messages might be included in

(e.g. ‘‘The color is beautiful, the price is low and perfor-

mance is great. A movie star is endorsing it and you’ll

regret if you miss it.’’), Q&A-style reviews are pairs of
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conversation, they are more targeted, and the topic of

answer texts are confined to the topic of question text.

Hence Q&A-style reviews effectively reduce the number

of fake reviews and make product information more

credible. Thus, aspect-based sentiment analysis is particu-

larly necessary and meaningful for mining valuable infor-

mation contained in Q&A reviews.

Recently, several studies have focused on ATE and

ACC tasks. However, most studies have focused on tradi-

tional reviews rather than Q&A-style reviews and regard

ATE and ACC as independent tasks and deal with them

separately, even though the tasks are highly interrelated.

Intuitively, extracted aspect term information assists aspect

category prediction, and aspect category information is

advantageous to distinguish aspect terms from other words

unrelated to aspect information. In addition, to the best of

our knowledge, there is no one to explore the ATE task and

ACC task based on Q&A-style reviews on GPU clusters.

One of the barriers of these two tasks on Q&A-style

reviews is the corpus about Q&A-style reviews–especially

the Chinese corpus–is scarce. The good news is that we

recently resolved this difficulty in previous work by

designing a set of elaborate annotation rules and building a

high-quality annotated corpus [31, 32]. Beyond that, there

are some other important problems needed to be addressed

in ATE and ACC tasks.

On the one hand, most studies do not make full use of

training resources. Up to now, E-commerce platforms have

accumulated massive online product reviews, including

Q&A-style reviews. This renders us to get more training

sets for our models which can significantly improve the

performance of our model. Apart from more training data,

we can also utilize more powerful computing power and

faster computing speed via GPU clusters. This can greatly

improve the quality of the model for it not only enables

more data to process during training stage, but also reduces

the iteration time in experiment, allows researchers try on

their new ideas and configurations. Faster training also

enables networks to be deployed in applications whose

model needs to be updated frequently. In this paper, we

employ data parallelism which will train several mini-

batches simultaneously on parallel GPUs. We allocate

training data to multiple processors to compute gradient

updates, then aggregate these divided updates to get the

final result. To the best of our knowledge, we are the first to

explore the aspect-based sentiment analysis tasks on GPU

clusters.

On the other hand, there are some challenges caused by

Q&A-style reviews. First, because of colloquial and

informal nature of online reviews, existing word segmen-

tation toolkits generate errors when dealing with text of

Q&A-style reviews, which degrades the subsequent mod-

el’s performance. As a solution, we adopt character-level

rather than word-level embedding to represent Q&A text.

Second, the ACC task for Q&A-style reviews is more

difficult than for conventional reviews, because of the

occasional irrelevant aspect terms. With this in mind, it

only makes sense to focus on the aspect term mentioned in

both the question and answer context. Third, because of the

correlation between ATE task and ACC task, extracted

aspect term information assists aspect category prediction,

and aspect category information is advantageous to dis-

tinguish aspect terms from other words unrelated to aspect

information. To overcome this problem, we propose a

novel multi-task neural learning framework that jointly

addresses the two tasks.

In this paper, by analyzing all problems of Q&A reviews

mentioned above, our research offers the following

contributions:

– To make full use of training resources and improve the

training speed of models, we deploy our models and all

baselines in GPU clusters, and use data parallel

strategies for model training. In this paper, we will

compare the performance and training time of our

proposed model with other baselines in GPU clusters.

– To contend with colloquial and informal nature of

online reviews, we avoid word segmentation errors by

adopting character-level rather than word-level embed-

ding. In this way, our proposed model improves the

performance of ACC task and implements fine-grained

extraction for ATE task.

– To address the occasional irrelevant aspect terms

mentioned in the Q&A context, we introduce attention

mechanism that captures the most relevant aspect

information mentioned by both the question and answer

contexts, which improves the performance of ACC

task.

– To further improve the performance of ACC and ATE,

we leverage the correlation between ATE and ACC to

jointly address the two tasks.

Fig. 1 An example of a question–answering (Q&A)-style review
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2 Related work

2.1 Aspect category classification

The ACC task can be treated as a supervised classification

task [20]. Given the predefined categories list, our task is to

identify a specified aspect term’s category. Traditional

approaches mainly focused on manually designing a set of

features such as a bag-of-words or lexicon to train a clas-

sifier. Brychcin et al. [2] leveraged a set of binary Maxi-

mum Entropy (ME) classifiers for ACC. Kiritchenko et al.

[13] used a set of binary Support Vector Machines (SVMs)

with different types of n-grams and information from a

specially designed lexicon. However, these approaches

highly depend on the features’ quality, and feature engi-

neering is labor-intensive.

With the development of deep learning techniques,

researchers have designed effective neural networks to

address ACC task. Toh et al. [28] extracted features from

words in every sentence and adopted the sigmoidal feed-

forward network to train a binary classifier. Xue et al. [34]

proposed a multi-task neural network to jointly address

ACC and ATE. (Our research differs from the work they

built on conventional reviews, our proposed model is based

on Q&A-style reviews and we leverage conditional random

fields to further improve ATE’s performance.) More

recently, Wu et al. [33] proposed a 4-dimension textual

representation model on Q&A style reviews for ACC task.

2.2 Aspect term extraction

The ATE task extracts aspect and opinion terms explicitly

contained in the sentence [25]. Early work focused on

researching rule-based methods. Hu and Liu et al. [10]

leveraged frequent nouns or noun phrases to extract aspect

terms, and tried to identify opinion terms by exploiting the

relationships and occurrence between aspect terms and

opinion terms. However, the rule-based approaches highly

relied on hard-coded rules and external language resources.

Later, ATE was treated as sequence tagging problem by

using supervised featured-based methods such as Hidden

Markov Models (HMMs) [17] or Conditional Random

Fields (CRF) [27]. However, feature-based approaches

greatly rely on features’ quality–and again, feature engi-

neering is both time-consuming and labor-intensive.

With the rapid development of neural networks,

researchers proposed a neural language model for general

high-level representations of words used to extract aspect

terms [9]. Liu et al. [21] used pre-trained word embeddings

as input of Recurrent Neural Network (RNN) for ATE. Yin

et al. [35] proposed a hybrid method that first learns a

distributed representation of words and dependency paths

by RNN and then feeds the learned results along with some

hand-crafted features into a CRF [16] for extracting aspect

terms. Wang et al. [29] proposed a joint model consisting

of Recursive Neural Network (ReNN) and CRF layer for

ATE task. To reduce the influence of parsing errors, they

further designed the RNN with coupled multilayer atten-

tion, to exploit the relationship of aspect terms and opinion

terms for co-extraction [30]. Recently, Li et al. [19]

designed a framework which can exploit opinion summary

and aspect detection history for tackling ATE. Ma et al.

[22] conducted a gated unit network with attention mech-

anism to make Seq2Seq learning suit to ATE task. Li et al.

[18] alleviated the data scarcity problem in ATE task by

proposing a masked sequence-to-sequence data augmen-

tation method.

2.3 Multi-GPU parallel computing

Parallel Computing is a kind of method to solve computing

problems by using multiple computing resources simulta-

neously, which is a useful means to enhance computational

efficiency and processing ability of computer system.The

history of the utilization of parallel computing can be

traced back to 1970s when the first parallel computer

ILLIAC IV was invented. By the difference of principle,

parallel computing can be divided into Data Paral-

lelism(DP) [3] and Model Parallelism(MP) [4]. In DP, each

GPU uses the same model to train on a different subset of

training data and compute gradients, which need to be

aggregated across the GPUs [15]. The strategy is widely

used since its simplicity and highly effectiveness in

reducing time cost [5].

Since the growth of machine learning techniques in

recent years, researchers have brought parallel computing

to the domain. Meyer et al. [23] introduced DP to Support

Vector Machine, which reduced the computation time

considerably with only minor loss in accuracy. With regard

to deep learning, Krizhevsky [14] learned the fact that the

parameters in convolution layer of Convolutional Neural

Network (CNN) take only about 5% while the time cost in

the layer takes about 95% of whole time. He leveraged DP

in convolution layer and reduced time cost effectively.

Tencent’s Mariana [36] used DP, which gained a 2:67�
speed increment with four GPUs. In recent years, more

paralleled deep learning methods have been brought up

[11]. In the aspect of algorithms, several algorithms have

been brought up to accelerate multi-GPU implementation

or make the inference more accurate [1, 26] and faster

[7, 12]. Moreover, there are researches have been done to

integrate DP and MP [8].
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3 Proposed method

In this section, we describe the ATE and ACC tasks based

on Q&A text pairs and our parallel strategy. On this basis,

considering characteristics of Q&A-style reviews, we

propose a multi-task model to jointly address the two tasks.

Intuitively, the question text tends to be more important,

because the aspect term needing categorization tends to

appear in the question first. And then, the answer text also

involves information related to the aspect term mentioned

in the question text. Thus, we need to better model the

representation of question text by doing a better job of

harnessing relevant aspect information contained in both

the question and answer text. Specifically, our proposed

model uses two Bidirectional Long Short-Term Memories

(Bi-LSTMs) to generate hidden state representations of the

question and answer text, respectively. For the ATE task,

we use a fully connected layer and CRF layer to extract the

aspect term in the question text. For the ACC task, an

attention mechanism is applied to capture the most relevant

aspect information between the Q&A text, and extend the

representation of question text by leveraging the relevant

aspect information contained in the answer text. Finally,

for making full use of training resources, we design a data

parallel strategy for our proposed model.

3.1 Aspect term extraction and aspect category
classification tasks

We tackle the ATE task as sequence tagging problem,

which extracts an explicit aspect term in the question text.

Note that the extracted term could be a single word or a

phrase. From the sequence tagging perspective, the word

tokens related to the given aspect category should be tag-

ged according to a predefined label scheme. We define the

label scheme as {B,I,E,O,S}, where B indicates an aspect

term’s beginning, I indicates the inside of an aspect term,

E indicates an aspect term’s end, O means others. In par-

ticular, if the aspect term is a single word, we label it as

S. In this way, the question text ‘‘How about the color of

the phone?’’ can be tagged as ‘‘How/O about/O the/

B color/I of/I the/I phone/E ?/O’’. Thus, we address the

ATE task by training a sequence labeling model based on

the combination of Bi-LSTM and CRF layers.

Instead of a sequence labeling model, the ACC task is

considered as a general classification problem. Given the

predefined categories, the task is to identify the aspect

category for the specified aspect term. Thus, the proposed

model uses two Bi-LSTM layers to model representations

of the question text and answer text, and then an attention

mechanism is adopted to extend the representation of the

question text for improving our model’s performance on

ACC task.

3.2 Multi-task model

Figure 2 shows the architecture of multi-task learning

framework. Given a Q&A-style review, assume that the

question text Q ¼ fw1;w2; . . .;wMg contains M single

words, where wi represents the ith single word in the

question text. Each single word is represented as qi 2 Rdw

which is obtained from a word embedding matrix

E 2 Rdw�jV j, where dw is the embedding dimension and |V|

is the vocabulary size. Thus, we represent the question text

as a character-level embedding matrix

SQ ¼ fq1; q2; . . .; qMg. Similarly, we represent the answer

text A ¼ fs1; s2; . . .; sNg as a character-level embedding

matrix SA ¼ fa1; a2; . . .; aNg, where aj 2 Rdw denotes the

jth single word of the answer text and N is the number of

single words in an answer text.

Next, we feed the character-level embedding matrix of

question text SQ into a Bi-LSTM layer shared by the ATE

and ACC tasks to generate a hidden state matrix of ques-

tion text HQ ¼ fhq1
; hq2

; . . .; hqMg, where we obtain the

hidden state of each single word by averaging the forward

and backward hidden state:

HQ
�! ¼ LSTM

���!
SQð Þ ð1Þ

HQ
 � ¼ LSTM

 ���

SQð Þ ð2Þ

HQ ¼ AVGðHQ
�!

; HQ
 �Þ ð3Þ

where HQ 2 Rdh�M , dh is the dimension of hidden state and

M is the number of single words in the question text.

3.2.1 Aspect term extraction

Given the hidden state matrix of question text HQ, the

model transforms it into an output label space using an

additional fully connected layer:

P ¼ HT
Q �Wate þ bate ð4Þ

where P 2 RM�Nt is the output score matrix of Nt labels,

and Pij denotes the score of the jth tag of the ith single

word in the question text. Wate 2 Rdh�Nt and bate 2 RNt are

parameters of the fully connected layer. Then we leverage

conditional random field (CRF) layer for tagging because it

takes an object’s neighbor into account, which is similar to

the use of past and future input features via the bidirec-

tional LSTM layer. The CRF layer takes as an input the

sequence of vectors P and returns sequence of labels

z ¼ z1; z2; . . .; znð Þ. According to the given question text

Q ¼ fw1;w2;w3; . . .;wMg, we define the prediction score

1976 Cluster Computing (2020) 23:1973–1986
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for each output tag sequence z ¼ fz1; z2; . . .; zMg, where zi
denotes the label of wi :

ScoreðQ; zÞ ¼
X

M�1

i¼1

Azi;ziþ1
þ
X

M

i¼1

Pi;zi ð5Þ

A 2 RNt�Nt is a transition score matrix, and Aij is the

transition probability from label i to label j. Furthermore,

we adopt a softmax function over all possible tag sequen-

ces for computing the posterior probability:

PðzjQÞ ¼ eScoreðQ;zÞ
P

~z2ZQ e
ScoreðQ;zÞ ð6Þ

where ZQ denotes all possible tag sequence collections. For

CRF training, we use the maximum conditional likelihood

estimation. For a training set Qi; zið Þf g,the logarithm of the

likelihood (a.k.a. the log-likelihood) is given by:

LðparamsÞ ¼
X

i

log pðzjQ; paramsÞ ð7Þ

Maximum likelihood training chooses parameters such that

the log-likelihood L(params) is maximized. While decod-

ing, according to the principle of maximizing posterior

probability, we select the tag sequence that maximizes the

posterior probability as the optimal path z� and then extract

aspect terms according to the tag sequence:

z� ¼ arg max
~z2ZQ

ScoreðQ; ~zÞ ð8Þ

3.2.2 Aspect category classification

Given the hidden state matrix of answer text HA, the model

uses another Bi-LSTM layer to obtain a hidden state matrix

of answer text A ¼ fs1; s2; . . .; sNg:

HA
�! ¼LSTM���!ðSAÞ ð9Þ

HA
 � ¼LSTM ���ðSAÞ ð10Þ

HA ¼AVGðHA
�!

; HA
 �Þ ð11Þ

where HA 2 Rdh�N and N is the number of single words in

the answer text. Noting that there may be irrelevant aspect

terms mentioned in the Q&A text, we adopt an attention

mechanism to capture the most relevant aspect information

mentioned in both the question and answer context. Thus,

the vector representation of question text could be

enhanced by making full use of aspect information con-

tained in the answer text. The attention layer calculates the

attention representation of the question text according to

the following formulas:

M ¼ tanhðWc � ðHT
A � HQÞ þ bcÞ ð12Þ

a ¼softmaxðWT
e �MÞ ð13Þ

Fig. 2 The architecture of our

proposed multi-task model with

attention mechanism
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r ¼HQ � aT ð14Þ

where M 2 RN�M , r is the attention representation of

question text, and Wc 2 RN�N , bc 2 RM , We 2 RN are

parameters to be trained. Finally, the final vector repre-

sentation of question text is calculated by non-linearly

combining r with the final hidden state hqM :

h� ¼ tanhðWf r þWxhqM Þ ð15Þ

where h� 2 Rdh , Wf 2 Rdh�dh and Wx 2 Rdh�dh are param-

eters to be trained. In the softmax layer, the final aspect

category distribution of the given question text is predicted

using the final vector representation of question text h�:

y ¼ softmaxðWh� þ bÞ ð16Þ

where W 2 RK�dh , b 2 RK are parameters in the softmax

layer and K is the number of predefined categories.

3.2.3 Data parallel for model

We design our parallelism strategy generally in the fol-

lowing way:

– Divide the model’s inputs into multiple sub-batches.

– Apply a model copy on each sub-batch. Every model

copy is executed on a dedicated GPU.

– Concatenate the results (on CPU) into one big batch.

As mentioned above, gradients are needed to be passed

backward to update parameters within the network. This is

normally done by stochastic gradient descent in modern

deep learning because the dataset is too big to be fit into the

memory. For example, if we have 10K data points in the

training dataset, every time we could only use 16 data

points to calculate the estimate of the gradients, otherwise

our GPU may stop working due to insufficient GPU

memories.

The shortcoming of stochastic gradient descent is that

the estimate of the gradients might not accurately represent

the true gradients of using the full dataset. Therefore, it

may take much longer to converge.

A natural way to have more accurate estimate of the

gradients is to use larger batch sizes, or even use full

dataset. To allow this, the gradients of small batches were

calculated on each GPU, the final estimate of the gradients

is the the weighted average of the gradients calculated from

all the small batches.

Mathematically, data parallelism is valid because of

oLoss

ow
¼

o 1
n

Pn
i¼1 f xi; yið Þ

� �

ow
¼ 1

n

X

n

i¼1

of xi; yið Þ
ow

¼
X

k

j¼1

mj

n

o 1
mj

Pmjþmjþ1

i¼mj�1þ1 f xi; yið Þ
h i

ow

¼ m1

n

ol1
ow
þ m2

n

ol2
ow
þ � � � þ mk

n

olk
ow

ð17Þ

where m0 ¼ 0, w is the parameters of the model, oLoss
ow is the

true gradient of the big batch of size n, olk
ow is the gradient of

the small batch in GPU k, xi and yi are the features and

labels of data point i, f ðxi; yiÞ is the loss for data point i

calculated from the forward propagation, n is the total

number of data points in the dataset, k is the total number

of GPUs, mk is the number of data points assigned to GPU

k, m1 þ m2 þ � � � þ mk ¼ n. When

m1 ¼ m2 ¼ � � � ¼ mk ¼ n
k, we could further have:

oLoss

ow
¼ 1

k

ol1
ow
þ ol2

ow
þ � � � þ olk

ow

� �

ð18Þ

Here for each GPU node, we use the same parameters of

the model to do the forward propagation, we send a small

batch of different data to each node, compute the gradient

normally, and send the gradients back to the main node.

This step is asynchronous because the speed of each GPU

node is slightly different. Once we got all the gradients (we

are doing synchronization here), we calculate the (weigh-

ted) average of the gradients, and use the (weighted)

average of the gradients to update the model/parameters.

Then we move on to the next iteration.

3.3 Model training

In the ACC task, given a set of training data SQt
, SAt, and yt,

where SQt
is the tth question text, SAt is the tth answer text,

and yt is the ground-truth aspect category for the Q&A text

pair (SQt
, SAt). We use the cross entropy function between y

and yt with L2 regulations as a loss function:

Lacc ¼ �
X

N

t¼1

X

K

k¼1

ykt log yk þ l

2
k h k2 ð19Þ

where N is the size of training set, K is the number of

predefined categories, l is the parameter for L2 regular-

ization, and h is a parameter set.

In the ATE task, given a set of training data SQt
, SAt, and

zt, where SQt
is the tth question text, SAt is the tth answer

text, and zt is the prediction-output tag sequence for the tth

question text, assuming Score(SQt
,zt) is the score of tag

sequence zt, we describe the log-likelihood function as:

1978 Cluster Computing (2020) 23:1973–1986
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Late ¼
X

N

t¼1

ScoreðSQt
; ztÞ � logð

X

~z2ZQ
eScoreðQ;zÞÞ ð20Þ

where N is the size of the training set and ZQ is all possible

tag sequence collections. To learn the parameters of the

multi-task model, we define the loss function as a weighted

linear combination:

L ¼ kLacc þ ð1� kÞLate ð21Þ

where k is the weight parameter. Parameters are optimized

by using Adam optimization functions, and to solve over-

fitting problems, dropout strategy is adopted.

4 Experiments

4.1 Experimental setting

– Data settings Our experiments use Q&A-style reviews

as training data which involves in digital domain,

beauty domain and luggage domain. Table 1 shows the

distribution of experimental data. Each line in the

dataset denotes a Q-A pair, and there are three parts in a

line: the first part is the question text which is tagged

for each character; the second part is the untagged

answer text; the third part is a (aspect term, aspect

category, sentiment) triple. Considering the problem of

imbalanced distribution of data, we discard the aspect

categories that involve less than 50 question–answering

text pairs.

– Character-level representations Considering the

informal nature of online reviews, we choose charac-

ter-level embeddings instead of word-level embeddings

to reduce the word segmentation errors. Specially, the

character-level embeddings are obtained by using 320

thousand question–answering text pairs extracted from

Taobao and we use skip-gram [24] model provided by

gensim toolkit to model word respresentations.

– Evaluation metrics For aspect category classification

task, the main evaluation metrics are Accuracy(Aacc)

and F1-measure(Facc) where Facc is calculated as

Facc ¼ 2PaccRacc

PaccþRacc
. For aspect term extraction task, Fate is

calculated by the formula Fate ¼ 2PateRate

PateþRate
.

– Hyper-parameters All out-of-vocabulary words are

initialized by sampling from the uniform distribution

U(�0:01, 0.01), the dimension of character-level

embeddings and hidden state vectors are set to be

300. Other hyper-parameters are tuned according to the

development data, the model use Adam optimizer with

a batch size 32, and initial learning rate is 0.002. The

weight parameters of the multi-task model k is set to be

0.55, dropout rate is set to be 0.25 to reduce overfitting.

– Training data percentage Consider the limitation of

training data amount, there is probability that the result

of model can still improve if new training data is

coming. To test if the model is still under convergence,

we do each experiment with different training data

percentage from 0.2 to 1, with other settings remain the

same.

– Experiment setup All experiments were conducted on

a GPU cluster. The cluster is equipped with two 12-core

Intel(R) Xeon(R) E5-2650 v4 @ 2.20GHz processors

and 8 NVIDIA GeForce 1080Ti GPU with 10 GB video

Memory of each one.It runs Ubuntu 16.04, CUDA

9.0.176 and CUDNN 7.

4.2 Baseline models

In order to comprehensively evaluate the performance of

our multi-task model, we compare our proposed model

with several popular baselines for aspect terms extraction

and aspect category classification based on quesiton-an-

swering reviews respectively.

In ACC task based on question–answering reviews, we

build the following baseline models:

– LSTM(A): This model takes the answering text as

input, and uses LSTM network to model the answering

text, then the hidden state representations will be used

for aspect category classification task.

– LSTM(Q) This model takes the question text as input,

and uses LSTM network to model the question text,

Table 1 Training data

distribution
Statistics Domain

Digital Beauty Luggage

Aspect categories 7 11 12

The number of Q&A text pairs 2427 2927 2876

Most frequent aspect category IO Efficacy quality

Q&A text pairs contained most frequent aspect category 908 911 868

Maximum words of aspect term 8 8 7

Minimum words of aspect term 1 1 1
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then the hidden state representations will be used for

aspect category classification task.

– LSTM(Q1A) This model takes question text and

answering text as input, and uses LSTM network to

model the question context and answering context, then

the final hidden state representations is obtained by

concatenating the hidden state representations of ques-

tion text and answering text.

– Bi-LSTM This model takes the question text as input,

and uses Bi-LSTM network to model the question text,

then the hidden state representations will be used for

aspect category classification task.

– Multi-task This model is a variation of our proposed

model for aspect category classification. Compared

with ours, it ignores the relevant information between

question text and answer text.

– Multi-task1Attention (MTA) This proposed model of

ours is used for question–answering aspect category

classification by constructing a multi-task learning

framework. Aspect category classification task is based

on Bi-LSTMs with attention mechanism to better

represent question text.

In ATE task based on question–answering reviews, we

build the following baseline models:

– CRF This method uses conditional random fields to

extract aspect term from question text. It uses character-

level embeddings learned from Skip-gram model as

input.

– Bi-LSTM: This method uses Bi-LSTM to model

question text, and then leverages a softmax layer for

aspect term extraction.

– Bi-LSTM1CRF This method uses Bi-LSTM to model

question text, and feed the hidden states into a CRF

layer for aspect term extraction.

– Mulit-task This model is a variation of our proposed

model for aspect term extraction. Compared with ours,

it ignores the relevant information between question

text and answer text.

– Mulit-task1Attention (MTA) This proposed model of

ours is used for question–answering aspect term

extraction by constructing a multi-task learning frame-

work. Aspect term extraction task is conducted based

on Bi-LSTM and CRF.

4.3 Experimental result and model comparison

Tables 2, 3, 4, 5, 6 and 7 show the performance of pro-

posed model with other baseline models, divided by task of

ACC and ATE. Since the curve trends on different domains

are similar, we only show and describe the figures of one

domain. Experiments are conducted with full training data

and single GPU to get a overview of all well-trained

models. By analysis, we can draw the following

conclusion:

For aspect category classification task, the performace

of LSTM(Q) is obviously better than LSTM(A) which

proves the idea that question text tends to be more

Table 2 Results of aspect category classification in luggage domain

Model Precision Recall F1 Accuracy

LSTM(Q) 0.6062 0.5571 0.5630 0.6298

LSTM(A) 0.3696 0.3328 0.3220 0.4268

LSTM(Q?A) 0.6525 0.5909 0.5994 0.6656

Bi-LSTM 0.5864 0.5200 0.5354 0.6268

Multi-task 0.6046 0.5660 0.5691 0.6238

MTA(ours) 0.6143 0.5746 0.5774 0.6358

Table 3 Results of aspect term extraction in luggage domain

Model Precision Recall F1

Bi-LSTM 0.6061 0.6477 0.6262

CRF 0.6056 0.2567 0.3605

Bi-LSTM?CRF 0.6125 0.6417 0.6268

Multi-task 0.5863 0.6388 0.6114

MTA(ours) 0.5883 0.6955 0.6374

Table 4 Results of aspect category classification in beauty domain

Model Precision Recall F1 Accuracy

LSTM(Q) 0.5790 0.5356 0.5433 0.6859

LSTM(A) 0.4031 0.3509 0.3579 0.4829

LSTM(Q?A) 0.5631 0.5449 0.5462 0.6844

Bi-LSTM 0.5425 0.5054 0.5085 0.6592

Multi-task 0.5169 0.5011 0.4971 0.6503

MTA(ours) 0.6281 0.5526 0.5646 0.6992

Table 5 Results of aspect term extraction in beauty domain

Model Precision Recall F1

Bi-LSTM 0.5791 0.6503 0.6127

CRF 0.5920 0.3525 0.4419

Bi-LSTM?CRF 0.5891 0.6118 0.6002

Multi-task 0.5941 0.6355 0.6141

MTA(ours) 0.5993 0.5629 0.5806
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important than answering text. Moreover, LSTM(Q?A)

outperforms LSTM(Q) and LSTM(A) which inspires us

that the combination of question text and answering text

could improve the performance of aspect category classi-

fication. The multi-task model without attention mecha-

nism achieves the improvement of 3:3%ðAaccÞ and

2:0%ðFaccÞ in digital domain, 1:6%ðAaccÞ and 2:0%ðFaccÞ
in beauty domain and 0:9%ðAaccÞ and 1:1%ðFaccÞ in lug-

gage domain which proves that multi-task model could

improve the performance of aspect category classification

with the help of extracted aspect information. Further, the

Multi-task?Attention model achieves the improvement of

2:1%ðAaccÞ and 5:5%ðFaccÞ in digital domain, 3:5%ðAaccÞ
and 3:7%ðFaccÞ in beauty domain, 2:8%ðAaccÞ and

1:8%ðFaccÞ in luggage domain which proves that the

attention mechanism could capture the most relevant aspect

information between question context and answering con-

text and enhance the representation of question text.

For aspect term extraction task, the model Bi-

LSTM?CRF achieves the improvement of 3:2% in digital

domain, 0:8% in beauty domain, and 1:5% in luggage

domain compared with Bi-LSTM which proves that Bi-

LSTM could learn the context information of question text,

but softmax layer ignores the interaction of tag sequence.

CRF layer introduces state transition matrix which can

make use of sentence level tag information to improve the

performance of aspect term extraction. Multi-task model

without attention mechanism outperforms Bi-LSTM?CRF

for the improvement of 1:2% in digital domain, 0:8% in

beauty domain and 1:4% in luggage domain which con-

firms our intuition that aspect category information is

helpful to distinguish aspect term from other words unre-

lated to aspect information. Further, Multi-task?Attention

model achieves the improvement of 0:6%, 0:8%, 2:4% in

three domains which indicates that the performance

improvement of aspect category classification can further

enhance the performance of aspect terms extraction.

Simultaneously, to evaluate the affect of DP, we further

conduct more experiments.

We first evaluate the efficiency performance of DP by

vary the GPU number we use across. Results are shown in

Fig. 3. Time includes training time, predicting time and

evaluating time. Several conclusions can be drawn from

this figure. First, for the fixed mini-batch size 32, total time

cost is decreasing in general. For our model, the best result

shortens the time by half in digital domain of ACC task. As

for others, time shortens 43% and 45% in beauty and

luggage domain accordingly. The observation shows the

excellent effect of DP. Next, we can notice that the greatest

time reduction happens between no parallelism and 2-GPU

DP in most cases. This is reasonable because DP’s

implementation can greatly benefit the model’s perfor-

mance. And with the raise of GPU number, the extent of

time reduction reduces, reaching the optimum in 6-GPU

cases then begins to rise. As we know, aggregating gradient

updates is a critical step in DP. The rise can be explained as

the communication overhead has surpassed the time cost

reduction brought by distribution.

Comparison of all baselines of ACC task and ATE task

accordingly are shown in Fig. 4. We use the optimal GPU

number of 6. We can notice that our model reaches the

highest F1-measure score in all three domains in both ATE

and ACC tasks when trained with 20% of training data,

with notable improvements of 7.4% in digital domain,

3.6% in beauty domain and 35.8% in luggage domain

respectively for ACC task; 6.2% in digital domain, 7.6% in

beauty domain and 6.0% in luggage domain respectively

for ATE task. Moreover, the chart lines of our proposed

model are flatter than the baselines’. Preceding observa-

tions can prove the robustness of our model when the

training data is inefficient. Somehow, we may also notice

that the result seems still tend to go up when we use all of

our training data, which could be a signal that the model is

still under its best performance.

We further conduct experiments on our model with

different training set proportion, across different number of

GPUs. Certain observations can be found on Fig. 5. First,

it’s easy to notice that the higher proportion of training

data, the better result we got. The result of 20% training

data is turbulent through different GPU number, indicates

the model’s lack of training data. Besides, F1-measure

score of other training data proportion behaves rather

Table 6 Results of aspect category classification in digital domain

Model Precision Recall F1 Accuracy

LSTM(Q) 0.7996 0.6919 0.7115 0.7883

LSTM(A) 0.4917 0.4492 0.4476 0.5301

LSTM(Q?A) 0.7920 0.7304 0.7421 0.7986

Bi-LSTM 0.7778 0.6706 0.6775 0.7642

Multi-task 0.8140 0.6883 0.7113 0.7745

MTA(ours) 0.8186 0.6906 0.7492 0.7965

Table 7 Results of aspect term extraction in digital domain

Model Precision Recall F1

Bi-LSTM 0.6519 0.5834 0.6158

CRF 0.7173 0.1136 0.1961

Bi-LSTM?CRF 0.6672 0.6454 0.6561

Multi-task 0.6643 0.6471 0.6556

MTA(ours) 0.6293 0.6867 0.6567
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stable through all numbers of GPU. At last, we compared

precision, recall, F1-measure score and Accuracy of our

model differs on number of GPUs we use. Figure 6 shows

the trend. we can notice that the result varies little on

different evaluation matrix from GPU 1 to 8. The perfor-

mance has no loss in thus change. Results above can be

proofs of our model’s robustness.

Experimental results prove that our proposed multi-task

model could make full use of the correlation between

aspect category classification and aspect term extraction to

improve the performance interactively. Besides, the

experiment results confirm our two intuitive hypotheses

according to characteristics of question–answering style

reviews which are that the question texts are more

Fig. 3 Time cost of multiple baselines and our model with different GPU utilization number

Fig. 4 F1-measure score of baselines trained with different proportions of training data in three domains

Fig. 5 F1-measure score of our model with different GPU utilization number and different training data proportion
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important than answering texts for aspect category classi-

fication task and attention mechanism could capture the

most relevant aspect information that is mentioned by both

the question text and the answer text to improve the per-

formance of aspect category classification. To end with, the

GPU cluster can accelerate model training massively with

few negative impacts in our experiments.

4.4 Error analysis

In order to figure out the the limitations of the proposed

model, we carefully analyze the misclassified samples in

the test set and find the factors that lead to errors as fol-

lows. The first factor is imbalanced data distribution which

make the model tend to predict the aspect categories that

contain more question–answering text. For example, in the

digital domain, 22.95% of misclassified samples are pre-

dicted to be ‘‘IO’’. Similarly, in beauty domain and luggage

domain, misclassified samples tend to be predict to be

‘‘efficacy’’ and ‘‘quality’’. The second factor is that in order

to reduce word segmentation errors, we choose character-

level embeddings rather than word-level embeddings for

aspect term extraction and aspect category classification,

but modeling only one single word may cause our model

unable to model the real semantic/syntactic information of

a clause or the whole sentence which results in perfor-

mance degradation of the subsequent model. The third

factor is that the semantic information of some aspect terms

are ambiguous in different contexts which lead to the dif-

ficulty of aspect category classification. For the data par-

allelism, we should be aware of that the optimum of GPU

utilization number changes with the size of the data. The

relationship between data size and the optimum GPU uti-

lization number is remained unclear.

5 Conclusion

In this paper, we propose a multi-task neural learning

framework based on question–answering text for address-

ing aspect category classification and aspect term extrac-

tion simultaneously and explore its performance on GPU

clusters. The initial inspiration comes from our analysis of

characteristics of question–answering style reviews and the

correlation between aspect category classification and

aspect term extraction, i.e., extracted aspect information

can assist aspect category prediction and aspect category

information is advantageous to distinguish aspect term

from other words unrelated to aspect information. In

addition, the motivation of using GPU clusters comes from

making full use of advanced training resources, including

abundant training data, faster computing speed and more

computing power. Experimental results prove that our

proposed multi-task model outperforms other baseline

models on GPU clusters.

6 Future work

Q&A-style reviews, as a novel form of online review, have

great research value. We have achieved some research

results in this paper and some previous work [31, 32], but

there are still many aspects to be studied and improved.

Our future work would like to focus on the followings:

– In order to better model the clause and the whole

question sentence, we would like to introduce more

complex and powerful pretrained language model to

model local contextual information for improving the

performance of aspect category classification, because

GPU clusters can process and train more larger and

complex neural network models in an acceptable train-

ing time.

Fig. 6 Precision, recall, F1-measure score and accuracy of our model with increase in the number of GPUs
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– In question–answering text, in addition to the associ-

ation between aspect term and aspect category, aspect

category and aspect sentiment polarity are also related,

thus, we would like to make use of the correlation

between aspect category classification and aspect

sentiment classification to bulid a joint learning model.

– Considering there may be more than one relevant aspect

terms mentioned by both question context and answer

context, we would try to conduct aspect category

classification for multiple aspect terms simultaneously.
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