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Abstract Cloud computing is an emerging model in which
computing facilities are provided as a service and accessed
using Internet hence organizations prefer data outsourcing to
the cloud servers. Currently, organizations produce a large
amount of data and expect increased availability, scalability
and security. When data is migrated to cloud, security and
availability of the data must be verified since the critical data
of the organizations lies outside the data owner premises.
To enhance the availability of the data the data owners pre-
fer replicating data to more than one cloud servers. Thus
there will be pre-defined SLAs between the cloud service
provider (CSP) and the data owners that include payment of
fees measured in terms of GB per month for data replication.
We need to have a protocol which ensures that the cloud
service provider is replicating the data storage based on the
pre defined SLAs. In this paper we propose a protocol called
“Secure Provable Data Possession scheme with Replication
support in the Cloud using Tweaks” that prevents the CSP
cheating the data owner by maintaining fewer replicas than
the agreed one in the SLAs and also supports dynamic data
operations.We illustrate the performance of our schemewith
experimental analysis and prove that it performs better than
the existing systems.
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1 Introduction

The advent of emerging computing technologies such as
service-oriented architecture and cloud computing has ena-
bled us to perform business services more efficiently and
effectively. Cloud storage enables users to remotely store
their data and enjoy the on-demand high quality cloud appli-
cations without the burden of local hardware and software
management. A cloud storage system is considered as a
large-scale distributed storage system that consists of many
independent storage servers. Cloud computing is a concept
that treats the resources on the Internet as a unified entity, a
cloud. Users just use services without being concerned about
how computation is done and storage is managed. The cloud
supports redundant, self recovering and scalable program-
ming models that allows workloads to recover from many
hardware and software failures.

Hence organizations and enterprises are showing huge
interest in migrating their sensitive and important data to
the cloud. More than half of all businesses utilize cloud ser-
vices, with 95% of the general public using cloud in at least
one form, according to a recent study from Soliant Con-
sulting [20]. Cloud usage is expected to become even more
widespread in 2017, with Soliant estimating that 36% of all
data will be stored in the cloud by the end of 2017.

Cloud service (storage) providers such as Microsoft
Azure, Amazon S3 invite data owners to store sensitive data
on their storage servers. These providers attracts the data
owners by offering various storage and security facilities.
Currently, Microsoft’s virtual private storage service [21],
Amazon’s virtual private cloud [22] etc., offers virtual private
storage space for data storage. The data or the information
that are stored in these types of cloud server’s by the data
owner is referred as data outsourcing and they are managed
by the respective cloud service providers. Sowhen the data or
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application is being outsourced by an enterprise to the cloud
service providers, their privacy becomes a very challenging
task because the data owners (the cloud computing clients)
have to trust the cloud providers on many fronts, especially
on the availability of cloud service as well as data security.
Therefore the Service Level Agreements (SLAs) forms an
integral part of a data owner’s first line of defense. Further
security defenses are hosted along with the other user data on
the cloud and are controlled by the service-providers. Thus
other than the SLAs user can’t hold a complete control over
data security over his own critical data [15].

Data replication is a technique used by organizations to
improve the availability of data. The explosive growth of data
generated by organizations emphasizes the need for creating
a new and advanced approach for data recovery and replica-
tion. Organizations need high speed data replication solution
for enabling efficient backup and to reduce recovery time.
However, because data capacity requirements are growing
so rapidly, organizations are migrating to cloud based stor-
age solution for their sensitive data backup and replication.
Cloud data replication services provide cost savings and per-
formance improvements. The cloud based data replication
systems does not provide any evidence regarding the storage
of multiple copies of data. The CSP can collude a single copy
of data to make it look like they are storing many copies of
the data, whereas in reality they only store a single copy.

Considering all the issues mentioned above we propose
our model called “Secure Provable Data Possession scheme
withReplication support in theCloudusingTweaks (SPDPR-
Tweaks)” that has the following properties

(1) It enhance the security of the outsourced data with a
strong encryption scheme.

(2) Generates “n” unique replicas for a data block in a com-
putationally efficient manner.

(3) Supports dynamic operations on the replicas.
(4) It supports provable data possession that allows data

owner to store all the “n” replicas of a data block in a stor-
age nodes provided by the CSP and verify the integrity
of the replicas by challenge–response protocol.

The rest of this paper is organized as follows. In Sect. 2,
we present literature survey. Section 3 presents our system
model. Section 4 illustrates our integrity preserving storage
model and Sect. 5 illustrates our new tweak based PDP-R
scheme. In Sect. 6 detailed algorithms for dynamic data sup-
port are given. Section 7 explores the challenge–response
paradigm and in Sect. 8 we conclude the paper.

2 Related works

ProvableData Possession (PDP) schemeswere introduced by
Ateniese et al. [3]. PDP is a technique that allows users, and

the data owner, to check the integrity of their data without
retrieving it. Ateniese et al. [3] have proposed a provable
data possession (PDP) scheme that supports data appending
operation which allows users to add new blocks at the end of
the file. In their scheme the data owner before uploading the
data to the cloud will split the File F into equal size blocks
{b1,b2,b3,. . .,bn}, where n is the total number of blocks. The
data owner will generate a unique tag for every outsourced
block and store these tags in their trusted storage space. The
data blocks are then outsourced in the cloud. During auditing
phase the data owner send challenge message that contains
the set of data blocks to be verified. The data owner will
request the cloud service provider to generate tags for the
specified data blocks. The data owner can then verify the
response by using tags stored in the trusted storage space.
If the returned tags match the stored ones, the data file F
is not tampered. The absence of dynamic operations is the
major pitfall in this method. To overcome this Erway et al.
[9] proposed a scheme that supports dynamic operations on
the outsourced blocks using rank-based authenticated skip
lists which supports provable updates. This scheme is not
efficient due to the use of authenticated skip list.

Xu et al. [12] proposed a new concept to prove the server
data possession. In their algorithm, the client creates tags as
polynomials and considers the file blocks as coefficients to
polynomials. The proof procedure is based on polynomial
commitment and uses evaluation in the exponential instead
of bilinear maps. This idea is based on Lagrangian interpo-
lation.

Replication is a method adopted in distributed environ-
ments like cloud in which data are stored across multiple
sites in a network to enhance the availability andminimize the
bandwidth consumption. The advantage of data replication is
speeding up data access, reducing access latency and increas-
ing data availability (Berl et al. [6], Long et al. [13]). Static
replication strategies follow deterministic policies; therefore,
the number of replicas and the host node is well defined and
predetermined (Long et al. [13], Ghemawat et al. [10]) have
proposed a Google File System (GFS) method to grab data
replication. They have proposed a static method for replica-
tion which provides fast response, high availability, and high
efficiency. The limitation of this algorithm is that a fixed
replica number is used for all files which may not be the best
solution for data.

Cidon et al. [8] have proposed a MinCopysets method
which is a simple general purpose scalable replication
scheme. MinCopysets has decoupled the mechanisms used
for data distribution and durability. MinCopyset method
incurs significant overhead on storage operations. Zeng and
Veeravalli [19] have presented an optimal load balancing
technique for large-scale cloud data centers that are com-
posed of numerous Raw Data Server and many Meta Data
Servers connected by arbitrary networks. In their algorithm
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the number of replicas of each object is based on the demand
rate for the object.

Dynamic strategies for data replication in cloud environ-
ments is proposed by, Bai et al. [5] they have used Response
Time-BasedReplicaManagement (RTRM) to create a replica
for automatically enhancing the number of replicas based
on the average response time. The major drawback of this
method is low reliability, low load balancing and high repli-
cation cost. Boru et al. [7] have presented an energy-efficient
data replication method in cloud data centers. In this replica-
tion approach, every data object is permanently stored at the
Central Data Base (CentralDB) and depending on the access
pattern, it is replicated in data center DB and Rack DBs.The
problem with their approach is the cost of replication is high
and updation of replica is very time consuming process. Gill
and Singh [11] have presented an algorithm named Dynamic
Cost-aware Re-replication and Re-balancing Strategy with
the concept of knapsack problem to optimize the cost of repli-
cation. This algorithm has less consistency rate and response
time.

Multiple-Replica PDP (MR-PDP) technique was pro-
posed byCurtmola [14]which allows the data owner to verify
the replicas of the outsourced file available with the CSP.It
is the enhanced version of the method that was originally
proposed by Ateniese et al. [3]. Pseudo-Random Function
(PRF) was used to introduce some randomness in the repli-
cas. Different PRF keys are used to generate multiple data
copies. RSA signatures are used for tag generation. The dis-
advantages are the data is not encrypted, the size of RSA
signatures is huge and finally it deals only with static data.

Barsoum et al. [4] proposed a scheme to support multiple
replicas and data encryption. The data blocks in each copy
are appended to file blocks before encryption. AES encryp-
tion scheme is used for data encryption and BLS signatures
are used for tag generation. Dynamic data operations are sup-
ported with the help ofMerkle Hash Trees. The disadvantage
of this scheme is if a file has huge number of blocks, then
number of nodes in MHTwill be huge. The computation and
communication overhead is the bottle neck problem to this
algorithm performance. Considering all these limitations we
present our SPDPR-Tweaks model in the following sections.

3 System model

Our proposed system model is presented in Fig. 1 and it
consists of the following communication parties.

• The Cloud Service Provider (S): a third party who pro-
vides storage services to the data owners. The data owners
can upload their data blocks to the storage space provide
by S.

Fig. 1 System model for replication

• The data owner (D): is an enterprise or an individual who
outsources the data in the cloud. The D will divide the
file into fixed sized data blocks and generate multiple
replicas for the data blocks

• The User (U): who has limited access rights to share or
use the data block stored with the S.The User U will pos-
sess the valid decryption key to access all the encrypted
data blocks.

To outsource a file to cloud service provider, the data
owner encodes file F using some encoding technique such
as erasure code to obtain file blocks Fi = i 0, 1, 2, . . ., n−1.
Thus only a fraction of blocks Fi’s can recover the orig-
inal file F using the decoding algorithm of the erasure
code.

The data owner creates specific number of replicas for a
block before doing encryption operation. Tweaks (discussed
in Sect. 5) are used to generate unique replicas for every
data block. Each replicated block is encrypted with a secret
key. The encrypted replicas are outsourced to the storage
nodes managed by the cloud service provider S. These stor-
age nodes aremaintained in a hierarchical tree based structure
by the S and these storage nodes may be located at different
locations.

Asymmetric key algorithms are used for encryption. All
the authorized users are shared with the valid decryption key.
In order to access the data blocks the authorized users request
the CSP and download the encrypted blocks from the cloud
and decrypt it using the decryption key. The data owner can
verify the integrity of the replicas or request a trusted third
party auditor to do it. To do so, the data owner can challenge
the CSP to verify the integrity of the outsourced replicas
for this operation we present a challenge–response scheme
in Sect. 7 which is used to verify the integrity of the repli-
cas.
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4 Integrity preserving storage model with
replication support

We use the Merkle hash tree (MHT) based storage model for
providing security and preserving integrity for all replicas
of the outsourced data blocks. MHTs are used to authenti-
cate a set of n replicas with a constant size storage space
[1,2]. A MHT for a set of “n” replicas R1,…,Rn, is a binary
tree that has R1,. . .,Rn as leaves. An interior node of the tree
with children CL and CR is the hash of the concatenation of
its children (i.e., h(CL||CR), for h a collision-resistant hash
function. The value stored in the root of the tree thus depends
on all the values stored in the leaves of the tree and can be
used to authenticate all the leaf values. If the value of the
root of the tree is stored by the data owner, then all the leaves
of the tree can be authenticated by reading O(log(n)) hashes
from the tree. We give example of a MHT that can store a
maximum of eight replicas.

The binary tree structured merkle tree model shown in the
Fig. 2 has many limitations. If the number of blocks in the
file increases then the number of nodes in the MHT will also
increase. This problem will become severe when replication
of data blocks is essentially needed. The communication,
computation overheads will increase and it reduce the per-
formance of the system. To overcome this issue we propose
a modified MHT structure, in which we replace the binary
tree structure of the MHT to B+ tree structure. B+ Trees are
special case of binary trees. It stores all the blocks in the
leaf nodes. In a B+ tree there is an intermediary layer with
nodes. They do not have actual blocks stored instead they
are connected to the leaf node. Only the leaf node contains
the blocks in some sorted order. In our approach Leaf nodes
are connected through pointers to form a kind of linked list.

This linkage helps in efficient traversal of the data blocks. In
our approach the new block is always attached to the right
hand side of the B+ tree. The B+ tree based MHT structure
proposed in our approach has the following advantages.

• If file grows in its size, more blocks are needed to repre-
sent the file. Even in this case the performance of our
approach remains the same. It does not degrade like
the traditional binary tree structured merkle tree. This
is because all the blocks are maintained at leaf node and
all the nodes are at equi-distance from root. In addition,
if there is any overflow, it automatically re-organizes the
structure.

• Even though insertion and deletion are little complicated,
it does not leads to any significant increase in computa-
tion time.

In the Fig. 3 h(bi,R) represents the hashed value for all repli-
cas for the block “i” .The root node contains the hash value
for the entire file. It may be noted that a File F is represented
as a set of blocks {b0,b1,. . .,bn}. Figure 4 represents the data
access time when replication of data block is done. Com-
parison is done for the three variations of the MHT namely
binary tree, general tree and the B+ tree for the same number
of data blocks.

From the graph presented in Fig. 4 it is obvious that B+
tree based MHT approach performs better than the other two
approaches. Similarly we have also studied the performance
of B+ tree basedMHT approach without replication support.
Figure 5 shows the access time for data blocks without repli-
cation.

We carried out our experiments on text files. The file
is divided into a set of data blocks and they are repre-

Fig. 2 Merkle tree with eight
blocks
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Fig. 3 B+ tree based Merkle tree structure

sented as a storage nodes in B+ tree based MHT. We plot
the upload and download time for text files in Fig. 6. The
block size was typically set as 2 kB for the files. The graph
represents the upload and download time for a single data
block.

Fig. 6 Upload and download time

5 Tweak based secure PDP-R scheme

The tweak based PDP-R scheme is used to enhance the secu-
rity of the storagemodel discussed in the previous section and
to generate unique replicas for a given data block. The tweak
based Secure PDP-R algorithm is a three tuple algorithm that
consists of three methods namely

Fig. 4 Data access time with
replication support

Fig. 5 Data access time
without replication
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Fig. 7 Tweak generation

(a) ASYMKeyGen()—Used to generate public and private
key pair.

(b) Tweak and replica generation method—It is a method
that generates tweaks which is used for generating
unique replicas.

(c) Encryption—It is a component used for encrypting the
replicas for a given block.

(a) ASYMKeyGen()
It is an asymmetric key generation algorithm that gen-

erates two keys namely public (KU) and private key (KR).
Private key is kept secret and the public key is shared with
all trusted users in the system. This algorithm is executed by
the data owner. We use elgammal based public key cryp-
tosystem to generate private, public key pairs [16]. This
cryptosystem is based on discrete logarithmic problem. The
security of this cryptographic technique depends on difficulty
in computing discrete logs in a large prime modules. The key
generation part of the elgammal cryptosystem is illustrated as
follows:

1. Generate a large prime p and a generator g of the multi-
plicative group Z∗

p.
2. Select a random integer a between 1,2,. . ., p−1.
3. Compute (ga)mod p.
4. KU = {p,g,ga}.
5. KR = a.

(b) Tweak and replica generation
(i) Tweak generation
Tweaks are generated to produce unique replicas for a

given block. Tweaks provide strong evidence to ensure that
the CSP is possessing all the replicated data copies as agreed

upon the SLA and also all the replicated copies are intact. In
addition tweaks enhance the security and produce good dif-
fusion. Hence when different tweaks are used with the same
plain text and the same key they produce different cipher
text. To generate tweaks the data owner generates “n” ran-
dom numbers by using a pseudo random number generator
(PRNG). Let { r1, r2,r3 . . . . . . . . .,rn} ∈ Z∗

N be the random
numbers generated, these “n” random numbers are used for
creating “n” replicas for a data block (“n” stands for the
agreed number of replicas to be stored by the cloud). Each
random number corresponds to creation of one replica for the
given data block. Figure 7 presents the diagrammatic repre-
sentation of tweak generation.

The following algorithmgenerates tweaks that are attached
with the replicated blocks before encryption.

1. Generate “n” random numbers { r1, r2,r3 . . . . . . . . ., rn}
∈ Z∗

N by using a PRG algorithm, here “n” stands for the
required number of replicas to be generated.

2. Move all the random numbers generated to an array R[],
such that R[i] corresponds to the ith random number.

3. Generate counters for all the “n” replicas for all the “m”
blocks.

iv= { the value for iv will be given the data owner }

for i=1 to m do

for j = 1 to n do

C[i][j]=iv

iv++

end for

end for
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4. Generate tweak for all the “n” replicas of all “m” blocks.

for i=1 to m do

for i = 1 to n do

let T[i][j]= C[i][j] ⊕ R[i]

Tweak[i][j]=H(T[i][j]) , here H is a collision resistant one way hash function 

end for 

end for .

(ii) Replica generation
This algorithm is run by the data owner to generate mul-

tiple replicas for the given data block. Before generating the
replicas the entire file is preprocessed to produce a tag. For
all the “m” blocks for a given file F a unique SEED is gener-
ated. SEED value will be computed only once i.e at the time
of outsourcing the file F to the CSP. SEED is generated as
follows:

V1 =E(K,b1)
for i = 2 to m do

Vi = E(K,[bi⊕ Vi-1])
end for

SEED= Vi || len(F)

OnceSEED is generated “n” replicas for all the “m”blocks
for a given file can be generated by the following algorithm.

for i = 1 to m do
for j=1 to n do

replica[i][j]=SEED⊕ tweak[i][j]⊕ bi

end for
end for

(c) Encryption
Once replicas are generated, they are encrypted and

outsourced to the cloud. An asymmetric key encryption algo-
rithm is used for encryption and decryption. Encryption is
done with the private key KR and the decryption is done with
the public keyKU. The encryption algorithm needs the public
key KU and the message block bi as input.

1. Let bi be the message block to be encrypted.
2. Select a random integer “r” such that r ∈ Zn .
3. Compute γ = gr mod p.
4. Let α = bi* (ga)r.
5. Themessage blockbi canbe encrypted using the equation

C-i = { α, γ }.

The encrypted data blocks are uploaded to the CSP.

5.1 Performance of Tweak based secure PDP-R scheme

The performance of the proposed scheme is measured in
terms of storage overhead and computation cost.

Storage overhead
Storage overhead is a measure use to identify the extra

space required to store the information other than the out-
sourced data blocks. The storage overhead needed for the
tweak based PDP scheme is much lesser when compared to
the other tree based PDP schemeswith dynamic data support.
The tweakbasedPDP schemeneeds to store theB+ tree based
MHTfor the outsourcedblockswhich results in the extra stor-
age requirement on the CSP side. The B+ treeMHT structure
has to be accessed for every dynamic data operations and also
during the challenge–response (discussed in Sect. 7) time.
Figure 8 represents the CSP storage overhead for both the
traditional tree based PDP and the proposed tweak based
PDP. It can be noted that in our proposed scheme the CSP
storage overhead is independent of the number of data block
this is because we use a B+ tree based merkle tree structure,
in this structure all the data blocks are represented in the leaf
nodes. These leaf nodes are equiv distant from the root node.
Thus our B+ tree based MHT structure of height h and a
minimum degree t always satisfies the equation h < = logt
(n + 1)/2, where n is the number of replicas stored in the leaf
nodes.

In all the traditional the tree based PDP approach the CSP
storage overhead is linear with the number of data blocks.
Hence the storage overhead increases as the number of block
increases. In our approach by reducing the storage overhead
we can reduce the payment of fees by the data owners calcu-
lated in GB/month for replicating the data storage.

Computation time
Wenow consider the computation time from the CSP side.

The Computation time is measured in terms of the crypto-
graphic and tree operations done on the data blocks. The
computation time also includes the system setup time and
challenge–response protocol execution time. The compu-
tation time also provides strong evidence that all the data
blocks including the replicas are consistent and not cor-
rupted. From the plot on the Fig. 9, it can be observed that
the timing curve for tree based PDP grows more than our
proposed tweak based PDP for the same number of data
blocks .This is because the computation expression in the
tree based PDPs contains more terms than our proposed
approach.

6 Algorithms for dynamic data operations support

These algorithms are run by the data owner to perform any
operation on the outsourced data blocks. The data owner
sends the Update request to the cloud service provider with
the parameters <FileId,BlockId>. The output of this algo-
rithm would be the updated version of the block in the
file.
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Fig. 8 Storage overhead versus
no. of replicated copies

Fig. 9 Computation time
versus no. of replicated copies

Insertion operation

1. When the new block is inserted, Tweak is computed and
attached to the new block.

2. Replica generation algorithm is executed for generation
of ‘n’ replicas for the new block.

3. Replicas are encrypted using the elgammal based encryp-
tion scheme.

4. The new block is inserted after the last block of the file.

Modification operation

1. Compute�bi = =b -i− =biwhere b -i stands for themodified
block bi .

2. Encrypt �bi using elgammal based encryption method.
3. Compute E(bi)* E(�bi) (by homomorphic property of

encryption).

Deletion operation
When one block is deleted, indices of all subsequent

blocks are moved one step forward thus maintaining the B+
tree structure.

Fig. 10 Block operations

To study the performance of the dynamic data operations
on the outsourced blocks we conducted experiments on mul-
tiple blocks. These experiments are executed from the data
owner side. The update operation includes block insert, mod-
ify operations in addition to creation of tweaks. We ran the
experiments for block update on a 1 MB file with a file block
size of 128 bytes. The experiments are run by inserting and
modifying 2 to 50% number of file blocks. The results are
depicted in Fig. 10.
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Table 1 Challenge–response scheme between the data owner and the
CSP

S/N Data owner Cloud service provider

1 Generates a random key r
and s ∈R ZN

2 Computes gs = gs mod N

3 send r, gs to the remote
cloud server

4 Generates random
coefficients {aj =
PRF(j)}1 ≤ j ≤ m

5 Computes R = (gs) .
∑

m
j=1 aj .bj mod N

6 send R to the data owner

7 Generates a set of random
coefficients {aj =
fr(j)}1≤j≤m

8 Computes (Taj mod N) mod
N

9 Computes R′ = P s mod N

10 Checks R′ ?= R

7 Challenge–response protocol design

Challenge–response is a protocol used by the data owner to
verify the integrity of the outsourced blocks in the cloud
[17,18]. Data owner has two options for such verifica-
tion namely (a) Deterministic (b) probabilistic. In the first
approach the data owner challenge the CSP to verify the
integrity of the entire outsourced block including the repli-
cas. In later case only a fewblocks fromall the copies are used
for verification. In our approach we use the secondmethod of
integrity verification. In probabilistic approach we use only
a fraction of outsourced blocks for integrity verification and
it accounts for the entire block verification. To choose the
blocks for integrity verification we use a pseudo random
number generator which generates random number that cor-
responds to the block number for which the integrity to be
verified. The challenge–response protocol has a set up phase
inwhichpublic parameters are sharedbetween thedata owner

and CSP these parameters are used during integrity verifica-
tion. During this phase the data owner computes tweaks Tj

for each block using the tweak generation process.
During the challenge phase the data owner generate a ran-

dom number that corresponds to the block number for which
the integrity has to be verified. In our algorithm the data
owner generate a set of random co efficient to challenge the
CSP, this property ensures that CSP cannot cheat the data
owner by simply sending the response (the same challenge
message) without doing any computation on the data stored
in CSP side. The challenge and verification between the data
owner and the CSP is based on the quadratic residues over the
multiplicative cyclic group over modulo N with a generator
g. Thus s ∈R ZN is kept secret and the generator g and r are
kept public. In Table 1 we present the challenge–response
mechanism in detail.

Setup

1. Compute N = pq is the RSA modulus (p and q are prime
numbers).

2. Let g is a generator of QRN (QRN is the set of quadratic
residues modulo N).

3. Public key pk = (N, g) and private key sk = (p, q).
4. f is a pesudo-random function.
5. File F = {b1, b2,…, bm}.
6. Data owner generates tweak Tj for each block bj.
7. The tweaks are stored on the owner side and the file is

sent to the remote server.

We present the performance of our challenge–response
scheme with other PDP schemes in the Table 2. The perfor-
mance comparison is made for a file which is split into “m”
number of blocks and with “n” number of challenges

8 Conclusion

Cloud computing is a technology that is continuously grow-
ing, and it is expected to successfully change the way we uti-
lize information and communication technology resources. It
also raises the demand for trust and security in cloud enabled

Table 2 Performance comparison

Performance parameters Basic PDP scheme PDP schemes with
remote integrity checks

PDP Schemes at
untrusted sources

Our scheme

Data owner computation overhead Linear with the size of the file O(m) O(m) O(1)

CSP computation overhead Linear with the size of the file O(n) O(n) o(1)

Data owner storage overhead NO NO NO NO

CSP storage overhead O(m) O(m) O(m) O(m)

No of challenges that can be made Unbounded Unbounded Unbounded Unbounded

Probabilistic/deterministic approach Deterministic Both Probabilistic Probabilistic
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technologies. Hence security will become more important
and will be a decision criterion for enterprises moving ser-
vices into cloud computing technology. In this paperwe listed
various security concerns thatmay arise because ofmigrating
the sensitive data to the cloud by organizations. Generally a
data ownermay request the cloud service provider to replicate
some or all of their sensitive data to increase the availability
and to enhance the performance. In the current scenario suf-
ficient protocols are not there to ensure that the cloud service
provider ismaintaining the required number of replicas based
on the SLAs. To overcome such issues we have proposed
our “Secure Provable Data Possession scheme with Replica-
tion support using Tweaks” scheme. The tweaks generated
in our approach helps to generate unique replicas for a block.
The proposed encryption method strengthens our approach.
We have also suggested a probabilistic challenge–response
scheme to verify the integrity of the blocks. Extensive anal-
ysis shows that our scheme is provable secure, and the
performance evaluation shows that our scheme is better than
the existing protocols.

Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.
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