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Abstract
Assessments of the climate impacts of energy technologies and other emissions sources 
can depend strongly on the equivalency metric used to compare short- and long-lived 
greenhouse gas emissions. However, the consequences of metric design choices are not 
fully understood, and in practice, a single metric, the global warming potential (GWP), 
is used almost universally. Many metrics have been proposed and evaluated in recent 
decades, but questions still remain about which ones perform better and why. Here, we 
develop new insights on how the design of equivalency metrics can impact the outcomes 
of climate policies. We distill the equivalency metric problem into a few key design 
choices that determine the metric values and shapes seen across a wide range of dif-
ferent proposed metrics. We examine outcomes under a hypothetical 1.5 or 2 ∘C policy 
target and discuss extensions to other policies. Across policy contexts, the choice of time 
parameters is particularly important. Metrics that emphasize the immediate impacts of 
short-lived gases such as methane can reduce rates of climate change but may require 
more rapid technology changes. Differences in outcomes across metrics are more pro-
nounced when fossil fuels, with or without carbon capture and storage, play a larger role 
in energy transitions. By identifying a small set of consequential design decisions, these 
insights can help make metric choices and energy transitions more deliberate and effec-
tive at mitigating climate change.
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1 Introduction

Efforts to mitigate climate change, such as replacing coal with natural gas in the energy 
sector (Brandt et  al. 2014; McJeon et  al. 2014; Zhang et  al. 2016; Alvarez et  al. 2012; 
Alvarez et al. 2018; Tanaka et al. 2019; Mallapragada and Mignone 2017; Klemun and 
Trancik 2020), may involve a tradeoff between short-lived greenhouse gases (e.g., meth-
ane,  CH4) and long-lived carbon dioxide  (CO2). Equivalency metrics are frequently used 
to convert emissions of various gases into equal mass emissions of  CO2 (in  CO2-equivalent 
units). These metrics enable decision-makers to assess the climate impacts of technolo-
gies and policies on a single scale. For example, they are used to evaluate the climate 
impacts of different energy technologies and infrastructure investments, communicate 
and compare policy proposals to reduce emissions, and establish exchange rates between 
gases in emissions trading schemes.

One metric, the global warming potential (GWP) with a time horizon of 100 years 
(Lashof and Ahuja 1990; Rodhe 1990), is used almost universally for these purposes 
(Cherubini et al. 2016; Levasseur et al. 2016). It has also been adopted as the official met-
ric for implementing the Paris Agreement (United Nations 2019), with plans to review 
and potentially revise this choice in the future. The GWP(100) was initially proposed as a 
placeholder over 30 years ago to illustrate the difficulties in comparing greenhouse gases to 
one another (Schmalensee 1993; O’Neill 2000; Shine 2009). Over the intervening decades, 
critics have questioned its choice of impact measure and arbitrary time horizon, which 
captures neither the near-term impacts of short-lived gases such as  CH4 nor the long-term 
impacts of  CO2 (Eckaus 1992; Ocko et al. 2017; Fesenfeld et al. 2018; Daniel et al. 2012). 
They argue the GWP(100) was not designed to inform major decisions, and that it is past 
time to reevaluate its use and consider alternatives (Shine 2009; Plattner et al. 2009).

A variety of metrics have been proposed to address these critiques and provide alterna-
tives for operationalizing climate policies and evaluating the energy technologies currently 
attracting hundreds of billions of dollars in investments (International Energy Agency 
2019). Some of these metrics compare emissions over different time horizons or based 
on different physical impacts (Shine et al. 2005; Gillett and Matthews 2010; Peters et al. 
2011; Sterner et al. 2014; Shine et al. 2015; Mallapragada and Mignone 2020; Sarofim and 
Giordano 2018). Others are inspired by a climate policy goal (Edwards and Trancik 2014; 
Shine et al. 2007; Johansson 2012) or calculated using forecasts of the costs (and, occa-
sionally, benefits) of mitigation using an integrated assessment model (Reilly and Richards 
1993; Kandlikar 1996; Manne and Richels 2001). As with the GWP(100), these alternative 
metrics express non-CO2 emissions in  CO2-equivalent units, allowing direct comparisons 
between technologies and policies with different  CO2 and non-CO2 impacts.

In lieu of proposing drop-in replacements for the GWP(100), some have called for 
restructuring the ways in which emissions are exchanged in climate policy to account for 
the different lifetimes of greenhouse gases. Discussions in this area have focused on the rel-
ative benefits of single- versus multi-basket emissions policies, where multi-basket policies 
group emissions based on lifetimes and limit or prohibit trading between baskets (Godol 
and Fuglestvedt 2002; Daniel et al. 2012). Multi-basket policies can help ensure emissions 
reductions across all climate forcing agents and reduce uncertainty in the climate outcomes 
of policies. However, prohibiting trade also reduces flexibility in the mitigation pathway, 
potentially increasing policy costs (Tanaka et al. 2010).

More recently, researchers have proposed a middle ground where a change in pulse 
emissions of long-lived greenhouse gases is equated to a permanent change in the 
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emissions rate of a short-lived greenhouse gas (Smith et  al. 2012). A metric called the 
GWP* (and various approximations; Collins et al. 2020) has been proposed as an alterna-
tive to the traditional GWP for comparing these pulse and rate emissions (Allen et al. 2016, 
2018; Cain et al. 2019). The GWP* can be directly used in assessments that focus on emis-
sions pathways, for example in evaluating emissions reduction pledges to the Paris Agree-
ment (Lynch et al. 2020). However, because it requires knowledge of the future stream of 
short-lived emissions, the policy contexts in which it is applicable are constrained to those 
where future emissions can be controlled. It is less applicable to assessing energy technol-
ogy choices or evaluating and implementing less durable emissions reduction policies.

Despite these many proposals for new metrics, a comprehensive understanding of the 
consequences of metric design choices is missing. Many existing analyses focus on cata-
loging metric design choices and the intentions behind them (Schmalensee 1993; Tanaka 
et  al. 2010; Manning and Reisinger 2011; Tol et  al. 2012; Boucher 2012; Deuber et  al. 
2013; Mallapragada and Mignone 2017, 2020; Fuglestvedt et  al.  2003; O’Neill 2003; 
Plattner et al. 2009). For example, the existing literature has shown how different metric 
designs relate to one another and to the Global Cost Potential (GCP) and Global Damage 
Potential (GDP) (Tol et al. 2012; Deuber et al. 2013; Mallapragada and Mignone 2020). 
However, relating the design of metrics to one another does not necessarily provide insight 
on the consequences of applying those metrics. Such insights are important for allowing 
decision-makers to select an equivalency metric to match their objectives.

Some studies have begun to fill this gap in understanding by comparing different met-
rics in specific use cases. For example, researchers have studied how metrics can influence 
assessments of the relative attractiveness of technologies with different  CO2 and non-CO2 
emissions intensities for climate change mitigation. Life cycle assessments have highlighted 
the particularly critical role the choice of equivalency metric plays in evaluating the climate 
impacts of natural gas, biofuels, and other energy sources with high  CH4 emissions (Edwards 
and Trancik 2014; Alvarez et al. 2012; Frank et al. 2012; Edwards et al. 2017; Boucher and 
Reddy 2008; Fuglestvedt et al. 2009; Cherubini et al. 2016; Levasseur et al. 2016).

Other studies have begun to explore the consequences of different metric choices by simu-
lating the effects of applying them in various climate policies. This research has shown that 
“equivalent” emissions of  CO2 and  CH4 can result in very different climate impacts over time 
under a single-basket emissions policy, including overshoots of climate policy thresholds and 
different temperature outcomes and definitions of “net-zero” (Fuglestvedt et al. 2000; Edwards 
and Trancik 2014; Edwards et al. 2016; Daniel et al. 2012; Smith et al. 2013; Fuglestvedt et al. 
2018; Tanaka et al. 2021; Wigley 2021). Other work has shown that the choice of metric can 
influence the costs of mitigation (Ekholm et al. 2013; Reisinger et al. 2013; Harmsen et al. 
2016; van den Berg et al. 2015) and the distribution of mitigation burdens across regions and 
sectors of the economy (Brennan and Zaitchik 2013; Strefler et al. 2014).

A growing subset of this literature uses integrated assessment models to explore the costs 
of applying various metrics, typically with an exogenously applied radiative forcing or tem-
perature limit. Because climate outcomes are constrained, these studies focus on the extent 
to which different metrics increase the costs of mitigation, compared to a case with opti-
mal emissions reductions for individual gases. The estimated additional costs (relative to the 
optimal solution) of choosing GWP metrics with shorter time horizons (e.g., 20 years) are 
generally small (less than 5% of total mitigation costs, though this amount can still be large 
in absolute terms) (Godol and Fuglestvedt 2002; Johansson et al. 2006; Strefler et al. 2014), 
whereas metrics with longer time horizons (and thus lower impact values assigned to  CH4) 
can lead to higher costs and major differences in mitigation choices (Brennan and Zaitchik 
2013; Harmsen et al. 2016; Ekholm et al. 2013; Reisinger et al. 2013).
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Here we aim to contribute new insight to this literature by systematically exploring the con-
nection between metric design choices and policy consequences. We examine the consequences 
of metrics in terms of climate outcomes and energy transitions under an emissions policy 
designed to limit global temperature change. First, we ask which metric design choices are most 
influential in determining metric values. We identify a few key metric design levers and vary 
these to generate a large set of potential equivalency metrics. This set covers metrics that have 
been discussed previously in the literature and also reveals new designs. Second, we ask how 
the choice of metric affects the outcomes of climate policies, focusing on differences in tem-
perature outcomes (without an exogenous constraint) and the underlying technology transitions.

Specifically, we simulate the energy technology choices and temperature changes that result 
when different metrics are applied in emissions policies designed to meet the Paris climate goals. 
We do not explicitly simulate the costs of different transitions because of the large uncertainties 
involved in predicting supply-side technology costs and demand-side changes. Rather, we design 
our simulation to span a wide range of different possible transition pathways and draw conclu-
sions about metric consequences that apply across those different pathways. These generalizable 
insights can help inform metric selection based on societal goals, such as reducing climate risks, 
supporting consumption or economic activity, and incentivizing energy transitions.

2  Methods

2.1  Metric design

2.1.1  Overview of design choices

The standard GWP compares greenhouse gases based on the cumulative heat trapping (or radia-
tive forcing) effects of pulse emissions,1 from a time of emission t = 0 over a fixed time horizon τ,

where ci(t�) represents the concentration of a gas i at time t′ , fi(t�) is the heat trapping abil-
ity per unit concentration (i.e., radiative efficiency), X represents a generic greenhouse 
gas, and K represents the reference gas  (CO2, if emissions are expressed in  CO2-equivalent 
units). Both c and f may also vary over time due to the saturation of carbon sinks with con-
tinued emissions and the nonlinear relationship between concentration and radiative forc-
ing for major greenhouse gases.

A number of alternatives to the GWP have also been proposed (see Table 1 for an over-
view of metrics from the literature). These metrics use different physical impacts, time-
frames, and other weighting factors to compare emissions and, unlike the GWP, may 
change with the time of emission t. Taken together, these metric designs μ(t) can be repre-
sented by the general equation

(1)GWP(�) =
∫ �

0
fX(t

�)cX(t
�)dt�

∫ �

0
fK(t

�)cK(t
�)dt�

,

1 Early discussions raised the question of whether the GWP should represent the integrated effect of unit 
mass (or pulse) emissions or the instantaneous effects of sustained (or step) emissions changes (O’Neill 
2000). Others have suggested that metrics should compare emissions over the lifetimes of technologies or 
investment decisions (Harvey 1993; Alvarez et al. 2012). We focus our discussion on metrics for comparing 
pulse emissions.
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where I(t�, t) represents the impact at time t′ of a gas emitted at time t and w(t�, t) is the 
weight assigned to these impacts at time t′ (which may vary with t). The choice of time 
parameters t1 and t2 determines the time horizon over which impacts are evaluated and may 
also vary with t. The impact measure I is most commonly expressed in physical units (e.g., 
radiative forcing, temperature, sea level rise, or precipitation change) but may also be in 
economic units (e.g., climate damages). The weighting function w is usually equal to one 
but may vary for metrics that use discounting, model output, or other methods to determine 
weights (Manne and Richels 2001; Edwards et al. 2016; Reilly and Richards 1993; Kand-
likar 1996; Johansson 2012; Wigley 1998; Manning and Reisinger 2011).2 (For the GWP, I 
in Eq. 2 is a combination of f and c in Eq. 1 and w = 1.)

The parameters in Eq. 2 can be varied to create many metric designs, including those 
previously discussed in the literature as well as new ones. These metrics may be static or 
time-dependent. A static metric assigns the same value to emissions regardless of when 
they occur. Static metrics define equivalency in various ways. For example, the GWP com-
pares emissions based on their integrated radiative forcing impacts over a fixed duration 
(typically 100 years) (Stocker et al. 2013). The most commonly discussed alternative, the 
global temperature potential (GTP), is defined based on the relative temperature impacts of 
emissions a fixed length of time after they occur (Shine et al. 2005). Other static metrics 
have also been designed on the basis of various physical impacts, including radiative forc-
ing, temperature (Gillett and Matthews 2010; Peters et  al. 2011; Kirschbaum 2014), sea 
level rise (Sterner et al. 2014), and precipitation (Shine et al. 2015), or based on economic 
factors such as the forecasted costs and benefits of reducing emissions of different gases 
(Schmalensee 1993; Reilly and Richards 1993; Deuber et al. 2013; Tol et al. 2012). Since 
the impacts of short-lived greenhouse gases such as  CH4 decay more quickly (relative to 
 CO2), metrics that emphasize impacts close to the time of emission assign a higher equiva-
lency value to these gases.3

Other metrics allow the equivalency value assigned to gases to depend on the time of 
emission, resulting in a time-dependent metric. With physical metrics, this is accomplished 
by defining the year or range of years when impacts are evaluated relative to a particular 
time of interest, such as when a climate threshold is expected to be reached. These met-
rics compare emissions based on their impacts, typically radiative forcing or temperature, 
at a particular point in time (Edwards and Trancik 2014; Shine et al. 2007; Tanaka et al. 
2013; Abernethy and Jackson 2022) or summed up to a point in time (Edwards and Trancik 
2014). Other impact measures and weighting schemes can also be used. For example, with 
time-dependent economic metrics, emissions are typically compared based on the relative 
cost-effectiveness (or, less commonly, costs and benefits) of mitigation, given a simula-
tion with a specified policy objective and a set of mitigation cost assumptions (Manne and 

(2)�(t) =
∫ t2

tt
w(t�, t)IX(t

�, t)dt�

∫ t2
t1
w(t�, t)IK(t

�, t)dt�
,

2 Alternatively, the integration bounds could be defined from 0 to infinity, and the weight could be used to 
determine the time horizon by setting w = 1 for impact years within the time horizon and w = 0 for other 
impact years.
3 The opposite is generally true when comparing the climate impacts of very long-lived gases to  CO2; met-
rics that emphasize immediate impacts assign a lower equivalency value to these gases.
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Richels 2001). For many simulations, it has been shown that these metrics may be well 
approximated using physical parameters and a discount rate (Johansson 2012).

Time-dependent metrics can take on a variety of shapes. When formulated around a 
climate threshold, both physical and economic metrics increase the value assigned to short-
lived gases as the threshold approaches. After this time is reached, a metric may continue 
to emphasize the immediate impacts of emissions (Edwards and Trancik 2014; Shine 
et al. 2007; Abernethy and Jackson 2022) (taking on a constant value). We refer to metrics 
with this design as increasing metrics. Among time-dependent metrics, increasing met-
rics have received the most attention in previous literature. Increasing metrics in Table 1 
include physical metrics such as the ICI, CCI, and DGTP, and economic target-based met-
rics such as the CETP and GCP. In contrast, a metric that places a high initial value on 
short-lived gases and decreases over time can also be used. These decreasing metrics (and 
static approximations) have been proposed as a way to closely follow a particular climate 
pathway (Wigley 1998; Tanaka et al. 2009; Manning and Reisinger 2011; Wigley 2021), 
although previous discussion of these metrics is limited.

Alternatively, a metric may increase initially but then relax its emphasis on the immedi-
ate impacts of emissions and evaluate impacts over increasingly long time periods. This 
results in a metric that decreases the value assigned to short-lived gases after the time of 
interest. We refer to these metrics, which increase as a policy target is approached and 
decrease afterwards, as hybrid metrics, because they combine increasing and decreasing 
shapes. The hybrid metric is a new proposal made in this study and addresses some of the 
motivations for both increasing and decreasing metrics.4 We hypothesize that hybrid met-
rics can enable decision-makers to reach a target level of climate change and remain at this 
level after the target is reached, without permanently assigning high penalties to short-lived 
gases. This feature may be especially useful for sectors where completely eliminating  CH4 
emissions is infeasible (e.g., agriculture and small residual uses of fossil fuels).

Discounting, if applied, would affect the weighting function w in Eq.  2. Discount-
ing in metrics can be used with the goal of guiding emissions decisions toward a set of 
reductions that are forecasted to be optimal, based on a simulated mitigation pathway. 
Such metrics necessarily rely on a set of assumptions about future changes in technology 
costs, market responses, or the costs of damages. Depending on the integrated assess-
ment model used for the simulation, these assumptions may be represented more explic-
itly (e.g., as technology cost changes with time and production) or less explicitly as an 
economy-wide marginal abatement cost curve or damage function. In this paper we focus 
on a wider set of metric values (rather than solving for an optimal metric), recogniz-
ing the uncertainty in these assumptions. We ask whether conclusions can be drawn that 
cover many possible metric values.5

Various sources of uncertainty can affect the parametric and structural features of 
different metric designs (i.e., the parameter values and functions employed in specific 
realizations of Eq. 2). These uncertainties may be physical, including uncertainty in 

4 A recent paper has also demonstrated that cost-effective metrics can take on an increasing-and-decreasing 
shape for pathways that include substantial overshoots of temperature targets (Tanaka et  al. 2021), but it 
takes a different approach methodologically than that employed here, solving for an optimal metric as the 
output of a simulation of the cost-effective mitigation pathway under a set of assumptions about the future 
costs of mitigation.
5 Numerically, the effect of changing the time horizon in physical metrics such as the GWP can achieve 
similar effects on metric values to applying different discount rates to physical impacts (Sarofim and 
Giordano 2018; Mallapragada and Mignone 2020), as seen in Eq. 2.

Climatic Change (2022) 175:4 Page 7 of 27    4



 

1 3

the removal rates of greenhouse gases or the temperature response to radiative forcing 
(Reisinger et  al. 2010; Olivié and Peters 2013). They can also be definitional, such 
as ambiguity in what background state to use when modeling the climate impacts 
of pulse emissions (Reisinger et  al. 2011) and which indirect effects and feedbacks 
to include (Shindell et  al. 2009; Gasser et  al. 2017; Sterner and Johansson 2017). 
Uncertainty in impacts tends to increase along the causal chain from emissions to 
concentrations, radiative forcing, temperature and other physical climate changes, and 
ultimately climate damages (Fuglestvedt et al. 2003; Boucher et al. 2009). Some met-
rics use external information to select the time horizon, such as the time when cli-
mate impacts are expected to peak under a climate policy (Edwards et al. 2016; Aber-
nethy and Jackson 2022), or to determine the marginal cost of abating greenhouse gas 
emissions, optimal discount rate (and discount function), or cost of climate damages 
(Boucher 2012). These inputs are also subject to uncertainty.

2.1.2  Metric examples

We vary the design choices reviewed in Section 2.1.1 to calculate a set of equivalency met-
rics for consideration in this study. These examples are chosen to span the wide range of 
shapes and values in the equivalency metric design space, to enable us to draw generalizable 
conclusions about metric design choices and their consequences that apply across a range of 
decarbonization pathways. These metric examples can all be calculated by varying the time 
parameters and impact measures in Eq. 2 and setting the weights w to one. We consider a 
total of sixteen metrics as well as the GWP(100). These metrics include four shapes (static, 
increasing, decreasing, and hybrid), two treatments of time (instantaneous and cumulative), 
and two indicators of impact (radiative forcing and temperature change). We discuss addi-
tional metric designs in Section D of the Supplementary Information. We focus on metrics 
for  CH4 due to its shorter lifetime (compared to  CO2) and large contribution to the climate 
impacts of energy systems and other sectors of the economy.

First, we consider a static instantaneous metric (μSI) and static cumulative metric (μSC),

 where t0 is the present day, τ is the time horizon or time of interest (expressed in years, 
e.g., 2050), I(a,b) is the impact at time a of a gas emitted at time b, X is a generic green-
house gas (e.g.,  CH4), and K is the reference gas (e.g.,  CO2). Second, we consider an 
increasing instantaneous metric (μII) and increasing cumulative metric (μIC),

�SI(�) =
IX(�, t0)

IK(�, t0)

�SC(�) =
∫ �

t0
IX(t

�, t0)dt
�

∫ �

t0
IK(t

�, t0)dt
�
,

𝜇II(𝜏, t) =

{
IX(𝜏, t)∕IK(𝜏, t) t < 𝜏

IX∕IK, t ≥ 𝜏

𝜇IC(𝜏, t) =

{∫ 𝜏

t
IX(t

�, t)dt�∕∫ 𝜏

t
IK(t

�, t)dt� t < 𝜏

IX∕IK, t ≥ 𝜏
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 where t is the time of emission, IX/IK is the ratio of the instantaneous impacts of gases X 
and K, and other variables are defined above. Third, we consider a decreasing instantane-
ous metric (μDI) and decreasing cumulative metric (μDC),

Finally, we consider a hybrid instantaneous metric (μHI) and hybrid cumulative metric 
(μHC),

Figure 1 presents values for these eight metric design choices using both radiative forc-
ing and temperature impacts and for an example time of interest τ that is 50 years after 
the present day. We describe the calculation of radiative forcing and temperature impacts 
I from emissions in Section 2.2 and Section A.4 of the Supplementary Information. The 
time of interest τ can also be selected based on the time when climate impacts are expected 

𝜇DI(t) =

{
IX∕IK t = t0

IX(t, t0)∕IK(t, t0), t > t0

𝜇DC(t) =

{
IX∕IK t = t0

∫ t

t0
IX(t

�, t0)dt
�∕∫ t

0
IK(t

�, t0)dt
�. t > t0

𝜇HI(𝜏, t) =

⎧⎪⎨⎪⎩

IX(𝜏, t)∕IK(𝜏, t) t < 𝜏

IX∕IK t = 𝜏,

IX(t, 𝜏)∕IK(t, 𝜏), t > 𝜏

𝜇HC(𝜏, t) =

⎧
⎪⎨⎪⎩

∫ 𝜏

t
IX(t

�, t)dt�∕∫ 𝜏

t
IK(t

�, t)dt� t < 𝜏

IX∕IK t = 𝜏

∫ t

𝜏
IX(t

�, 𝜏)dt�∕∫ t

𝜏
IK(t

�, 𝜏)dt�. t > 𝜏

Fig. 1  Examples of metrics for comparing the climate impacts of  CH4 and  CO2 emissions, in units of grams 
 CO2-equivalent per gram  CH4. We present static, increasing, decreasing, and hybrid metric shapes that use 
cumulative (C, dashed lines) or instantaneous (I, solid lines) designs, calculated using radiative forcing 
(RF) or temperature change (ΔT) as the indicator of impact. These metrics cover the spectrum of weighting 
approaches in previously proposed designs (see Table 1) as well as new ones. Static, increasing, and hybrid 
metrics are calculated for a time of interest 50 years after the present day; decreasing metrics define the pre-
sent day as the time of interest
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to near a threshold as defined by a particular policy and set of mitigation scenarios. In 
Figs.  3 and  4, for example, τ is defined by the peak radiative forcing and temperature 
change expected under a 1.5 and 2 ∘C policy (see Section 2.2 and Section A.4 of the Sup-
plementary Information for a discussion of these mitigation scenarios). (See also Edwards 
and Trancik (2014), Edwards et al. (2016), and Abernethy and Jackson (2022) for further 
discussion of threshold-based metrics.)

Temperature metrics take on higher values than radiative forcing metrics for a given 
time horizon (as seen in Fig. 1). However, radiative forcing also peaks earlier than tem-
perature change for a given mitigation scenario. As a result, the time parameters for the 
radiative forcing metrics are shorter than those for the temperature metrics, when these 
parameters are calculated based on the timing of peak climate (radiative forcing or tem-
perature) impact. Since these two effects partially cancel, the radiative forcing and tem-
perature metrics are more similar in Figs. 3 and 4 (which use a time of interest of 2049 
for radiative forcing and 2078 for temperature change under a 1.5 ∘C policy and 2059 and 
2095, respectively, for 2 ∘C) than in Fig. 1 (which uses a single time of interest of 50 years 
after the present day).

Except for the role the choice of impact may play in selecting time parameters, variation 
in metric values due to the choice of impact measure is somewhat constrained (Peters et al. 
2011; Johansson 2012; Shine et al. 2005). This is explained by the fact that, with physical 
metrics, the ratio of different greenhouse gas impact measures (e.g., temperature change 
and sea level rise) generally approaches the ratio of their radiative efficiencies as the time 
of evaluation t′ approaches the time of emission t. Further from t, moving along the causal 
chain from radiative forcing to temperature change to sea level rise places increasingly 
more value on short-lived gases, because the latter processes have more inertia (Solomon 
et al. 2010; Sterner et al. 2014).6 Economic cost-effectiveness metrics typically approach 
a lower maximum value than purely physical metrics, but only because they include dis-
counted impacts beyond the target year, a form of weighting (Tanaka et al. 2013). Metrics 
based on economic damages depend on the damage function, which is difficult to deter-
mine with confidence but is often estimated as a simple function of temperature change 
with economic discounting (Hammitt et al. 1996). Perhaps due to these large uncertainties, 
climate damage metrics are largely discussed from a theoretical perspective and are not 
typically proposed for real-world applications.

In contrast, the choice of time parameters t1 and t2 (and the weighting function w, which 
we do not vary in these example metrics) strongly influence metric values (Tanaka et al. 
2010; Mallapragada and Mignone 2017; Peters et al. 2011). In fact, a large number of met-
ric designs, including many metrics previously discussed in the literature as well as new 
ones, can be well represented by choosing a single impact measure and varying t1 and t2. A 
metric that uses a constant time horizon will be static, whereas one that varies with the time 
of emission will be time-dependent (increasing, decreasing, or hybrid). For example, for 
increasing metrics, the time horizon shrinks as the time of emission approaches the time of 
interest (e.g., the climate impacts are expected to peak). Within each shape, instantaneous 
metrics evaluate impacts at a point in time, and cumulative metrics aggregate impacts up 
to that point in time. Instantaneous metrics generally assign lower impact values to short-
lived gases such as  CH4 than cumulative metrics (except when impacts are evaluated at the 
time of interest, at which point they are equal). For time-dependent metrics, instantaneous 

6 Precipitation changes are more complicated because they result from different counterbalancing impacts 
from radiative forcing and temperature (Shine et al. 2015).
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metrics also have a larger rate of change than cumulative metrics, which take on higher 
values and change more slowly over time.

2.2  Simulations of metric consequences

We use two simulations to explore the consequences of equivalency metric design 
choices in terms of the potential effects of different metric formulations on energy sys-
tem transitions and climate outcomes (see Fig. 2 for an overview). We focus on simu-
lating the case of a single-basket emissions policy designed to limit global tempera-
ture change, in which a budget is set for all emissions (in  CO2-equivalent units) and 
a metric is used to establish exchange rates among different gases. This setup follows 
the approach introduced in the Montreal Protocol and later adopted in the Kyoto Pro-
tocol and also reflects the standard format for communicating Nationally Determined 
Contributions to the Paris Agreement (Daniel et  al. 2012). We also arrive at several 
conclusions about the consequences of metric design choices that are more generally 
applicable to other policies, as we indicate in our discussion of the results and summa-
rize in Box 1 in Section 4.

The first simulation (“Simulation 1,” Fig. 2) examines the effects of applying vari-
ous metrics on the radiative forcing, temperature, and emissions intensity outcomes of a 
global, economy-wide policy constraining  CO2-equivalent emissions, while the second 
simulation (“Simulation 2,” Fig.  2) further resolves the underlying technology transi-
tions involved in meeting an emissions constraint applied to the electricity sector. In the 
first simulation, we consider changes in emissions intensity from economy-wide con-
sumption, while the second simulation focuses in greater detail on a particular sector 

Metric Design

Metric Consequences

Simulation 1

Step 1: Set economy-wide emissions 
budget pathway to comply with a 1.5 or 

Step 2: Model outcomes (i.e., radiative 
forcing, temperature, and emissions 
intensity) of using different metrics in a 
single-basket emissions policy.

Simulation 2

Step 1: Set emissions budget for the 
electricity sector using budget from 
Simulation 1 and equal percent reductions 
across all sectors.

Step 2: Model outcomes (i.e., electricity 
supply mix) of using different metrics to 
plan electricity transitions.

Fig. 2  Schematic overview of methods in this paper, including metric designs and two simulations for 
assessing metric consequences economy wide and in the electricity sector. Improved understanding of met-
ric consequences can improve metric design (represented by the feedback arrow in the diagram)
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(electricity) in order to allow for an investigation of the potential range of underlying 
technology portfolios that could be used to reduce the emissions intensity of that sector 
(i.e., emissions per unit electricity generated). Both simulations are highly simplified 
and contain only as much detail as is needed to examine the potential consequences of 
different metric designs in terms of climate outcomes and technology transitions.

These two simulations extend a framework for testing equivalency metrics developed in 
Edwards et  al. (2016) (which focuses on radiative forcing) to examine emissions policies 
designed to limit temperature change to 1.5 or 2 ∘C. The framework consists of two steps 
(see Fig. 2): (1) calculate a  CO2-equivalent emissions budget pathway that would meet the 
policy target if all emissions were  CO2 and (2) simulate technology or emissions choices to 
meet the emissions budget using a given metric. We perform these tests using various met-
rics (described in Section 2.1.2) to examine how the choice of metric influences the impacts 
of climate policies. Section A of the Supplementary Information discusses our methods for 
examining metric design consequences in further detail. We describe the process for calcu-
lating emissions budgets (Section A.1) and simulating the consequences of metric design 
globally (Section A.2) and in the electricity sector (Section A.3). We also discuss our simple 
climate model (Section A.4).

Step 1 selects a climate policy target and calculates a  CO2-equivalent emissions budget 
pathway to meet that target. We focus here on both 1.5 and 2 ∘C climate policies. To cal-
culate annual emissions budgets for each of these policies, we use the GWP(100) to deter-
mine  CO2-equivalent emissions in the starting year and solve for the future reductions that, 
if all emissions were  CO2, would satisfy a 1.5 and 2 ∘C temperature constraint. Emissions 
budgets eB(t) evolve from initial levels e0 according to a changing exponential growth rate 
g(t�) (see also Allen et al. (2009) and Section A.1 of the Supplementary Information),

The result is a unique  CO2 emissions budget pathway that specifies annual allowed 
 CO2-equivalent emissions that, if they were entirely  CO2, would meet the temperature 
target (1.5 or 2 ∘C). Under our modeled scenarios, radiative forcing and temperature are 
expected to peak in 2049 and 2059, respectively, for the 1.5 ∘C policy and 2078 and 2095 
for the 2 ∘C policy, and these peak years are used to define τ (see Section 2.1.2) for the met-
rics presented in Figs. 3 and 4.7

We use impulse response functions to estimate the impacts of greenhouse gas emissions 
on concentrations, radiative forcing, and temperature change. These functions take the gen-
eral form

(3)eB(t) = e0 exp

[
∫

t

t0

g(t�)dt�
]
.

7 We note that many modeled scenarios for meeting a 1.5 ∘C end of century target involve a temporary 
overshoot of the temperature target (Tanaka and O’Neill 2018). Our emissions reduction scenarios are more 
ambitious than what would be needed in such a peak-and-decline scenario. We also do not simulate sce-
narios with net-negative greenhouse gas emissions. The approach we develop to define the budget pathway 
could be easily extended to cases where the temperature reaches 1.5 ∘C at the end of the century after a 
temporary overshoot or those with significant use of negative emissions technologies (e.g., by modifying 
Eq. 3 to allow for net negative, rather than net zero, emissions and updating Eq. 5 to include a term for  CO2 
removals).
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where  IRFx(t) is the impulse response function, τx,i are time scales, and ax,i are frac-
tions whose sum is one. We use parameters from the Intergovernmental Panel on Cli-
mate Change (IPCC) Fifth Assessment Report (Stocker et al. 2013) for concentration and 
radiative forcing and parameters from an ensemble model study for temperature change 

(4)IRFx(t) = ax,0 +

n∑
i=1

ax,i ⋅ exp

(
−t

�x,i

)
,

Fig. 3  Metric values (grams  CO2-equivalent per gram  CH4), emissions intensity relative to present day 
(unitless), radiative forcing  (Wm− 2), and temperature (∘C) outcomes of alternative metrics designed around 
a 1.5 ∘C policy target. We present metrics with static, increasing, decreasing, and hybrid shapes; cumulative 
(C) and instantaneous (I) formulations; and radiative forcing (RF) and temperature (ΔT) impact measures. 
Dotted gray lines show results for the GWP(100), and solid black lines show the climate outcomes of the 
budget scenario if all emissions were  CO2. Dashed gray lines in the second row indicate present-day emis-
sions intensity levels, and dashed gray lines in the bottom row show the 1.5 ∘C temperature threshold.  CH4 
and  CO2 intensities (as well as emissions, since consumption is constant) follow the same trends as the 
greenhouse gas (GHG) emissions intensity since mass reduction percentages for both gases are equal
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(Caldeira and Myhrvold 2013) (see Section A.2 of the Supplementary Information). We 
use these same functions in estimating both metric values and climate outcomes in our 
simulations, in order to examine the consequences of metric design choices without intro-
ducing variation due to differences in how the metrics and our model represent climate 
variables. The method we present here could be adapted using more detailed climate mod-
els or other representations of the climate response to emissions (Smith et al. 2018; Millar 
et al. 2017).

Fig. 4  Metric values (grams  CO2-equivalent per gram  CH4), emissions intensity relative to present day 
(unitless), radiative forcing  (Wm− 2), and temperature (∘C) outcomes of alternative metrics designed around 
a 2 ∘C policy target. We present metrics with static, increasing, decreasing, and hybrid shapes; cumulative 
(C) and instantaneous (I) formulations; and radiative forcing (RF) and temperature (ΔT) impact measures. 
Dotted gray lines show results for the GWP(100), and solid black lines show the climate outcomes of the 
budget scenario if all emissions were  CO2. Dashed gray lines in the second row indicate present-day emis-
sions intensity levels, and dashed gray lines in the bottom row show the 2 ∘C temperature threshold.  CH4 
and  CO2 intensities (as well as emissions, since consumption is constant) follow the same trends as the 
greenhouse gas (GHG) emissions intensity since mass reduction percentages for both gases are equal
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Step 2 simulates the use of different equivalency metrics to comply with the emissions 
budget designed above, both economy-wide and then in the electricity sector. For our 
economy-wide simulations, we focus on total global emissions. Our analysis focuses on 
 CO2 and  CH4 emissions, which together contribute over 90% of  CO2-equivalent emissions 
from well-mixed greenhouse gases using the GWP(100). We present a case in the main text 
where the emissions budget eB(t), defined by

is met with equal percent mass reductions in  CO2 and  CH4, where eK0 and eM0 are the 
initial  CO2 and  CH4 emissions, μ(t) is the metric, c(t) is consumption, and p(t) is the emis-
sions intensity of consumption (i.e., emissions per unit consumption). We study outcomes 
under different relative  CO2 and  CH4 reduction scenarios in Section C.2 of the Supplemen-
tary Information.

We solve for the value of c(t) ⋅ p(t) in each period to satisfy the emissions budget eB(t), 
given a chosen metric μ(t) and initial emissions eK0 and eM0. Both c(t) and p(t) are normal-
ized by the simulation starting year. The climate outcomes we examine are the resulting 
radiative forcing and temperature trends (see Step 1 and Section A.4 of the Supplementary 
Information for the method used to calculate climate impacts). We also examine the result-
ing emissions intensity pathway, which represents changes in the underlying supply-side 
and demand-side technology mix. Consumption is defined here to include the use of ser-
vices that emit greenhouse gases across all sectors of the economy.8 We do not explicitly 
resolve the contributions to emissions reductions from changes in c(t) and p(t); a lower 
value for c(t) shifts the feasible p(t) value upwards and vice versa. For simplicity, we pre-
sent results for changes in p(t) for a case where c(t) remains constant.

We also examine in greater detail how the choice of equivalency metric may affect tech-
nology transitions in the electricity sector. In this simulation, specific technologies and their 
emissions intensities are represented. We calculate an emissions budget for electricity glob-
ally by multiplying the economy-wide emissions budget by the fraction of current emis-
sions that come from electricity generation. We then calculate changes in the electricity 
generation mix required to meet demand and to satisfy the emissions budget using one of 
three technology decision rules, selected to cover a wide range of possible decarbonization 
transitions:

1. Natural Gas Bridge, where the electricity mix transitions, in order of preference, from 
coal to natural gas and then to low-carbon energy sources (e.g., solar, wind, and nuclear) 
as needed to meet the emissions constraint,

2. Low-Carbon Choices, where it transitions directly from fossil fuel generation (first coal 
and then natural gas) to low-carbon energy sources, and

3. Carbon Capture, where it transitions from coal to natural gas and then to fossil fuels 
with carbon capture and storage (CCS), with a further transition to lower-emissions 
energy sources if required to avoid exceeding the emissions budget.

Electricity demand is assumed to grow at 1% per year (International Energy Agency 
2019). We use present-day emissions intensity estimates for all technologies. Similar to the 

(5)eB(t) = c(t) ⋅ p(t) ⋅ (eK0 + eM0 ⋅ �(t)),

8 This approach differs from the simulations presented in Edwards et al. (2016), which included two hypo-
thetical “technologies” — one with higher  CO2 and lower  CH4 intensities and the other with higher  CH4 
and lower  CO2 intensities — and solved for the technology mix that would maximize consumption given 
the emissions budget and chosen equivalency metric.
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first simulation, changes to these assumptions would increase or decrease the rate of the 
transition but are not expected to change the qualitative trends reported. Natural gas, and to 
a lesser extent coal, results in significant life cycle  CH4 emissions (see Section A.3 of the 
Supplementary Information for emissions intensity values and Section C.3 for a sensitivity 
analysis for fossil fuel  CH4 intensities).  CH4 intensities may be reduced through policies 
targeting emissions throughout the supply chain, which would tend to reduce differences 
across metric outcomes. If the emissions budget cannot be met with given residual emis-
sions from low-carbon technologies, negative emissions from bioenergy with carbon cap-
ture and storage (BECCS) are introduced in later years.

Our simulations do not involve solving for the cost-optimal decarbonization tran-
sition as many previous studies do when examining the economic costs of differ-
ent metrics or identifying optimal metric values (e.g., Godol and Fuglestvedt 2002; 
Johansson et al. 2006; Strefler et al. 2014; Brennan and Zaitchik 2013; Harmsen et al. 
2016; Ekholm et al. 2013; Reisinger et al. 2013). Such studies typically use integrated 
assessment models and solve for optimal supply-side changes such as the electric-
ity mix and demand-side changes affecting consumption. These models necessarily 
involve forecasts of technology costs and the response of the economy to an emissions 
constraint or the effects of climate change. However, there is significant uncertainty, 
for example around the evolution of technology and other economic responses to cli-
mate policy. Given the large uncertainties involved, we focus instead on examining a 
range of possible decarbonization transitions and draw qualitative conclusions about 
metric consequences based on results from a range of transition scenarios.

The modeling approach presented here is designed to provide insight for a vari-
ety of policy contexts, including country- or sector-specific policies. Our results 
apply most directly to policies that limit long-term climate change by applying a 
 CO2-equivalent emissions budget designed around a physical climate target (e.g., 
a temperature threshold). This budget can be designed to keep long-term climate 
changes below an upper bound that is defined by the case in which all emissions 
in the  CO2-equivalent budget are  CO2. If a policy is designed without reference to 
a physical climate target limiting long-term climate change (and thus  CO2 emis-
sions), using equivalency metrics that assign a high impact value to  CH4 and other 
short-lived greenhouse gases can lead to substantially greater long-term temperature 
changes because they permit higher  CO2 emissions. We return to this important issue 
in the discussion section.

3  Metric design consequences

3.1  Emissions intensity and climate change

We examine outcomes from our economy-wide simulation (Simulation 1) for a set of 
sixteen equivalency metrics, representing a range of possible design choices (see Sec-
tion  2), as well as the GWP(100). These metric designs include four shapes (static, 
increasing, decreasing, and hybrid), two formulations (instantaneous and cumulative), 
and two impact measures (radiative forcing and temperature change). The time param-
eters are based on the year when climate impacts reach their maximum value under 
the budget scenario (where all emissions are  CO2). Radiative forcing and temperature 
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peak in 2049 and 2059, respectively, for the 1.5 ∘C policy and 2078 and 2095 for the 2 
∘C policy. The resulting metric values are presented in Figs. 3 and 4.

Climate outcomes vary across the four metric shapes and between cumulative and 
instantaneous formulations (see Figs. 3 and 4, third and fourth rows). Radiative forc-
ing and temperature change can temporarily exceed policy targets by a large margin 
for some metric designs. Static instantaneous metrics lead to the largest overshoots. 
The GWP(100) leads to large overshoots for the 1.5 ∘C policy but somewhat lower 
overshoots for the 2 ∘C policy, since the timeline for reaching this higher policy tar-
get is longer (and closer to 100 years). Decreasing metrics most closely follow the 
intended pathway of climate impacts in early years. Increasing and hybrid metrics 
lead to more rapid rates of climate change early on but limit peak climate impacts. 
Overshoots of intended maximum impact levels are higher for radiative forcing than 
for temperature change. Static instantaneous metrics exceed radiative forcing targets 
by approximately 16% for a 1.5 ∘C policy and 20% for a 2 ∘C policy, whereas they 
exceed temperature targets by 11% and 13%, respectively. Overshoots for increasing 
and hybrid instantaneous metrics are comparatively smaller, reaching 8% and 12% of 
radiative forcing for a 1.5 and 2 ∘C policy, respectively, and 5% and 8% of temperature 
change.

Metric design choices also carry consequences for the technology changes required to 
comply with an emissions policy. We estimate  CO2 and  CH4 emissions intensity over time 
(in units of mass per unit consumption), relative to emissions intensity in the first year of 
the simulation (see Figs. 3 and 4, second row). Requirements vary significantly across met-
ric designs. Instantaneous increasing and static metrics all lead to values close to present 
levels early on, whereas decreasing metrics (and to a lesser extent all cumulative metrics) 
lead to significantly lower values. This suggests that higher metric values, while they con-
strain rates of climate change, can require rapid near-term technology changes when they 
are applied without a ramp-up period. This is especially true in the case of decreasing met-
rics, which can require an immediate step change decrease in emissions intensities. A large 
reduction in emissions intensity is required across all metrics in later years. However, met-
rics that place a lower value on  CH4 in later years, including decreasing and hybrid met-
rics, permit higher long-term emissions intensities. While these differences appear small 
compared to current levels, they can be significant as a fraction of future (lower) emissions 
intensities.

Since our baseline scenario models equal percent mass reductions in  CO2 and  CH4, 
the relative emissions intensity pathways are the same for both gases. Real-world 
deviations from this assumption will depend on the availability and attractiveness of 
climate change mitigating technologies, as well as the design of the climate policy. 
Some emissions reductions may be achieved with improvements in current technolo-
gies (for example, fixing leaks in natural gas systems (Edwards et  al. 2021)), while 
others will be due to changes in the portfolio of supply-side technologies (for exam-
ple, a transition from natural gas to low-carbon energy sources). Reductions may also 
be traded across different sectors of the economy with different baseline  CO2 and 
 CH4 emissions. If  CO2 reductions are prioritized over  CH4, the relative  CH4 inten-
sity of the economy increases, and the differences in the outcomes across metrics are 
greater (see Section C.2 of the Supplementary Information). Or, if  CH4 reductions are 
sufficiently prioritized over  CO2, a policy risks being less effective at limiting long-
term climate change (Edwards and Trancik 2014). Policies that stipulate  CO2-specific 
reduction targets or cumulative  CO2 budgets can mitigate these risks by ensuring that 
 CO2 reductions are equal to or greater than these limits.
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Our analysis examines a situation where an emissions policy is first determined, 
and later one of a set of possible metrics is selected to establish equivalency between 
greenhouse gases. However, emissions policies may be set in other ways, with impli-
cations for metric consequences. If emissions budgets are designed to meet a climate 
policy threshold, or calculated using an exogenously-determined percent reduction 
target, changing the calculation of initial  CO2-equivalent emissions will also impact 
the trajectory of the emissions budget. The implications of using different metrics to 
calculate emissions budgets can be counterintuitive. Consider as an example a climate 
policy framed as a percentage reduction in  CO2-equivalent emissions relative to a 
base year. If the chosen metric is static, and if the emissions constraint is met by equal 
percent reductions in  CO2 and  CH4 emissions, the policy would lead to the same out-
come regardless of the metric value. However, outcomes differ if the metric is time-
dependent or if the choice of metric changes the relative mix of  CO2 and  CH4 reduc-
tions. A time-dependent metric with a low value in the base year and high values in 
later years will result in the lowest allowed emissions overall and the most stringent 
restrictions on  CH4 emissions. As a result, an instantaneous increasing metric leads to 
the smallest overall emissions under an exogenous percent reduction policy (see Sec-
tion C.1 of the Supplementary Information for further discussion).

Fig. 5  Electricity generation mix for a 1.5 ∘C policy using static, increasing, decreasing, and hybrid instan-
taneous radiative forcing metrics, under three scenarios: Natural Gas Bridge, Low-Carbon Choices, and 
Carbon Capture. Differences across metrics are initially more pronounced for scenarios that emphasize 
high-CH4-emitting fossil fuel generation (with or without CCS). Dashed horizontal lines indicate the ini-
tial level of fossil fuel generation, which immediately and significantly changes when applying decreasing 
metrics. Dashed vertical lines indicate the timing of, first, peak fossil fuel generation and, second, complete 
phaseout of unabated fossil fuel use using static metrics. This timing is similar (with the exception of the 
initial drop  in fossil fuel generation) for decreasing metrics and earlier for increasing and hybrid metrics. 
Note that the axes in this figure are shorter (2020–2070) than in Figs. 3 and 4 (2020–2100)

Climatic Change (2022) 175:4 4 Page 18 of 27



1 3

3.2  Electricity system transitions

We further examine the consequences of different metrics on technology transitions 
by focusing in on the electricity sector (Simulation 2). The purpose of this simulation 
is to study the technological changes that may be required to support reductions in 
emissions intensity, such as those shown in Figs. 3 and 4 (labeled “GHG intensity”), 
under different metrics. In this simulation, we allocate a portion of the overall emis-
sions budget pathway to the electricity sector under a 1.5 and 2 ∘C climate policy 
as described in Section 2.2. We examine a range of possible supply-side technology 
mixes to draw conclusions about metric differences that are robust to uncertainty 
about which technologies will ultimately be favored in a decarbonization transition. 
Specifically, we present electricity mixes over the next 50 years under three tech-
nology decision rules and for instantaneous static, increasing, decreasing, and hybrid 
radiative forcing metrics (see Section B of the Supplementary Information for cumu-
lative metrics).

Significant changes to the electricity generation mix are required across all metric 
designs and technology scenarios, but certain key differences in metric consequences 
are apparent (see Figs. 5 and 6). Decreasing metrics, which place a large emphasis on 

Fig. 6  Electricity generation mix for a 2 ∘C policy using static, increasing, decreasing, and hybrid instan-
taneous radiative forcing metrics, under three scenarios: Natural Gas Bridge, Low-Carbon Choices, and 
Carbon Capture. Differences across metrics are initially more pronounced for scenarios that emphasize 
high-CH4-emitting fossil fuel generation (with or without CCS). Dashed horizontal lines indicate the initial 
level of fossil fuel generation, which immediately and significantly changes when applying decreasing met-
rics. Dashed vertical lines indicate the timing of peak fossil fuel generation using static metrics. This timing 
is similar (with the exception of the initial drop in fossil fuel generation) for decreasing metrics and earlier 
for increasing and hybrid metrics. (Complete phaseout of unabated fossil fuel use does not occur within the 
time frame shown in this figure.) Note that the axes in this figure are shorter (2020–2070) than in Figs. 3 
and 4 (2020–2100)
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 CH4 emissions today, require an immediate 45% reduction in coal generation, whereas 
transitions under static, increasing, and hybrid metrics are less abrupt initially. How-
ever, phaseout of unabated natural gas use occurs earlier for increasing and hybrid 
metrics than for static or decreasing metrics under a 1.5 ∘C policy (by 5–10 years). 
(Complete phaseout of unabated fossil fuel use does not occur for a 2 ∘C policy within 
the time frame considered.) Static and decreasing metrics also permit more prolonged 
use of fossil fuels with CCS. Increasing and hybrid metrics lead to similar generation 
mixes since their values do not begin to diverge until after the metric time horizon; 
however, they do lead to differences in required BECCS generation toward the end 
of the simulation period under a 1.5 ∘C policy. In general, metrics that place a high 
impact value on  CH4 in later years also result in larger deployment of BECCS.

The differences across metrics are either muted or amplified depending on the 
electricity supply mix. These differences are more significant for scenarios that 
emphasize energy sources with high life cycle  CH4 emissions (e.g., natural gas and 
fossil fuels with CCS). These include the Natural Gas Bridge and Carbon Capture 
scenarios. The Low-Carbon Choices scenario, which transitions directly from the cur-
rent generation mix to energy sources that are both low-CO2 and low-CH4, depends 
less strongly on the choice of metric, since the  CH4 intensity of these technologies 
is lower. Differences across metrics also depend on the climate policy and are more 
significant for ambitious policies (e.g., the 1.5 ∘C policy considered here). The above 
observations are generally consistent with the trends in economy-wide emissions 
intensity in Figs.  3 and  4 but provide further insight into how those trends may be 
reflected in technology changes in a particular sector.

4  Conclusion

Over the past thirty plus years, a substantial literature has emerged on equivalency 
metric design, yet the potential consequences of choosing one metric over another in 
climate policy have not yet been comprehensively characterized. Many proposed met-
rics are inspired by reasonable objectives, yet their ability to achieve them has not 
been probed extensively. Perhaps as a result of the limited information available on the 
benefits or drawbacks of different metrics, alternative metrics have not seen significant 
uptake. However, more recently they have been discussed and applied in a small but 
growing set of engineering and policy analyses (e.g., Levasseur et al. 2016). The con-
sequences, and even the motivation, behind using an alternative metric in these cases 
is not always stated. It may be a desire to use a different impact measure, for example 
by replacing radiative forcing with temperature change, or to emphasize a particular 
problem of interest, for example by using a shorter time horizon to highlight the near-
term impacts of  CH4 emissions. By understanding how design choices change metric 
values, and the consequences of these values in use, decision-makers can make more 
informed metric choices that are linked to climate policy objectives.

In this paper we aim to contribute new understanding on the consequences of differ-
ent metric designs. We examine in detail the impacts of metric design for a single-bas-
ket emissions policy, while also discussing the implications in other policy contexts. 
When used to evaluate short-lived greenhouse gases, we find that cumulative metrics 
lead to lower overshoots of climate policy thresholds, compared to instantaneous met-
rics with the same formulation and time horizon. Static, instantaneous metrics lead to 
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the largest overshoots. Increasing, decreasing, and hybrid instantaneous metrics reduce 
these overshoots. Decreasing metrics can theoretically reduce rates of climate change, 
relative to other shapes, by imposing immediate and dramatic emissions cuts in early 
years which may be difficult to implement in practice. These differences across met-
rics are magnified under more ambitious climate policies and if technologies with high 
 CH4 intensities (i.e., coal and natural gas with or without CCS) play a large role in 
decarbonization transitions.

Metric choices also affect changes to the technology mix that are required by a mitiga-
tion scenario, as we show for the example of the electricity sector. Overall, metrics that 
place a high impact value on  CH4 early on require an accelerated phaseout of coal and 
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natural gas, whereas those with a high value later on place limits on sustained use of fos-
sil fuels with CCS at current  CH4 intensities of fossil fuel infrastructure. For metrics that 
increase the impact value assigned to  CH4 over time, deploying new  CH4-intensive tech-
nologies (e.g., CCS) may not be economical, as these assets may be stranded ahead of their 
design lifetime to meet emissions targets (Edwards et al. 2022).

Information about metric consequences can guide metric design, by identifying formu-
lations that are suitable for different contexts. Static integrated metrics are simple and can 
perform well when the time horizon is selected based on climate policy goals. They may 
be well-suited for cases where simplicity is favored over more precisely regulating impacts. 
Increasing and decreasing metrics each have different contexts where they may be appro-
priate. Increasing metrics allow more time for technology transitions because they result in 
less stringent emissions intensity targets today, while limiting overshoots of policy thresh-
olds. Decreasing metrics are effective at limiting initial rates of climate change, and permit 
less aggressive long-term mitigation, but can require rapid near-term technology change 
(and thus might be applied in end-use sectors where immediate emissions cuts are techni-
cally feasible and economical). Hybrid metrics, which increase initially and later decrease, 
combine some of the attractive features of both increasing and decreasing metrics. The 
approach presented here for selecting metrics based on their consequences can also be 
applied to other metrics and evaluation criteria.

Our simulations focus on the impacts of metric design for a single-basket emissions 
policy, but we also arrive at more generalizable insights that can inform decision-making 
on the selection of metrics across a variety of policy contexts. A user of our results may 
observe, for instance, that a decreasing metric emphasizes the immediate impacts of emis-
sions and thus leads to lower rates of temperature change, but that it requires significantly 
more rapid technology changes. With these types of generalizable insights, different user 
communities can better choose between decreasing metrics and other metric shapes in a 
variety of decision contexts, such as a sectoral or economy-wide emissions policy, a clean 
energy standard, or in technology evaluation and investment decisions. For example, a 
policymaker concerned about limiting rates of warming might prefer a metric that rapidly 
approaches a peak value that captures the immediate impacts of  CH4 emissions, whereas 
one concerned about managing retirement of existing fossil fuel fleets while meeting long-
term temperature targets might prefer a more slowly increasing metric.

Our results also help demonstrate how the implications of the choice of metric can 
depend on the design of the emissions policy. We design our emissions budgets such that 
they would meet a given temperature threshold if all emissions were  CO2. This approach 
is conservative in the sense that it limits long-term temperature changes, which are driven 
by cumulative  CO2 emissions (Matthews et al. 2009). Other approaches to designing emis-
sions budgets may lead to a potential for higher long-term temperature change. One way to 
address this challenge in emissions markets is via a “do no harm” rule that uses different 
metrics for offsetting  CO2 and  CH4 emissions (Allen et al. 2021). Interactions between the 
budget design and metric selection can also lead to initially counterintuitive results, espe-
cially if metrics are time-dependent. For example, a policy that defines emissions limits 
based on a percent reduction relative to a base year would lead to the greatest emissions 
reductions if there is a large difference between initial metric values (when the base year is 
defined) and later metric values (when emissions must be reduced) (Klemun and Trancik 
2020).

The choice of metric is important across sectors and scales. Our results focus on global 
impacts because climate change depends on the total emissions resulting from many 
decentralized technology and policy decisions. However, metric values also impact the 
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distribution of mitigation requirements (and therefore costs) across countries and commu-
nities, by changing the relative emphasis placed on short- versus long-lived greenhouse 
gas reductions. Similarly, the choice of metric may influence the pace of mitigation across 
energy, industry, and other sectors in an economy-wide policy. For example, food systems 
(and especially livestock; Gerber et al. 2013) have high life cycle  CH4 emissions and com-
prise a significant fraction of total  CO2-equivalent emissions (Crippa et al. 2021). Metrics 
that place a high impact value on  CH4 both penalize actions that emit high levels of  CH4 
today and provide greater rewards for efforts to mitigate these emissions in the future. How 
the choice of metric affects  CH4-intensive activities therefore depends on the level of  CH4 
emissions as well as the ease of mitigating these emissions. Different actors may favor par-
ticular metrics based on their assessment of the expected mitigation costs they imply. Chal-
lenges in reducing  CH4 emissions also vary across sectors and actors, and prospects for 
adopting new metrics in these contexts may differ.

The choice of metric is important today, since many conventional technologies have 
high life cycle  CH4 intensities, and this choice may become increasingly important if the 
global economy transitions to technologies with higher life cycle  CH4 intensities and lower 
 CO2 intensities, or if policies focus heavily on  CO2 reductions (Klemun and Trancik 2020). 
Energy systems in particular represent over 70% of total emissions, and they pose a cen-
tral challenge for climate change mitigation where many technologies (especially natural 
gas) have high  CH4 intensities that may be difficult to reduce (International Energy Agency 
2019; Edwards et  al. 2021). Accelerating climate impacts mean there may be less time 
for course correction (Masson-Delmotte et al 2018), making it even more urgent to revisit 
the choice of metric now. With an understanding of their consequences, decision-makers 
can choose metrics that are more aligned with societal goals when applied at a variety of 
scales, from technology- and sector-specific to economy-wide policies (Roy et  al. 2015; 
Edwards et al. 2016; Edwards et al. 2017).
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