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Abstract
Research on behavioral ethics is thriving and intends to offer advice that can be used by practitioners to improve the practice 
of ethics management. However, three barriers prevent this research from generating genuinely useful advice. It does not suf-
ficiently focus on interventions that can be directly designed by management. The typical research designs used in behavioral 
ethics research require such a reduction of complexity that the resulting findings are not very useful for practitioners. Worse 
still, attempts to make behavioral ethics research more useful by formulating simple recommendations are potentially very 
damaging. In response to these limitations, this article proposes to complement the current behavioral ethics research agenda 
that takes an ‘explanatory science’ approach with a research agenda that uses a ‘design science’ approach. Proposed by Joan 
van Aken and building on earlier work by Herbert Simon, this approach aims to develop field-tested ‘design propositions’ 
that present often complex but useful recommendations for practitioners. Using a ‘CIMO-logic’, these propositions specify 
how an ‘intervention’ can generate very different ‘outcomes’ through various ‘mechanisms’, depending on the ‘context’. An 
illustration and a discussion of the contours of this new research agenda for ethics management demonstrate its advantages 
as well as its feasibility. The article concludes with a reflection on the feasibility of embracing complexity without drown-
ing in a sea of complicated contingencies and without being paralyzed by the awareness that all interventions can have both 
desirable and undesirable effects.
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Introduction

Partly in response to calls from society following high-
profile scandals, research on ethics in organizations has 
flourished in the last two decades. Within that body of lit-
erature, behavioral ethics research has become a very promi-
nent strand (Bazerman & Gino, 2012; Trevino et al., 2006). 
Drawing from findings in other disciplines, including cogni-
tive and moral psychology, it has produced many valuable 
insights. Particularly interesting are observations about the 
counterproductive effects of well-intended ethics manage-
ment interventions. For example, behavioral ethics research 
showed how mandatory disclosure of conflicts of interests as 

well as strict sanctioning systems can inadvertently generate 
unethical behavior (Bazerman & Tenbrunsel, 2011). With 
insights like these, behavioral ethics research aims to offer 
advice that can be used by practitioners to improve ethics 
management (Haidt & Trevino, 2017). However, as this arti-
cle will argue, behavioral ethics research does not deliver on 
this promise. It does not sufficiently focus on interventions 
that can be directly designed by management. The typical 
research designs used in behavioral ethics research require 
such a reduction of complexity that the resulting findings 
are not very useful for practitioners. Worse still, attempts to 
make behavioral ethics research more useable by simplifying 
recommendations are potentially very damaging.

The article’s central proposition is that behavioral ethics 
research will only become genuinely useful for practice if 
its current research agenda that takes an ‘explanatory sci-
ence’ approach is complemented with an agenda that takes 
a ‘design science’ approach. Proposed by van Aken (2004), 
who built on the work of Simon (1969), the design science 
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approach is increasingly seen as a promising way to make 
management research more relevant (Hodgkinson & Starkey, 
2011). By focusing research on finding solutions for field 
problems, instead of developing causal models to explain 
phenomena, this approach offers more direct guidance for 
practitioners. Thus if the aim is to use research to improve 
the practice of ethics management, then the current explana-
tory science approach to behavioral ethics is useful, but will 
not be enough. Huff et al., (2006, p. 414) explain this using 
an analogy. Practice-oriented management research, they 
state, relates to behavioral and social sciences as medicine 
does to life sciences. While fundamental biological research 
about cells might generate knowledge that is essential to 
develop new medical treatments (Huff et al., 2006, p. 416), 
we would not expect those treatments to come from that 
research directly. For their development, we would expect a 
complementary research program aimed at the design and 
testing of those treatments. Arguing that the current explan-
atory approach to behavioral ethics research somewhat 
resembles fundamental research in biology, this article will 
propose an agenda for a complementary research program 
that aims to develop useful ethics management interventions 
using insights from behavioral ethics research. Specifically, 
this research agenda aims to produce recommendations in 
the form of field-tested ‘design propositions’ that contain 
generic solutions (van Aken, 2004; Van Aken & Romme, 
2012) to actual problems in the field of ethics management. 
The article will propose to formulate those design proposi-
tions in the language of the ‘CIMO-logic’. Inspired by Paw-
son and Tilley (1997)’s classic on realist evaluation, Denyer 
et al. (2008) state that design propositions should specify in 
which Context an Intervention generates, through a Mecha-
nism (or series of mechanisms), particular Outcomes. Hence, 
this approach moves beyond the usual focus on the inter-
vention and its outcome, and takes a particular interest in 
the underlying mechanism(s) and the context. Rather than 
simply understanding ‘whether’ an intervention works, the 
approach aims to understand ‘why’ it works and under which 
circumstances (Pawson & Tilley, 1997). Thus, in contrast 
to the experimental research designs that are typical for 
behavioral ethics research, this approach choses to embrace 
complexity instead of reducing it.

The article starts out with a brief discussion of the contri-
butions of behavioral ethics research to the practice of ethics 
management. It then shows how its usability is hampered 
by three barriers and argues that these can only be partially 
addressed by improvements within the current explanatory 
science approach to behavioral ethics research. This is fol-
lowed by an explanation of the design science approach 
and then an illustration that demonstrates how the approach 
helps to generate design propositions that are of real use 
to practitioners. The subsequent discussion of the contours 
of a design science research agenda for ethics management 

shows the advantages as well as the feasibility of this pro-
ject. The article concludes with a discussion of the risks of 
embracing complexity in a design science approach to ethics 
management. It argues that it is possible to do so without 
drowning in a sea of complicated contingencies and without 
being paralyzed by the awareness that all interventions can 
have both desirable and undesirable effects.

Behavioral Ethics Research’s Contribution 
to the Practice of Ethics Management

Behavioral ethics research studies “systemic and predictable 
ways in which individuals make ethical decisions and judge 
the ethical decisions of others, ways that are at odds with 
intuition and the benefits of the broader society” (Bazerman 
& Gino, 2012, p. 90). It does not focus on unethical behavior 
by actors who consciously and deliberately choose to do so. 
Instead, it focuses on “ordinary unethical behavior” (Gino, 
2015) committed by actors who usually value morality. 
Typically, a distinction is made between two types of such 
behavior (Bazerman & Gino, 2012). First, in a surprisingly 
large number of situations people seem to behave in ways 
they know to be unethical, but without having originally 
planned to do so and without being aware of the forces that 
guided them to that behavior. Second, there also seems to be 
a considerable number of situations in which people behave 
unethically without even being aware that they are doing 
so. Both cases concern a gap between intended and actual 
behavior. Inspired by Simon (1957)’s concept of ‘bounded 
rationality’, Chugh et al. (2005) describe this phenomenon 
as “bounded ethicality”. It is hard for people to be fully ethi-
cal all the time. Their ethicality is ‘bounded’, particularly by 
their tendency to protect their self-view as ethical (Chugh 
et al., 2005, p. 80). Most people want to see themselves and 
to be seen by others as ethical. However, they find that this 
need conflicts with their self-interested motivation to gain, 
for example from cheating, if such an opportunity arises 
(Mazar et al., 2008). Tensions like these generate “ethical 
blind spots” (Bazerman & Tenbrunsel, 2011; Sezer et al., 
2015). For example, people’s unconscious attitudes can lead 
them to act against their own ethical values, e.g. by implicit 
discrimination (Bertrand et al., 2005). Temporal distance 
can also be a source of blind spots (Sezer et al., 2015, p. 78). 
For example, after having behaved unethically, people tend 
to rationalize their behavior or to ‘forget’ the moral rules 
they broke (Shu et al., 2011). Behavioral ethics research 
not only studies these internal psychological mechanisms, 
but also addresses situational as well as social factors that 
lead to unethical behavior (Bazerman & Gino, 2012). Situ-
ational factors like physical characteristics of the environ-
ment (e.g. the amount of litter) or an abundance of wealth 
(Gino & Pierce, 2009) have indeed been found to impact 



935Making Behavioral Ethics Research More Useful for Ethics Management Practice: Embracing…

1 3

the incidence of unethical behavior. Even more interest-
ing for organizational research are social factors. People’s 
actions are influenced by the actions of those around them. 
For example, when exposed to unethical behavior by an in-
group member, they will tend to align with that behavior 
(Gino et al., 2009).

Such findings are useful for practitioners working in the 
field of ethics management (e.g. ethics officers, auditors, 
investigators, compliance officers, etc.), henceforth ‘eth-
ics practitioners’. Particularly interesting are observations 
about the counterproductive effects of well-intended ethics 
management interventions. A well-known example is the 
research showing that the mandatory disclosure of conflicts 
of interest by advisors can be counterproductive (Bazerman 
& Tenbrunsel, 2011, pp. 115–117). Having properly warned 
their clients of their conflict of interest, advisors seem to 
feel licensed to be less objective in their advice (Cain et al., 
2011; Loewenstein et al., 2011). This is an example of the 
more general mechanism of moral compensation or moral 
licensing: having behaved in an ethical way in the past can 
act as a ‘license’ for unethical behavior in the future, as if 
“being good frees us to be bad” (Merritt et al., 2010, p. 344). 
This moral licensing mechanism also has other counterintui-
tive implications. It helps to explain the paradox that people 
with a strong moral self-concept (‘organizational saints’ 
(Ashforth & Lange, 2016)) are sometimes more likely to 
commit unethical behavior than others. This offers an impor-
tant qualification to the self-evident advice that the more 
serious a job candidate is about ethics, the more ethical he 
or she will eventually behave on the job. The moral licensing 
mechanism also helps to explain possible counterproductive 
effects of ethics training: having done the training, trainees 
might feel licensed to be less concerned about ethics after-
wards in the way that Bohnet (2016, p. 53) describes for 
diversity training programs. These are just a few examples 
of insights from behavioral ethics research with important 
implications for practice. However, practitioners who really 
want to use this research as a basis for designing ethics man-
agement systems will either find it very difficult to deduce 
practical advice from the existing studies or, when they do 
find advice, they might be misled by its deceptive simplicity. 
The next paragraph addresses these barriers to usability in 
behavioral ethics research.

Why the Explanatory Science Approach 
to Behavioral Ethics Research will Always be 
Weak on Usability

Ethics practitioners who, inspired by the fascinating and 
sometimes counterintuitive findings of behavioral ethics 
research, want to use this research as a basis for designing 

ethics management interventions will face at least three 
barriers.

First, one very obvious problem is that most behavioral 
ethics research focuses on explaining (un)ethical behavior, 
not on explaining how interventions can impact that behav-
ior. Many of the studied explanatory variables are not ethics 
management interventions that can be designed by manage-
ment. A case in point is survey research about the impact of 
ethical climate (Victor & Cullen, 1988) and ethical culture 
(Treviño et al., 1998). While both do indeed help to explain 
(un)ethical behavior (Trevino et al., 2006), their usability 
for practice is limited. As for ethical climate, Kuenzi et al. 
(2020) point out that Victor and Cullen (1988)’s Ethical 
Climate Questionnaire only measures perceptions of ethical 
decision making, not procedures and instruments of ethics 
management. Hence, it will be difficult to translate the find-
ings from ethical climate research into actual ethics man-
agement interventions. As for Treviño et al. (1998)’s ‘ethi-
cal culture’ concept, this amalgamates factors that can be 
directly designed by management (e.g. ethics codes, reward 
systems and training programs) with factors that are less 
susceptible to direct intervention by management such as 
peer behavior and informal ethical norms. In an explanatory 
logic, such broad concepts can be useful, but in a research 
agenda that aims to support the design of interventions, 
they are not very helpful. Because they do not distinguish 
between intervention and context, they do not really help 
to understand which interventions would work in particular 
contexts.

Second, the usability of the findings is also limited by 
methodological choices and particularly the preference in 
behavioral ethics research for (quasi-)experimental research 
designs. Typically set in the laboratory or in online settings, 
such designs allow researchers to control for confounding 
variables (Mitchell et al., 2020, p. 6) and thus to reduce 
complexity. Yet these designs are often weak on ecological 
validity, with limited relevance for management interven-
tions in the real world (Houdek, 2019). For example, the 
consequences of cheating in an experiment (e.g. losing a 
game) are of a very different nature than those of cheat-
ing in real life (e.g. being fired). In real life, even relatively 
subtle differences in the context can explain why the same 
intervention is sometimes effective, sometimes without any 
effect and sometimes even counterproductive, as complex-
ity theory (Byrne & Callaghan, 2014) would predict. Such 
subtleties are lost in rigid experimental research and replica-
tion. A case in point is Verschuere et al. (2018)’s replication 
of Mazar et al. (2008)’s finding about the effect of moral 
reminders. Mazar et al. (2008) had found that students were 
less likely to cheat on a task after they had recalled a moral 
reminder (the Ten Commandments). This study was the 
basis for recommendations of Ayal et al., (2015, p. 739) and 
others to use moral reminders as a means to reduce unethical 
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behavior. Verschuere et al. (2018) aimed to replicate Mazar 
et al. (2008)’s finding by means of a collaborative multisite 
replication study in 25 different labs across the world, using 
a detailed protocol to ensure similar conditions in all 25 
labs. They could not replicate Mazar et al. (2008)’s find-
ing: the moral reminder did not reduce cheating. While this 
replication study might be important from an explanatory 
science perspective, its use for practitioners is very limited. 
It showed practitioners that this particular intervention in 
those particular standardized laboratory settings had no 
effect. Much more useful for practitioners would have been 
a multisite study that would have looked at various different 
versions of the intervention and that would have taken an 
interest in the role of various conditions, instead of standard-
izing them away with a rigid protocol.

The third problem does not have to do with the research 
itself, but with the recommendations provided on the basis 
of it. Because of the two previous obstacles, recommenda-
tions based on behavioral ethics research can only be for-
mulated very cautiously. Researchers should emphasize that 
(quasi-)experimental research can only generate decontextu-
alized recommendations that are merely relevant for the con-
trolled circumstances of the experiment. The effect that was 
identified in the experiment might be absent or even reversed 
in the real world because of differences in context. While 
scientifically correct, such cautious recommendations will 
not be very helpful for practitioners. With both the research-
ers and their practitioner-readers unsatisfied, researchers 
are sometimes tempted to formulate recommendations with 
more confidence that their study actually allows for. The 
editorial policy of many academic journals to stimulate or 
even require an ‘implications for practice’ section at the end 
of the article further adds to this temptation. As a conse-
quence, researchers might translate their decontextualized 
findings into general recommendations, ignoring the possi-
ble impact of contextual factors and also ignoring contradic-
tory recommendations formulated in other research. These 
unambiguous quick fixes then turn into ‘proverbs’ (Simon, 
1946) to be followed by practitioners. A case in point is 
the well-known study of Shu et al. (2012) on the impact of 
signing a self-report form at the beginning instead of at the 
end. On the basis of both laboratory and field experiments, 
they had found that if people are asked to sign before, rather 
than after an opportunity to cheat, they are less likely to 
actually cheat. Shu et al. (2012) hypothesized that this is 
because the act of signing makes ethics salient. This led 
to many recommendations to managers such as Treviño 
et al., (2014, p. 639)’s advice “to ask employees to sign a 
form before important events, such as the beginning of the 
annual compliance process, stating that employees will read 
the code and will answer compliance questions truthfully”. 
However, in a series of studies, Kristal et al. (2020) failed 
to replicate these findings: signing at the beginning does 

not seem to be more effective in reducing dishonesty than 
signing at the end. Kristal et al., (2020, p. 7106) concluded 
with the recommendation “that practitioners take this find-
ing out of their intervention “tool-kit” as it is unlikely to 
increase honesty”. While this is an uplifting example of 
the self-reflective capacity of the explanatory approach to 
science, it is also an example of the risks of attempting to 
generate ‘quick fixes’ from experimental research. In fact, 
Kristal et al. (2020) run the risk of repeating that error with 
their advice, following the failed replication, to remove 
the recommendation from the toolkit. While the place of 
signing might not have an impact in those particular con-
trolled experimental conditions, their research does not say 
anything about the possible synergetic effect of combining 
signing upfront with other measures to increase salience of 
ethics. Practitioners or practice-oriented researchers sim-
ply adopting Kristal et al. (2020)’s advice to remove this 
from their intervention toolkit, would unnecessarily exclude 
such potential synergies. A second illustration of the dan-
gers of quick recommendations is offered at the conclusion 
of Belle and Cantarelli (2017)’s review of (quasi-)experi-
mental research on the causes of unethical behavior. Having 
selected 19 experimental studies for a sophisticated meta-
analysis (measuring Hedges’s g effect sizes and checking for 
publication bias), they conclude that monitoring individuals’ 
behavior reduces their unethical behavior. This leads them to 
advice for public administration practice: “meta-analytic evi-
dence that monitoring reduces unethical behavior provides 
support for government initiatives around the globe aimed 
at increasing monitoring of public service providers through 
transparency and openness” (Belle & Cantarelli, 2017, p. 
335). However sound that conclusion might be supported 
in the meta-analysis, it does overlook the many risks and 
limitations of monitoring that are identified elsewhere in the 
behavioral ethics literature (e.g. Moore & Gino, 2013, p. 17) 
and beyond. Monitoring might generate disengagement or 
even reactance to the moral message (Zhang et al., 2014, p. 
69) and mandatory transparency might generate unethical 
behavior (Loewenstein et al., 2011). As with the previous 
example, this illustration shows that the problem here is not 
so much the usability of behavioral ethics research itself, 
but the way in which it is translated into recommendations. 
Combining overconfidence in (quasi-)experimental research 
designs or the technique of meta-analysis with a questionable 
way of moving from findings to recommendations, this style 
of reporting can be seriously damaging. Such overconfident 
recommendations can lead well-meaning practitioners on 
the course to ineffective or even counterproductive results. 
Ironically, practitioners’ confidence in the ‘scientific’ nature 
of the advice, might lead them to suppress the warning signs 
that come from their own intuitions and experience. Practi-
tioners are used to complexity in their daily practice. Most 
of them are well-aware that well-intended interventions can 
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also have counterproductive effects. It would be painful if 
they would ignore that awareness. That would be research-
informed management at its worst: replacing experience-
based professional knowledge by an unfounded trust in 
simplified ‘research-based’ recommendations. When failure 
then eventually comes, this might undermine practitioners’ 
trust in the very possibility of using research to improve 
ethics management.

To some extent, these barriers to usability can be 
addressed within the explanatory science approach to behav-
ioral ethics. The first barrier can be addressed by stimulating 
researchers to focus on explanatory variables that can be 
directly manipulated by management. While helpful, this 
will still generate generic recommendations about standard-
ized interventions, not the creative context-sensitive solu-
tions that can be produced by design science’s reflective 
cycle (see below). As for the second barrier, some meth-
odological improvements within the confines of explanatory 
science can increase usability. Behavioral ethics researchers 
themselves offer various ways to do so: field experiments in 
real-life organizations (Brief & Smith-Crowe, 2016), “mixed 
context” experiments in both the lab and the field (Zhang 
et al., 2014, p. 74), long-term field experiments that can help 
to assess habituation to interventions (Houdek, 2019, p. 51), 
and conceptual instead of literal replication studies (Amir 
et al., 2018). Because such research designs improve ecolog-
ical validity and allow for more complexity, they are indeed 
likely to generate insights that are more relevant for practice. 
Yet as long as they remain within the logic of explanatory 
research, their usability will remain weak because they still 
reduce context to a set of confounding variables that should 
be controlled for and because they do not focus on devel-
oping and field-testing solutions. To address the third bar-
rier, behavioral ethics researchers could be more cautious 
in their recommendations for practice. While such modest 
recommendations would replace dangerously overconfident 
proverbs, they would also be much less relevant for prac-
tice. This might leave practitioners disillusioned about the 
possibilities to research-based ethics management. As the 
next section will argue, the design science approach instead 
allows researchers to make genuinely useful recommenda-
tions without having to produce unfounded and potentially 
damaging proverbs.

A Design Science Approach to Ethics 
Management

For the development of a design science approach to ethics 
management, this article draws from the work of van Aken 
and colleagues (e.g. Denyer et al., 2008; van Aken, 2004, 
2005; van Aken & Romme, 2009, 2012). In a seminal arti-
cle, van Aken (2004), drawing from Herbert Simon Simon 

(1969)’s classic ‘the sciences of the artificial’, contrasts the 
design science approach with that of explanatory science. 
The latter aims to explain the world as it is, values knowl-
edge as an end in itself and typically aims to produce causal 
models (van Aken, 2004; Van Aken & Romme, 2012). In 
contrast, design science research invites researchers to think 
as engineers, architects or medical doctors. It is driven by 
field problems and uses knowledge instrumentally to help 
solving these field problems. Hence, its focus is more on 
finding solutions (or rather more generic ‘solution concepts’) 
than on describing and explaining problems (Romme, 2003). 
It aims to produce field-tested and theoretically grounded 
‘design propositions’. A design proposition (or technical 
rule) is a “chunk of general knowledge, linking an interven-
tion or artefact with a desired outcome or performance in 
a certain field of application” (van Aken, 2004, p. 228). In 
the context of management, design propositions usually do 
not take the form of an ‘algorithmic’ prescription: “if you 
want to achieve Y in situation Z then perform action X” (van 
Aken, 2004, p. 227). They are typically heuristic instead 
of algorithmic, taking the form “if you want to achieve Y 
in situation Z, then something like action X will help” (van 
Aken, 2004, p. 227). By merely claiming that ‘something 
will help’, rather than that something should be done, this 
formulation is more cautious and thus less susceptible to 
the misplaced confidence that can be found in the practical 
recommendations of some behavioral ethics research (see 
above). In addition, by referring to ‘something like action X’ 
instead of simply ‘action X’, this format implies that the pre-
scription does not offer a standard recipe that should simply 
be applied in all cases. It is not to be used as an instruction 
but as a “design exemplar” (van Aken, 2005, p. 27) that still 
has to be translated to specific circumstances. It is “a pro-
posal to professionals to use this generic solution concept to 
design a variant of it to address the specific field problems 
of this type” (Van Aken et al., 2012, p. 64).

The development of a design proposition would typi-
cally start from a general statement. For example, it might 
claim that, in a particular context, a particular type of ethics 
training might help to reduce particular types of unethical 
behavior. This general statement would then be comple-
mented with more specific information, drawn from empiri-
cal research, e.g. about underlying mechanisms or relevant 
contextual factors. Hence, rather than simple and straightfor-
ward recipes, design propositions tend to become elaborate, 
possibly in the format of an article, a manual or even a whole 
book (van Aken, 2005, p. 23). Although design propositions 
are meant to be an important source for practitioners, the 
expectation is not that they will be the only source. Even 
when they provide much detail, they will never look like 
an instruction manual that has to be followed to the letter. 
However detailed they are, design propositions are still gen-
eral statements that have to be translated by practitioners to 
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a specific situation. For this translation, practitioners will 
combine the information from design propositions with 
information from other sources such as their “experience, 
creativity and deep understanding of [their] local setting” 
(van Aken, 2004, p. 238).

How does this all translate into a design science research 
agenda that can really support ethics management? More 
specifically, how can design propositions in the field of eth-
ics management be developed and improved by research? 
The current article follows Denyer et al. (2008)’s recom-
mendation to formulate design propositions in the language 
of the ‘CIMO-logic’. Inspired by Pawson and Tilley (1997)’s 
classic on realist evaluation, Denyer et al. (2008) state that 
design propositions should specify in which Context an 
Intervention generates, through a Mechanism (or series of 
mechanisms), particular Outcomes. Hence, this approach 
moves beyond the usual focus on the intervention and its 
outcome, and takes a particular interest in the underlying 
mechanism(s) and the context. Rather than simply under-
standing ‘whether’ an intervention works, the approach aims 
to understand ‘why’ it works and under which circumstances 
(Pawson & Tilley, 1997). As for the latter, this approach 
does not consider the context of the intervention as some-
thing to be controlled for, but as something of which the 
impact should be included in the analysis. Any claim that 
an intervention leads to a particular outcome only becomes 
useful for practice when it is complemented with a speci-
fication of the context and its possible role in this process. 
The other contribution of the CIMO-logic is its focus on 
mechanisms that link the intervention with the outcome. It 
opens the black box and aims to explain why, i.e. through 
which process, the intervention generates a particular out-
come. Behavioral ethics research of course provides a rich 
source of such mechanisms as well as underlying theories 
that help to explain why a particular intervention generated 
a particular outcome.

To realize this research agenda, lab or field experiments 
will not be sufficient. It requires observations of real inter-
ventions in real-life contexts: “holistic field testing” as van 
Aken (2005, p. 29) would call it. The most obvious, but cer-
tainly not the only possible (van Aken & Romme, 2009, pp. 
9–10), research strategy to acquire this knowledge would be 
the multiple case study (van Aken, 2005, p. 24). This would 
generate detailed case descriptions of real-life interventions, 
their context, the mechanisms they trigger and the outcomes 
they generate. Such case studies would often combine vari-
ous methods. They would include qualitative research such 
as observation or critical incident interviews (Butterfield 
et al., 2005), but might also imply the collection of quanti-
tative data, for example to quantify patterns in the outcome 
over time. Through such a multiple case study, knowledge 
would gradually evolve and design propositions would be 
refined: “step by step one learns how to produce the desired 

outcomes in various contexts” (van Aken, 2005, p. 25). Dur-
ing this cycle, researchers might limit their role to observ-
ing and analyzing, but they might also be involved in the 
actual design of the intervention. As such, they contribute 
to what van Aken describes as the reflective cycle: design-
ing and implementing an intervention in a case, reflecting 
on the results and then developing design propositions to be 
tested and further refined in subsequent cases (van Aken, 
2004, p. 229). Importantly, while such multiple case stud-
ies might include detailed descriptions and holistic field 
testing, the aim is not simply to accumulate descriptions 
of particular interventions in particular cases. Instead, the 
aim is to develop generic design propositions, identifying 
patterns that return in various cases (van Aken & Romme, 
2009, p. 8).

An Illustration: What the Design Science 
Perspective can Add to a Typical Behavioral 
Ethics Study

To illustrate how a design science perspective can comple-
ment the explanatory science approach of current behavioral 
ethics research, this paragraph uses Zhang et al. (2018)’s 
study on the impact of creativity on moral insight as an 
example. In a series of experiments, Zhang et al. (2018) 
found that people who face an ethical dilemma exhibit more 
propensity to moral insight when they are asked to answer 
the question ‘what could I do?’ than when they are asked 
‘what should I do?’. They argue that the ‘could mindset’ that 
results from being asked ‘what could I do?’ generates diver-
gent thinking (and hence creativity), which in turn increases 
the propensity to reach moral insight. They also offer an 
explanation for the apparent contradiction between this 
finding and earlier research that found creativity to actually 
increase the propensity to act unethically (Gino & Ariely, 
2012). Specifically, they argue that the impact of creativity 
depends on the type of dilemma. In situations where peo-
ple face ‘right vs. right’ dilemmas, creativity will indeed 
increase moral insight, but in situations where people have 
to choose between ethical as well as self-interested options 
(‘right vs. wrong’ dilemmas), creativity might have no effect 
or even an opposite effect. In the latter situation, creativ-
ity can help people to justify self-interested options and 
to come up with ways to get away with unethical behavior 
(Zhang et al., 2018, p. 880). To some extent, Zhang et al. 
(2018)’s study does make efforts to addresses the three bar-
riers to usability identified above. It proposes an interven-
tion that can be directly applied by managers and trainers, it 
addresses contradictory findings by identifying an important 
contextual factor and its recommendations are formulated 
cautiously. Yet in spite of all this, the practical relevance 
of Zhang et al. (2018)’s study remains limited. It is useful 
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now to illustrate how a design science approach can build on 
the work of Zhang et al. (2018) to develop genuinely useful 
advice, based on a rich understanding of potential interven-
tions, of varying contexts and of potentially contradictory 
mechanisms. These are now each discussed in turn.

First, while Zhang et al., (2018, p. 879) offer some brief 
reflections on how their insights might be translated in spe-
cific interventions such as training and counseling, a design 
science perspective would place such translation at the core 
of its research agenda. It would, for example, specify in 
much more detail how a training aimed at a ‘could mind-
set’ could actually look like. For this, it might turn to other 
sources such as Mumford et al. (2008). For example, the 
training could contain group discussions of cases (Mumford 
et al., 2008) in which trainees learn to use forecasting as a 
sensemaking strategy (Thiel et al., 2012, p. 57). It would 
also explicitly address many other aspects of the training: 
how the training would be announced, what the profile of 
the trainer would be, how training groups would be com-
posed, etc. The impact of these aspects of the training would 
be formulated as design propositions using the CIMO logic 
introduced above. These would be further developments of 
the hypothesis Zhang et al. (2018) confirmed in the lab: an 
ethics training that focuses on ‘what could I do?’ (interven-
tion) will, for ‘right vs. right dilemmas’ (context), generate 
the ability to consider multiple solutions or ‘divergent think-
ing’ (mechanism), which in turn will increase the propensity 
to reach moral insight (outcome) (Zhang et al., 2018, p. 863).

Second, a design science perspective would strongly 
emphasize the importance of context and particularly the 
awareness that the same intervention can have opposite 
effects depending on variations in that context. Zhang 
et al. (2018) did this to some extent by hypothesizing that 
the creativity-inducing training they propose might gen-
erate unethical behavior for ‘right vs. wrong’ dilemmas, 
Yet they did not really consider the implications of this 
understanding for the design of an ethics training. Given 
that in real life, trainees will be confronted with all kinds 
of dilemmas, how can we avoid that they use the crea-
tive thinking skills they learned in the training to justify 
unethical behavior in ‘right vs. wrong’ dilemmas? Simply 
explaining this to the trainees is unlikely to be sufficient. 
People are not always immediately aware which type of 
dilemma they face. Moreover, even if trainees are aware 
that they face a ‘right vs. wrong’ dilemma, they might still 
deliberately choose to use their acquired creative thinking 
skills to justify unethical behavior in their own interest. 
A design science perspective would address these con-
cerns by looking for solutions. One option could be to 
complement the creativity-inducing group discussions 
with a more one-directional message from the trainer that 
emphasizes sanctions that would follow if people behave 
unethically. Previous research has indeed shown that the 

communication of the threat of sanctions can have a deter-
rent effect on unethical behavior (Nagin, 2013), also in 
the context of organizations (Rorie & West, 2020). In 
the CIMO-logic, this part of the training (intervention) 
is expected to generate deterrence (mechanism) for ‘right 
vs. wrong’ dilemmas (context) and thus reduce the risk 
of unethical behavior (outcome). Ideally, this expansion 
of the training would ensure that the acquired divergent 
thinking skills are only used for ‘right vs. right’ dilemmas.

Third, the latter illustration also hints at another important 
advantage of the design science approach: its openness for 
the complexity of ethics management in real life and particu-
larly for the possibility of contradictory mechanisms. While 
one might hope that communication about sanctions indeed 
deters unethical behavior, it might also have other effects. 
The communication of the threat of sanctions (intervention) 
can also crowd-out people’s intrinsic motivation to behave 
ethically (mechanism) (Bazerman & Tenbrunsel, 2011, pp. 
109–113; Tenbrunsel & Messick, 1999), which might reduce 
the trainees’ propensity to apply moral insight (outcome) 
in right vs. right dilemmas (context) and thus undermine 
the original intention of the training. Hence, the challenge 
now is to design a training that can generate both the diver-
gent thinking mechanism in order to increase moral insight 
and the deterrence mechanism to prevent unethical behav-
ior, without those mechanisms undermining each other. Of 
course, this argument for combining complementary but 
contradictory approaches to ethics management such as 
compliance and integrity (Paine, 1994; Weaver & Treviño, 
1999) or values-oriented and structure-oriented (Zhang 
et al., 2014) is not new to the behavioral ethics literature. 
Yet in spite of the many claims in that literature that such 
strategies should be combined in practice, there is actually 
very little specific theorizing, let alone empirical research, 
on the specifics of this challenging balancing act. This is 
not surprising given the explanatory science perspective 
of the behavioral ethics tradition and its preference for the 
experimental method. From such a perspective, a research 
agenda that focuses on how contradictory messages generate 
contradictory mechanisms does not seem very attractive. In 
contrast, from a design science perspective this would be 
an obvious research avenue, as it concerns the contradic-
tions faced by practitioners in the real world. Design science 
research would not be content with the mere identification of 
basic mechanisms such as divergent thinking or deterrence 
in controlled conditions. Instead, it would focus on how 
those mechanisms interact with each other in the complexity 
of a real-life environment. It would develop design propo-
sitions which would specify how particular combinations 
of training elements can, in particular contexts, generate 
both the divergent thinking and deterrence mechanisms in 
such a way that they do not undermine and instead perhaps 
even reinforce each other. Those initial CIMO configuration 
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would then be field-tested and further developed through the 
iterative, reflective cycle described above.

A Design Science Research Agenda on Ethics 
Management

The previous paragraph offered merely one illustration of 
how a design science approach could generate useful recom-
mendations for ethics practitioners. The broader research 
agenda could be structured around types of intervention such 
as ethics training or whistle-blowing arrangements. Those 
research findings could then be presented somewhat like a 
drugs catalogue in medicine. It would present the differ-
ent forms and shapes of the intervention type (e.g. ethics 
training) and then present propositions about the various 
ways in which it might impact the outcome through various 
mechanisms and given a particular context. As in medicine, 
the development of this catalogue would be a permanent 
process, continuously adding more complexity and depth.

Like medical drug catalogues, the ethics manage-
ment intervention catalogue would pay ample attention to 
unintended consequences. In medicine these are usually 
described as side-effects. Yet as Reynolds and Bae (2019, p. 
248) rightly note, this a bit of a misnomer as it misleadingly 
suggests effects that are weaker. In actual fact, side-effects 
might be more powerful than the expected effect. While the 
urge to offer simple fixes might drive researchers to ignore 
those side-effects in their recommendations to practice, the 
discussion above illustrated that this is not helpful for ethics 
practitioners. In medicine, even when there is only a small 
chance that a particular side-effect of a particular drug treat-
ment might occur, we still hope that our physician’s drug 
catalogue addresses this. A research agenda that intends to 
be useful for ethics management practitioners should do the 
same. Specifically, for each intervention it should generate at 
least three types of information about potential side-effects. 
First, as in medicine, a practice-oriented research agenda 
would have to specify the conditions under which particular 
side-effects are more likely. An example of this, provided in 
the illustration in the previous paragraph, is the expectation 
that creativity-inducing training might inadvertently lead to 
unethical behavior in ‘right vs. wrong’ dilemmas (Zhang 
et al., 2018). This is similar to a drug catalogue’s prediction 
that a particular drug treatment will have adverse effects 
for patients with a particular medical condition. Second, 
research should identify other interventions that can pre-
vent or reduce undesirable side-effects of ethics management 
interventions, in the same way as medical drug catalogues 
propose medication to alleviate the side-effects of other 
medication. The suggestion above to complement creativity-
inducing group discussions with an emphasis on the threat 
of sanctions for unethical behavior is an example of such an 

attempt to alleviate side effects. Third, the catalogue should 
also contain information about the right ‘dosage’ of the 
intervention. It will be important to administer enough of the 
intervention, without administering too much of it (Pierce & 
Aguinis, 2013) so as to avoid side-effects. Referring back to 
the illustration: what would, given a particular context, be 
the right dosage of the creativity-inducing group discussions 
on the one hand and of the communication of the threat of 
sanctions on the other? In practice, this will require a skilled 
ethics trainer who finds a context-specific balance between 
both approaches. The research agenda proposed here pro-
vides a path to translate this professional trainer expertise 
in design propositions that can then be continuously further 
field-tested, specified and nuanced.

Conclusion

With “bounded ethicality” as one of its core concepts, 
behavioral ethics draws from the seminal work of Her-
bert Simon on the bounded rationality of decision making 
(Simon, 1957). As argued in this article and elsewhere (Bar-
zelay, 2019; Moynihan, 2018), it is useful to combine that 
understanding of the importance of psychological insight 
with another important insight from Simon’s work: the idea 
of management as a design science, generating knowledge 
directly useful for practice (Simon, 1969). Specifically, this 
article proposed to complement the current behavioral eth-
ics research agenda with a design science research agenda 
aimed at generating design propositions that are useful for 
ethics practitioners. It argued that, as long as current behav-
ioral ethics research remains within the explanatory science 
perspective, its usefulness will remain limited. Focusing on 
variables that can be changed by management, improving 
ecological validity of the experimental designs and being 
more modest in recommendations: it will simply not be suffi-
cient. Rather than being more modest, researchers should be 
more ambitious in the sense that they should aim for advice 
that is also useful for the “swamp of practice” (van Aken, 
2004, p. 225). Such advice, this article argued, can be formu-
lated in the form of design propositions. Those propositions 
will typically not take the form of algorithm-like instructions 
that should be diligently applied by practitioners. In fact, the 
article argued for abandoning the hope that research would 
ever be able to provide ethics practitioners with easy fixes 
that always work. Instead, researchers can use the CIMO 
framework to formulate design propositions that identify 
the mechanisms and thus outcomes generated by an inter-
vention under study in various contexts. Moreover, because 
the design science approach does not think of interven-
tions as standardized off-the shelf packages, this agenda 
also allows for much flexibility and hence complexity in 
the design of interventions. The emphasis is on replicating 
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mechanisms, not on replicating interventions (Barzelay, 
2019, pp. 106–107). Hence, instead of diligently imitating an 
intervention that has worked elsewhere, practitioners should 
reflect on how those mechanisms might play out in their own 
context. Their conclusion might be that, in their context, 
the intervention should be adapted in order to generate the 
same mechanisms and hence desirable outcomes. In sum, 
a design science research agenda will provide practitioners 
with nuanced design propositions providing useful knowl-
edge that they can translate to their own situation. Somewhat 
paradoxically, these nuanced, complex propositions will be 
more useful than the simple quick fixes currently offered on 
the basis of decontextualized research.

The proposed research agenda’s emphasis on complexity 
will not only increase the relevance of research for practice. 
It can also open up important avenues for theory building 
that are underexplored by current behavioral ethics research. 
A case in point is the recommendation, formulated in the 
illustration discussed above, to design and test an ethics 
training that combines creativity-inducing discussions with 
a communication that emphasizes the threat of sanctions. 
Really understanding the complex dynamics that will follow 
from such a paradoxical intervention will require sophisti-
cated theorizing that goes beyond current understanding in 
behavioral ethics and might draw, for example, from theoriz-
ing on organizational paradox (Smith & Lewis, 2011; Smith 
et al., 2017). This example shows that an emphasis on practi-
cal relevance does not have to exclude theory building, but 
can in fact compel researchers to expand their theoretical 
scope. Another example of a preference of current behav-
ioral ethics research that would be challenged by the aim to 
be practically relevant, is its focus on ‘ordinary unethical 
behavior’ committed by actors who usually value moral-
ity. While such a focus on one type of behavior might be a 
smart choice within the logic of explanatory science, it is 
not tenable for research that aims to be relevant for real-life 
organizations in which a broad range of types of behavior 
can occur. Thus, design propositions about the impact of a 
particular intervention should not only describe its impact on 
ordinary unethical behavior but also its impact on calculative 
employee behavior that is deliberately unethical.

Having argued that research can offer more useful advice 
for practitioners if it allows for more complexity, it is also 
important now to address two important risks of embracing 
complexity. The first risk is that of paralysis. Systematically 
reflecting on all possible undesirable side-effects of ethics 
management interventions might lead to fear of generating 
those side-effects and thus inertia. Referring back to the 
illustration above, warned that both a creativity-inducing 
training and a sanctions-focused training might have coun-
terproductive effects, practitioners might conclude it to be 
safest not to organize any training at all. While not implausi-
ble, this risk of inertia remains limited because of the design 

science approach’s pragmatic emphasis on solving field 
problems. A design science research agenda would focus 
on thinking about training programs that smartly combine 
both types of training so that they reinforce each other or at 
least not cancel each other out. Thus, the energy would be 
aimed at creatively designing and field-testing solutions in 
an iterative cycle, not at agonizing over their consequences.

The second risk of embracing complexity is that it might 
generate a sea of details and complicated contingencies in 
which practitioners would drown, leaving them disillusioned 
with the possibility of research-based ethics management. 
There are least two ways in which this risk can be reduced. 
First, it will be important to remain realistic in ambition 
(Pawson, 2013, p. 85). The research agenda proposed in this 
article will never generate detailed, unequivocal instructions 
prescribing exactly what practitioners should do in a particu-
lar situation. It will simply never be possible to theorize all 
possible contingencies that might be relevant. Instead, the 
proposed research program will produce design propositions 
that identify the most important mechanisms and outcomes 
that might be generated by an intervention under various 
conditions. Those design propositions will never work as 
cooking book recipes that are simply to be followed. They 
will always have to be combined with local information 
and experience. While they will never be the only source 
of information for practitioners, the aim should be for them 
to become at least an important source of information (van 
Aken, 2004, p. 239). With that notion of modesty in mind, 
it is easier to see how complexity can remain manageable. 
While the empirical research in this agenda will provide 
detailed context-specific information about the impact of a 
particular intervention in a particular context, the ultimate 
goal of the research is to generate design propositions that 
offer a chunk of general knowledge (van Aken, 2004, p. 
228). Those propositions will not include all idiosyncrasies 
found in case studies, but present the recurring, observable 
patterns (van Aken, 2005, pp. 31–32). Iterative field test-
ing of interventions in an increasingly growing number of 
conditions (Pawson, 2013, p. 83), will help to identify those 
interventions and mechanisms that have the most causal 
power. The result is knowledge that is complex, but not idi-
osyncratic. It does leave a considerable degree of doubt and 
uncertainty (Pawson, 2013, p. 85), and practitioners will 
still need local knowledge to know what the intervention 
will do in their specific context. Second, complexity is also 
constrained because the proposed research agenda is rela-
tively limited in focus. As befits a design science approach, 
it focuses on interventions rather than on the many other 
factors that can explain ethical and unethical behavior in 
organizations. Those other factors only come into play if 
they are needed to understand why a particular intervention 
generates a particular outcome. More generally, the con-
ceptual framework offered by the CIMO-logic also helps to 
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constrain complexity. It forces researchers to translate all 
observations in the language of those four generic catego-
ries. If, over time, researchers would also manage to increase 
agreement about the concepts used in this CIMO-logic, this 
would further help to constrain complexity. For example, it 
would help if researchers could agree on a limited number 
of outcomes intended by ethics management interventions 
(Smith-Crowe & Zhang, 2016). An obvious candidate would 
be something like ‘(un)ethical decision making and (un)ethi-
cal behavior of individuals within organizations’. Research-
ers would then have to agree who can decide what is consid-
ered ethical and what is considered unethical. Will it be the 
researcher (perhaps using standards from moral philosophy) 
or institutions (e.g. treaties, legislation, professional codes); 
or should we avoid taking a normative position by simply 
focusing on reasons why people behave in ways inconsist-
ent with their own values (Bazerman & Tenbrunsel, 2011, 
p. 22)? Similar questions can of course be asked when 
theorizing interventions, mechanisms and context. Even if 
such debates do not lead to shared definitions, they might at 
least generate some agreement about the language in which 
to specify the different concepts. All this would help con-
straining complexity and developing a genuinely cumulative 
research agenda. It would thus contribute to the ambition of 
turning business ethics into the kind of ‘cumulative science’ 
Haidt and Trevino (2017) hope it to become.

Assuming that this article’s appeal for a design science 
approach to study ethics management is valid, it is useful to 
conclude with a reflection on ways in which the publication 
of such research can be stimulated. It would certainly help 
if editors of academic publications can be convinced that 
the proposed approach to research not only generates useful 
advice, but that it can do so in a methodologically rigorous 
way (Van Aken et al., 2012, 2016). Indeed, many indicators 
of methodological quality in explanatory science research 
are also relevant for design science research: transparency 
about methodological choices, awareness of the role and 
possible biases of the researcher, active investigation of rival 
explanations, etc. (Van Aken et al., 2016, p. 6). Likewise, the 
actual techniques of data-collection and data-analysis are the 
same as in explanatory science research and their quality can 
therefore be assessed in the same way. There are of course 
novel elements to the proposed approach that might look at 
odds with conventions for traditional academic publications 
such as its focus on the design of interventions and on itera-
tive field-testing. Yet those aspects can also be executed in 
a rigorous way and, as shown above, can provide avenues 
for theory development that will also interest an academic 
audience. One way in which academic journals could open 
up to the proposed approach, is by introducing the format 
‘design science research add-on’. This is put forward by Van 
Aken et al. (2016) as an alternative to the ‘implications for 
practice’ section that often features at the end of explanatory 

science articles. According to Van Aken et al. (2016), such 
an add-on should improve on those traditional recommen-
dations in three important ways: it should be sufficiently 
specific about the proposed intervention and the actors that 
are expected to implement it; its recommendations should 
rely on a minimum of field-testing of the proposed inter-
vention (e.g. a small pilot implementation); and it should 
be sufficiently specific about all four components present 
in the CIMO logic, including the underlying mechanisms. 
Although they are a useful way of launching this research 
agenda in traditional academic publication outlets, such add-
ons still remain rather modest. A methodologically rigorous 
study that includes a cycle of field-tests to develop design 
propositions deserves publication as a full-length academic 
journal article. Editors of periodicals like the Journal of 
Business Ethics can play a major role here by actively invit-
ing such design science research, for example in a dedicated 
section or in special issues. When a series of such stud-
ies eventually delivers something that looks like the ethics 
management intervention catalogue proposed above, then 
this deserves publication as an academic book. Importantly, 
such a book would not only be at its place in the academic 
library, it would also have a good chance to be found on the 
management shelve in the airport bookshop.
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