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Abstract
Seamlessly extracting emotional information from voices is crucial for efficient interpersonal communication. However, it 
remains unclear how the brain categorizes vocal expressions of emotion beyond the processing of their acoustic features. In 
our study, we developed a new approach combining electroencephalographic recordings (EEG) in humans with a frequency-
tagging paradigm to ‘tag’ automatic neural responses to specific categories of emotion expressions. Participants were pre-
sented with a periodic stream of heterogeneous non-verbal emotional vocalizations belonging to five emotion categories: 
anger, disgust, fear, happiness and sadness at 2.5 Hz (stimuli length of 350 ms with a 50 ms silent gap between stimuli). 
Importantly, unknown to the participant, a specific emotion category appeared at a target presentation rate of 0.83 Hz that 
would elicit an additional response in the EEG spectrum only if the brain discriminates the target emotion category from other 
emotion categories and generalizes across heterogeneous exemplars of the target emotion category. Stimuli were matched 
across emotion categories for harmonicity-to-noise ratio, spectral center of gravity and pitch. Additionally, participants were 
presented with a scrambled version of the stimuli with identical spectral content and periodicity but disrupted intelligibility. 
Both types of sequences had comparable envelopes and early auditory peripheral processing computed via the simulation of 
the cochlear response. We observed that in addition to the responses at the general presentation frequency (2.5 Hz) in both 
intact and scrambled sequences, a greater peak in the EEG spectrum at the target emotion presentation rate (0.83 Hz) and 
its harmonics emerged in the intact sequence in comparison to the scrambled sequence. The greater response at the target 
frequency in the intact sequence, together with our stimuli matching procedure, suggest that the categorical brain response 
elicited by a specific emotion is at least partially independent from the low-level acoustic features of the sounds. Moreover, 
responses at the fearful and happy vocalizations presentation rates elicited different topographies and different temporal 
dynamics, suggesting that different discrete emotions are represented differently in the brain. Our paradigm revealed the 
brain’s ability to automatically categorize non-verbal vocal emotion expressions objectively (at a predefined frequency of 
interest), behavior-free, rapidly (in few minutes of recording time) and robustly (with a high signal-to-noise ratio), making it 
a useful tool to study vocal emotion processing and auditory categorization in general and in populations where behavioral 
assessments are more challenging.
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Introduction

In humans and other animals, efficient categorization of 
emotion expressions is crucial for effective social inter-
actions and survival. In Darwin’s milestone book “The 

Expression of the Emotions in Man and Animals” published 
in 1872, attention was mostly focused on the face as the car-
rier of emotion expressions. Since then, research on facial 
emotion expressions has led to the suggestion that at least six 
basic emotions- anger, disgust, fear, happiness, surprise and 
sadness (Ekman 1993) can be expressed using specific facial 
movements as coded by the Facial Acting Coding System 
(FACS, Ekman & Friesen 1978; Waller et al. 2020). These 
emotion categories are expressed similarly across different 
cultures (Elfenbein & Ambady 2002), arise very early in 
development (Flom & Bahrick 2007; Poncet et al. 2022), and 
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can be found in our evolutionary ancestors (Darwin 1872; 
Waller & Micheletta 2013).

Although Darwin mentioned the importance of vocaliza-
tions as a carrier of affective signals (Darwin 1872), it was 
suggested that voice was yet to be proven an effective source 
for detecting discrete emotion categories (Ekman 2009). 
However, mounting evidence shows that discrete emotion 
expressions can be delivered and decoded through vocal 
expressions with a high accuracy in humans (Cornew et al. 
2010; Falagiarda and Collignon 2019; Pell and Kotz 2011). 
In fact, the same discrete emotion categories as those found 
for faces (Ekman 1993) also express similarly through voices 
across cultures (Juslin and Laukka 2003; Sauter et al. 2010; 
Sauter and Eimer 2010; Scherer et al. 2001) and emotion 
detection from the voice also develops early in infancy (Izard 
et al. 1980; Mehler et al. 1978; Zhao et al. 2021).

It is well known that the distinct acoustic features that 
characterize different discrete categories of vocal emotions 
activate different patches in the core region of the auditory 
cortex that is known to be tonotopically organized (Tala-
vage et al. 2004). However, functional magnetic resonance 
imaging (fMRI) studies revealed that some temporal regions 
show distinct activations for diverse affective vocalizations 
(Frühholz and Grandjean 2013b; Ethofer et al. 2012), par-
tially independent of acoustic amplitude and frequency cues 
(Giordano et al. 2021; Grandjean et al. 2005). In addition to 
auditory cortices, other brain regions are commonly acti-
vated across a wide range of auditory emotion categories, 
such as the amygdala (Fecteau et al. 2007; Wiethoff et al. 
2009) and the medial prefrontal cortex (Etkin et al. 2011; 
Kober et al. 2008). Despite the existence of these regions 
involved in the processing of various emotion expressions, 
it is still debated whether discrete emotions may recruit 
separate brain areas (Calder et al. 2001; Ethofer et al. 2009; 
Frühholz and Grandjean 2013a; Johnstone et al. 2006; Kober 
et al. 2008; Kotz et al. 2013; Mauchand & Zhang 2022; Phan 
et al. 2002; Phillips et al. 1998; Vytal and Hamann 2010).

Affective vocalizations have been extensively studied 
using event related potentials (ERPs). Components as 
early as ~ 100 ms which usually reflect acoustic process-
ing were found to be modulated by emotional non-speech 
utterances compared to neutral vocalizations (Jessen et al. 
2012) This may suggest that the difference in early ERPs 
are driven by acoustic features (Salvia et al. 2014). In addi-
tion, there is also evidence of enhancement of later ERP 
components such as the early posterior negativity (EPN: 
200–350 ms) and late positive potential (LPP: ~ 400 ms) 
when emotional utterances are contrasted with neutral 
vocalizations (Frühholz et  al. 2011; Jessen and Kotz 
2011). These later differences are thought to index the 
mechanism of affective categorization (Schirmer and Kotz 
2006) that may be partially independent from acoustic dif-
ferences. However in most electrophysiological studies, 

the responses to emotional vocalizations are compared to 
neutral vocalizations rather than to different emotions, thus 
leaving unanswered whether the observed differences are 
due to acoustic differences (Banse and Scherer 1996; but 
see Bostanov and Kotchoubey 2004; Pell et al. 2015) or 
change in valence or arousal rather than the categorisation 
of discrete emotion expressions.

In this study, we aimed to develop a novel approach com-
bining electroencephalographic recordings (EEG) in humans 
with a frequency-tagging paradigm to provide an objec-
tive measure of automatic categorization of vocal emotion 
expressions beyond the processing of acoustic features. The 
frequency-tagging approach (Regan 1989) relies on the fact 
that under external stimulation of periodic stimuli, the brain 
regions that encode the stimuli synchronize at the exact same 
frequency (Norcia et al. 2015). We adapted the Fast Peri-
odic Auditory Stimulation paradigm (FPAS, Barbero et al. 
2021) to present different exemplars of discrete auditory 
emotion categories. The stimuli were presented periodically 
at 2.5 Hz (e.g. the stimulus length is 350 ms with a 50 ms 
silence/gap). Importantly, within the sequence of affective 
vocalizations, there is also embedded another periodically 
occurring target emotion category (e.g. different exemplars 
of Fear presented at every third position at 0.83 Hz). Thus, 
the brain will elicit a response at the general rate of sound 
presentation and its harmonics (2.5 Hz, 5 Hz, 7.5 Hz etc.) 
if it can segregate different affective sounds. Crucially, we 
will be able to observe a response at the target frequency 
and its harmonics (0.83 Hz, 1.66 Hz, 3.32 Hz etc.) only if 
the participants’ brain can discriminate the vocalization of 
the target category from sounds of other frequent non-target 
categories as well as generalize all target vocalizations to 
one common emotion category (see Barbero et al. 2021).

From a fundamental point of view, our study aimed to 
investigate whether the human brain categorizes discrete 
auditory emotion expressions partially independently from 
their acoustic properties. This was implemented by the 
careful selection of non-verbal vocalizations with similar 
acoustic properties (spectral center of gravity, harmonicity-
to-noise ratio, pitch) and introducing a second control stimu-
lation sequence of frequency-scrambled sounds with similar 
spectro-temporal profile (frequency content, sound’s enve-
lope) to the intact sounds and identical periodic constraints 
but disrupted intelligibility (Barbero et al. 2021; Dormal 
et al. 2018). In addition to the frequency domain analysis, 
we conducted time-locked analyses to investigate the time 
course of the response underlying emotion categorization. 
Finally, our study also aimed to provide a powerful tool to 
investigate the brain’s ability to categorize auditory emo-
tion expressions objectively (the response lies at predefined 
frequencies of interest), robustly (with a high signal-to-noise 
ratio), and automatically (does not need an explicit request 
to process affective vocalizations).
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Materials and Methods

EEG Experiment

Participants

Twenty-four participants (12 females, mean age: 22.29, 
S.D.: 2.33, range: 19–28 years) participated in the study. 
All participants reported no history of neurological or 
audiological disorders and were right-handed. Auditory 
deficits were self-reported by the participants since there 
are strong associations of self-reported and audiometric 
hearing loss, especially within the age range of our sample 
set (Gomez et al. 2001; Hannula et al. 2011; Kiely et al. 
2012). The experiment was approved by the local ethical 
committee of the Catholic University of Louvain (UCLou-
vain, project 2016–25). All participants provided written 
informed consent and received financial compensation for 
their participation.

Stimuli

We selected sounds of five primary emotion categories: 
anger, disgust, fear, happiness and sadness. The stimuli 
were extracted from clips in which professional actors and 
actresses performed emotion expressions in varied styles 
and intensities without any linguistic content (Belin et al. 
2008). Additionally, a few stimuli were selected from 
a database of non-verbal vocalizations depicting sev-
eral distinct varieties of emotion categories (Cowen and 
Keltner 2017). A total of 96 heterogeneous sounds were 
cropped to a length of 350 ms to allow periodic presenta-
tion. All sounds were equalized in overall energy (root 
mean square, RMS) and 10 ms ramps were applied at the 
start and at the end of the stimuli to avoid clicking. To 
make sure that the empirical EEG responses to emotion 
vocalizations are not driven by different acoustic features 
across different emotion categories, we confirmed that the 
sounds have comparable spectral center of gravity (COG; 
F = 1.1882, p = 0.3224, ηp2 = 0.0567), harmonicity-to-
noise ratio (HNR; F = 1.6930, p = 0.1599, ηp2 = 0.0789) 
and pitch (F = 1.7618, p = 0.1448, ηp2 = 0.0819) across the 
five emotion categories (Fig. 1a). The acoustic properties 
were computed using custom scripts in Praat (Boersma 
and Weenink 2001).

To select emotional stimuli eliciting a reliable recogni-
tion of the intended emotion, we conducted a behavio-
ral experiment where 10 participants (mean age = 27.7, 
S.D. = 4.6200; who did not participate in the EEG experi-
ment) categorized each sound as pertaining to one of the 
five selected emotion categories using a five-alternative 

forced choice task. 3 blocks were presented in a rand-
omized fashion where each block was composed of 96 
stimuli with 1 repetition per block (anger, disgust, sad-
ness: 14 each; fear and happiness: 27 each). Among those 
sounds, 84 sounds across 5 categories were selected 
(anger, disgust, sadness: 12 each; fear, happiness: 24 
each). All selected sounds achieved 80% or more recogni-
tion accuracy across all participants (chance level: 20%) 
and were subsequently used to build the sequences for 
the EEG session (Fig. 1b). We required double number 
of stimuli for Fear and Happiness categories to present 
an equal number of unique stimuli of each category in 
the sequence (More details in Sect. “Sequences and Pro-
cedure”). Each emotion category consisted of an equal 
number of sounds by male and female actors to incor-
porate heterogeneous spectro-temporal profiles across the 
stimuli set.

To create the control sequences, the selected stimuli were 
frequency-scrambled (as in Dormal et al. 2018) to preserve 
the overall frequency content of the original sounds while 
disrupting their harmonicity and intelligibility. Specifically, 
we extracted the sound envelope of each sound using the 
Hilbert transform and computed a Fast Fourier Transform 
(FFT) of each sound to shuffle the magnitude and phase 
of frequency bins within consecutive windows of 200 Hz. 
Then, we computed the inverse FFT and we applied the 
original sound envelope to the resultant scrambled wave-
form. This procedure led to a disruption in harmonicity and 
intelligibility of the scrambled sounds (as confirmed in a 
behavior experiment: see Sect. “Experiment 2-Behavior”), 
while keeping their spectro-temporal structure almost iden-
tical to the original/intact sounds (Fig. 1d, e). The overall 
energy (RMS) of all scrambled sounds were equalized and 
ramps of 10 ms were applied same as for the intact sounds.

Sequences and Procedure

The affective sounds were placed one after the other in a 
periodic fashion with an inter-stimulus interval (ISI) of 
50 ms to facilitate sound segregation and discrimination. 
Thus, the general rate of presentation or base rate was 2.5 Hz 
(i.e., 1/(0.350 + 0.050) s). Importantly, each third sound in 
the sequence belonged to a specific emotion category which 
was presented periodically at a target frequency of 0.833 Hz 
(2.5 Hz/ 3), while all sounds of non-target categories were 
presented non-periodically. The non-target emotion catego-
ries were presented once before being repeated. Two emotion 
conditions were created, where Fear and Happiness were 
used as the target category, respectively. Fear was chosen 
due to its salience and evolutionary function (Stanley 1984). 
Happiness was selected due to its different valence amongst 
the other chosen emotions with negative valence. For each 
emotion condition, unique sequences were constructed such 
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that the order of stimuli in each sequence was randomized to 
increase generalizability. The order of stimuli presentation 
of each frequency intact sequence was replicated in a cor-
responding frequency-scrambled sequence. As a result, each 
intact sequence had an identically ordered control scrambled 
sequence (Fig. 1c). With 24 unique targets of 1 emotion cat-
egory (Fear or Happiness) and 48 unique non-targets across 
the other 4 emotion categories in any sequence, each sound 
was presented twice in a sequence (total sounds: 144), lead-
ing to a sequence length of 57.6 s. Each sequence included 
2 s of fade-in and fade-out where the volume gradually 
increased from 0 to maximum amplitude of the sounds at 
the start and vice-versa at the end of the sequence, in order 
to avoid abrupt movements of the participants at the onset 
of each sequence which could have introduced artifacts in 
the recordings.

Therefore, four different conditions were presented: 
two different sequence conditions (intact sequence with 
conditions: Fear and Happiness as target) and to control 
for low-level acoustic confounds (scrambled frequency 

sequences), namely Fear Intact, Fear Scrambled, Happi-
ness Intact, Happiness Scrambled. Ten instances of each 
sequence group (total: 40) were created prior to the EEG 
session and presented to each participant in a pseudo-ran-
domized fashion. The speakers were placed at 1 m distance 
and all sounds were presented at around 60 dB measured 
from the ears of the participants. The participants kept 
their eyes closed during sequence presentation and were 
instructed to press a button when they heard a sound lower 
in volume as compared to the other sounds. The lower vol-
ume was implemented by reducing the sounds’ root mean 
square (RMS) value by a factor of 10. This attention target 
was presented 6 times per sequence in a randomized fash-
ion, excluding the 2 s fade-in and fade-out at the start and 
end of the sequence. Examples of the sequences are avail-
able at: https://​github.​com/​sid03​09/​freqt​ag_​emoti​on. The 
experiment was designed on MATLAB R2016b (Math-
works) using the Psychtoolbox and extensions (Brainard 
1997; Kleiner et al. 2007; Pelli 1997).

Fig. 1   Stimuli and sequences: A The selected sounds of five emotion 
categories have similar spectral properties: center of gravity (COG), 
harmonicity to noise ratio (HNR) and pitch. B Behavioral experiment 
validated 84 short non-verbal vocalizations to depict the appropriate 
emotion category. A = Anger, D = Disgust, F = Fear, H = Happiness, 
S = Sadness. C Sounds were presented periodically at 2.5  Hz. The 
target emotion (e.g. fear in this illustration) repeated at every third 
position leading to a target presentation rate of 0.83 Hz while other 
emotion categories were presented randomly. D Bode plot shows 

similar averaged spectral power of intact and scrambled stimuli for 
target and non-target sounds for each emotion condition. E Similar 
averaged FFT distribution of the envelope between intact and scram-
bled sequences indicates similar temporal profiles across the two 
types of sequences in each emotion condition. F No significant differ-
ence found in the averaged FFT magnitudes of the simulated cochlear 
response to intact and scrambled sequence, verifying similar spectro-
temporal profile of all sequences as well as the processing of acoustic 
features at the cochlear level

https://github.com/sid0309/freqtag_emotion
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EEG Acquisition

During acquisition, participants sat in a dimly lit room 
and EEG was acquired with a Biosemi ActiveTwo System 
(https://​www.​biose​mi.​com/​produ​cts.​htm) using 128 chan-
nel Ag/AgCl electrodes. International 10–20 system were 
used for the recording sites as well as their intermediate 
positions (position coordinates can be found at https://​www.​
biose​mi.​com/​headc​ap.​htm). Additionally, two surface elec-
trodes were applied at mastoids. The acquisition sampling 
rate was 512 Hz. The magnitude of offset of all electrodes 
that were referenced to the common mode sense (CMS) were 
kept below ± 25.

Analysis

Data was analyzed using Letswave 6 (https://​github.​com/​
NOCIO​NS/​Letsw​ave6) and the Fieldtrip toolbox (Oosten-
veld et al. 2011) running on MATLAB R2016b (Mathworks) 
with custom built scripts in MATLAB and on Rstudio (Rstu-
dio Team 2020). Subsequent sections of data preprocess-
ing and the frequency domain analysis followed a pipeline 
that has been adopted in many frequency-tagging studies in 
vision (Bottari et al. 2020; Dzhelyova et al. 2017; Retter and 
Rossion 2016; Rossion et al. 2015, 2020; Volfart et al. 2021) 
and audition (Barbero et al. 2021).

Preprocessing  Raw continuous EEG data was filtered 
using a fourth order Butterworth band-pass filter from 0.1 
to 100 Hz and a notch filter at 50 and 100 Hz with a width 
of 0.5 Hz to attenuate the power line noise. The data was 
then down-sampled to 256  Hz to facilitate data handling 
and storage. Continuous data was then segmented from 2 s 
before the onset of the sequences to 2 s after the end of the 
sequence, resulting in a trial length of 61.6 s. Subsequently, 
the ICA matrix of each segmented trial was computed using 
RUNICA (Makeig et al. 1995) and the resulting components 
for each participant were visually inspected. Artefactual 
frontal components due to facial movements, when present, 
were deleted with at most one component deleted in 18 out 
of the 24 participants. Visual inspection was then conducted 
to detect potential noisy trials and/or electrodes. Trials con-
taining residual artefactual activity were deleted (on aver-
age 1.6 trials out of the 40 trials per participants, maximum 
number of trials deleted was 5 in two participants). Noisy 
channels were linearly interpolated using the three closest 
neighboring electrodes (2 channels for 5 subjects—FT8, 
FC5; T8h, AF7; FPz, AFF2; AF3, P9; PPO5, AFF2 respec-
tively—and 1 channel for 4 other subjects—I1; I1; C6; 
CPP5h). The trials were subsequently re-referenced to the 
average reference and divided into two emotion conditions 
(Fear and Happiness) and its two sequence types (Intact and 

Scrambled): Fear Intact, Fear Scrambled, Happiness Intact 
and Happiness Scrambled.

Frequency Domain Analysis  Considering the presenta-
tion rate of the target emotion category and the frequency 
resolution (1/duration of the sequence), all trials were 
re-segmented from 2  s after sequence onset (to remove 
fade-in) to a length of 52.8 s, to contain an integer num-
ber of target presentation cycles (0.833 Hz). Trials were 
then averaged in the time domain separately by emotion 
condition (Fear and Happiness) and sequence type (Intact 
and Scrambled) to attenuate the noise and brain responses 
that were not time-locked to the stimuli (Luck 2014). The 
resulting averaged trials for the four conditions were then 
grand-averaged across participants. Consequently, a Fast 
Fourier Transform (FFT) was applied to the averaged tri-
als. Amplitude spectra extended from 0 to 128 Hz with a 
frequency resolution of 0.0189 Hz, allowing us to isolate 
the base response (general presentation rate) at 2.5  Hz 
and target response at 0.833 Hz, along with their respec-
tive harmonics. The harmonic responses in addition to 
fundamental frequency (in this case 2.5  Hz or 0.83  Hz) 
can be accounted for in relation to complex responses of 
the brain, corresponding to the principles of frequency 
domain analysis of periodic signals (Retter et  al. 2021). 
Since the summation of harmonics in the FFT can indi-
cate the overall responses in single values (Retter et  al. 
2021; Retter and Rossion 2016), we applied a criterion to 
select significant harmonics to include in further analysis. 
Significance of harmonics was determined by first pool-
ing all 128 channels together and computing the z-score 
at each frequency bin, considering 12 bins at each side 
of the frequency bin of interest, excluding the immedi-
ate adjacent bins and the maximum and minimum of the 
entire window (Retter and Rossion 2016). For each tar-
get emotion condition (Fear and Happiness) and sequence 
type (Intact and Scrambled), consecutive harmonics that 
displayed a z-score > 2.32 (p < 0.01, 1-tail, signal > noise) 
were considered significant. While considering signifi-
cant harmonics for the target emotion conditions, the base 
frequency bins (i.e., 2.5, 5, 7.5  Hz etc.) were not taken 
into account. The chosen number of consecutive harmon-
ics for Intact and Scrambled sequences were equalized by 
considering the highest number of significant consecutive 
harmonics in any of the two types of sequences, knowing 
that adding responses at non-significant harmonics is not 
detrimental for the calculation of the response (i.e., add-
ing zeros, Retter et al., 2018). To quantify the responses 
at base and target frequencies, we computed the baseline 
subtracted amplitudes on the grand-averaged FFT of each 
condition and type, where the window for this calculation 
was defined similarly to the computation of z-scores (12 
bins on either side except maxima, minima and adjacent 

https://www.biosemi.com/products.htm
https://www.biosemi.com/headcap.htm
https://www.biosemi.com/headcap.htm
https://github.com/NOCIONS/Letswave6
https://github.com/NOCIONS/Letswave6
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bins). Baseline subtraction takes into account the differ-
ent noise profiles across different frequency bands (Luck 
2014), especially higher noise at low frequencies (< 1 Hz) 
in EEG recordings. Consequently, we summed the base-
line subtracted amplitude at the selected significant har-
monics to finally represent them as topographical maps. 
For illustration purpose, the signal-to-noise ratio (SNR) 
was computed using the same criteria to estimate the noise 
(12 bins on either side, excluding the immediate bins on 
either side, the maximum and minimum).

To find the electrode(s) of interest involved in emotion 
categorization for Fear and Happiness that could be inde-
pendent of low-level acoustic processes, we subtracted the 
grand averaged FFT spectra of the frequency-intact and 
frequency-scrambled sequences (intact—scrambled) for 
each target emotion condition separately. Then, we extracted 
chunks of the resultant spectra, where each chunk consisted 
of 25 frequency bins (central bin of the chosen harmonic and 
12 neighboring bins on each side). The number of chunks 
was defined as the number of chosen harmonics in each emo-
tion condition. The sum of the chunks and then, the z-score 
were computed at the harmonic (13th bin) for each channel 
(Volfart et al. 2021). Finally, we performed FDR (Benja-
mini and Hochberg 1995) correction across 128 channels 
for multiple comparisons, for each emotion condition. Addi-
tionally, to demonstrate the response of each individual and 
consider inter-individual variability, we repeated the analysis 
by applying the FFT to the average of all trials of each con-
dition, type and participant. Baseline subtracted amplitudes 
were calculated at the target frequency and its significant 
harmonics (that were found as per the grand-averaged analy-
sis for each emotion condition) and consequently summed.

Time Domain Analysis  We conducted time-locked analy-
sis to characterize the time course of emotion discrimi-
nation process. The raw data was filtered through the 
Butterworth bandpass and the notch filter with the same 
parameters as in frequency domain analysis. An additional 
notch filter was applied to the filtered data to remove 
activity related to the sound presentation rate (at 2.5, 5, 
7.5  Hz) which would reflect general auditory processes 
not linked to emotion discrimination. Stimulus-locked 
epochs of 800 ms ranging from the onset of one stimulus 
prior to the target stimulus to the end of the target stimulus 
were extracted such that each sequence yielded 44 epochs. 
The first 2 and last 2 epochs were deleted to exclude 
the fade in and out of the sequences. Noisy epochs with 
amplitude deflections exceeding ± 100 µV in any channel 
were deleted. The resultant epochs were re-referenced to 
averaged mastoids, then equalized in number across con-
ditions and types separately and averaged for each subject. 
Baseline correction was implemented by subtracting the 
signal within 400 ms pre-stimulus activity, corresponding 

to 1 cycle of base rate, i.e. the prior epoch to the target 
epochs (Dzhelyova et al. 2017). Finally, the baseline sub-
tracted epochs were grand-averaged across all subjects for 
each condition and type separately.

To compare the temporal activity of emotion catego-
rization, we conducted a time point-by-time point, one-
tailed t-test between frequency intact and scrambled 
sequences across subjects for each electrode and emotion 
condition. FDR correction was applied across 128 chan-
nels to correct for multiple comparisons (Benjamini and 
Hochberg 1995). Segments of data were considered signif-
icantly different if the two conditions (intact vs scrambled) 
were different for more than 25 ms, i.e. > 13 consecutive 
time-points (Chen et al. 2021).

Cochlear Model and Envelope

To ensure that potential differences in the EEG responses 
elicited by different conditions could not be merely explained 
by differences in the temporal structure of the target emotion 
categories of interest, we compared the temporal envelopes 
of intact and scrambled sequences. We prepared unique 
sequences for each participant before the EEG session (40 
per individual) and extracted the envelope of each sequence 
using the Hilbert Transform. Then, we computed the FFT 
of all envelopes and averaged them across each sequence 
type (intact and scrambled) and condition (Fear and Happi-
ness) for each participant. Further, we chose the harmonics 
of interest in the FFT based on the empirical EEG data (see 
Sect. “Frequency Domain Analysis” for the procedure and 
Sect. “Frequency Domain: Base Response” for EEG results) 
and summed the FFT magnitudes across the chosen bins for 
every subject. Finally, a 1-tailed t-test was calculated across 
all participants to contrast intact from scrambled sequences. 
Additionally, to assess how spectral and temporal character-
istics of sound alone can influence early responses processed 
in the cochlea, we employed gammatone filters using Audi-
tory Toolbox (Slaney 1994) to simulate a cochlear response 
to a given sequence. Cochlear simulation was computed on 
each sequence before the EEG session. The FFT was applied 
on the simulated cochlear response and each sequence type 
(intact and scrambled) and condition (Fear and Happiness). 
Then, we chose the harmonics of interest in the FFT of the 
cochlear response based on the empirical EEG data (see 
Sect. “Frequency Domain Analysis” for the procedure and 
Sect. “Frequency Domain: Base Response” for EEG results) 
and summed the FFT magnitudes across the identified bins 
of interest for each subject. Lastly, we compared the summed 
FFT magnitudes of intact and scrambled sequences across 
all participants using a 1-tailed t-test (intact > scrambled) for 
each condition separately.
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Behavioral Experiment

We conducted a behavioral experiment to evaluate whether 
the participants could efficiently identify emotion from a 
stream of short bursts of affective voices, classify vocali-
zations to discrete emotion categories and to confirm the 
unintelligibility of the scrambled sounds.

Participants

21 out of 24 participants (11 women, age: 22.28, SD: 2.36, 
range: 19–28 years) who took part in the EEG experiment 
participated in the behavioral experiment. This session was 
scheduled after the EEG experiment to avoid familiarity with 
the sounds during the EEG session. All participants reported 
no history of neurological or audiological disorders and 
were all right-handed. The experiment was approved by the 
local ethical committee of Catholic University of Louvain 
(UCLouvain, project 2016–25). All participants provided 
written informed consent and received financial compensa-
tion for their participation.

Procedure

Stimuli from the EEG session were used in the behavioral 
experiment (see Sect. “Stimuli”). The behavioral session 
was divided into two tasks: (1) a “Sequence task” where 
subjects were asked to identify a target emotion category 
amongst sounds presented in a short sequence and (2) an 
“Isolation task”, where each sound was presented separately. 
The sequence task was divided into four blocks, each block 
consisting of 48 short sequences and each sequence com-
prising of five emotional sounds. Two of the four blocks 
required the participants to identify if a Fearful vocalization 
was present amongst the sounds presented while in the other 
two blocks, participants were instructed to detect whether a 
Happy vocalization was present in the sequence. To mimic 
the structure of the sequences used in EEG experiment, we 
inserted the target emotion at the third place in each short 
sequence. Subjects were asked to perform a two-alterna-
tive forced-choice task (target emotion present or not) with 
half of the sequences in each block (24/48) consisting of 
the target emotion category (Fear or Happiness according 
to the block). All sequences and blocks were presented in 
a random order. Later, participants performed the “Isola-
tion task” which was divided into four blocks, each con-
sisting of 84 sounds. In two blocks, subjects were asked 
to listen to a single affective vocalization and answer three 
questions- (a) classify the sound to one of the five emo-
tion categories: anger, disgust, fear, happiness or sadness 
in a five-alternatives forced choice task; (b) rate the valence 
of each sound on a scale from 1 to 5 (1 = most negative, 
3 = neutral, 5 = most positive); (c) rate the arousal evoked 

by the stimuli on a scale from 1 to 5 (1 = not aroused at all, 
5 = most aroused). In the other two blocks, the scrambled 
version of the same sounds were presented and the subjects 
were asked to classify them to an emotion category in a 
five-alternatives forced choice task. All sounds and blocks 
were presented in a randomized order. The experiment was 
implemented on Psychtoolbox and extensions (Brainard 
1997; Kleiner et al. 2007; Pelli 1997) running on MATLAB 
R2016b (Mathworks). For analysis, sensitivity indices were 
calculated for each task using D-primes (d’) constituting an 
unbiased quantification of performance in detection tasks 
considering both hits and false alarms (Hautus et al. 2021; 
Tanner and Swets 1954).

Results

Experiment 1‑ EEG

Frequency Domain: Target Response

The target response was quantified as the sum of consecu-
tive significant harmonics, i.e., 5 harmonics for Fear (0.833, 
1.666, 3.333, 4.166 and 5.83  Hz) and 4 for Happiness 
(0.833, 1.666, 3.333 and 4.166 Hz). Presence of a response 
in each condition and type was assessed by computing the 
z-scores in all channels. (Fear Intact > 0: 107 channels, 
maximum at TP8: z = 10.2913, p = 3.8550 × 10–25; Fear 
Scrambled > 0: 77 channels, maximum at PO10: z = 6.3015, 
p = 1.4731 × 10–10; Happiness Intact > 0: 110 channels, 
maximum at TP8: z = 10.0758, p = 3.5342 × 10–24; Hap-
piness Scrambled > 0: 100 channels, maximum at PPO6: 
z = 9.7109, p = 1.3553 × 10–10, all p-values are FDR cor-
rected). Crucially, after pooling all channels in each con-
dition separately, the sum of baseline subtracted ampli-
tudes at the harmonic bins of interest revealed a higher 
amplitude for intact sequences type in comparison to 
scrambled for both Fear and Happiness conditions (Fear 
Intact: mean = 0.0484  μV, S.D. = 0.0613; Fear Scram-
bled: mean = 0.0292 μV, S.D. = 0.0333; Happiness Intact: 
mean = 0.0561 μV, S.D. = 0.0516; Happiness Scrambled: 
mean = 0.0379 μV, S.D. = 0.0357; topoplots depicted in 
Fig. 2a).

To find the channels contributing to the emotion-selective 
EEG responses at the target frequency and harmonics, we 
first computed the difference between the grand averaged 
Fast Fourier spectra of frequency intact and scrambled con-
ditions at each electrode and computed the z-score for the 
2 conditions: Fear and Happiness (see methods Sect. “Fre-
quency Domain Analysis”). We found 42 significant chan-
nels for Fear selective response in bilateral temporal areas 
(Fig. 2c; Fear intact—Fear scrambled > 0: maximum in 
right temporal FT8h: z = 5.3219, p = 5.1345 × 10–8; in 
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left temporal TP7h: z = 4.7200, p = 1.1792 × 10–6) and 
fronto-central electrodes (maximum at FFC3: z = 5.4294, 
p = 2.8272 × 10–8). 16 significant channels for Happiness 
condition were clustered in right temporal (Happiness intact 
– Happiness scrambled > 0: maximum at C6h: z = 4.8022, 
p = 7.8466 × 10–7) and left frontal area (maximum at AFF5: 
z = 4.3399, p = 7.1274 × 10–6). All p-values are FDR cor-
rected and other significant channels with their z-scores are 
tabulated in Table S1 in supplementary material.

We found five significant overlapping channels across 
Fear and Happiness conditions over right temporal elec-
trodes, that may indicate elicitation from regions common 
to emotion processing, regardless of the category: P6, TP8h, 
TP8, CP6 and T8h (Fig. 2d). For visualization, the signal-to-
noise ratio (SNR) at the right temporal channel TP8h (signif-
icant in both Fear and Happiness conditions) shows higher 
SNR at the harmonics of interest for intact in comparison 
to scrambled (Fig. 2b). However, we also observed differ-
ent clusters of significant electrodes across conditions. To 
investigate further whether some channels were more selec-
tive to Fear than Happiness or vice versa, we subtracted the 
FFT of Happiness intact from Fear intact and computed the 

z-score at the bins of interest. Since we previously selected 
different number of harmonics to quantify Fear (5 harmon-
ics) and Happiness (4 harmonics) responses, we equalized 
the number of harmonics to the maximum (i.e. 5 harmonics) 
since adding responses at non-significant harmonics is not 
detrimental for the calculation of the response (i.e., adding 
zeros, Retter et al., 2018). The two-sided FDR corrected 
p-values from the z-test revealed 38 significant channels 
that were more selective to Fear than Happiness (Fig. 2c) 
mostly clustered at and around the central region (Fear 
intact—Happiness intact > 0: maximum at FFC1: z = 6.4061, 
p = 7.4645 × 10–11). We did not find any channels signifi-
cantly more selective to Happiness than Fear.

Furthermore, we also quantified each participant’s 
response to Fear and Happiness by averaging the summed 
baseline subtracted amplitude across 42 and 16 signifi-
cant channels, respectively. One-tailed t-tests revealed that 
the contrast Intact and Scrambled is significantly supe-
rior to 0 (Intact—scrambled > 0: Fear: mean = 0.0485 μV, 
S.D. = 0.0638, t(23) = 3.7237, p = 5.5720 × 10–4, Cohen’s 
d = 0.7602; Happiness: mean = 0.0361 μV, S.D. = 0.0621, 
t(23) = 2.8480, p = 0.0045, Cohen’s d = 0.5813, all p-values 
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Fig. 2   EEG results: A Sum of baseline subtracted amplitudes are rep-
resented as topographies. The base response appears similar across all 
conditions and types. The target response to Intact Fear is localized 
to bilateral temporal and central areas while response to Intact Hap-
piness is elicited in the right temporal and left frontal region. Higher 
responses observed for intact stimuli sequences than scrambled stim-
uli sequences. B Signal to noise ratio (SNR) at channel TP8h for both 
emotion conditions to visualize the response across frequencies. H1 

and Hn refer to the first harmonic of target frequency i.e. 0.83 Hz and 
higher harmonics, respectively. C Scalp regions eliciting significant 
emotion-selective responses Fear is significant at bilateral temporal 
and central regions; Happiness at right temporal and left frontal areas. 
Channels in central and bilateral temporal regions are more selec-
tive to Fear than Happiness while no channels are more selective to 
Happiness. D Distinct, yet overlapping channels selective to Fear and 
Happiness
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are FDR corrected). Individual baseline subtracted ampli-
tudes are plotted in Fig S5 in supplementary material.

Frequency Domain: Base Response

2 consecutive significant harmonics for Fear (2.5, 5 Hz) and 
3 for Happiness were identified (2.5, 5, 7.5 Hz). A similar 
topography was observed visually at the general rate of pres-
entation of sounds across intact and scrambled sequences 
(Fig. 2a). However, z-scores revealed differences between 
intact and scrambled types for both Fear and Happiness 
emotion conditions (Intact—Scrambled > 0: Fear: 1 chan-
nel at FC6: z = 5.2978, p = 5.8611 × 10–8; Happiness: 38 
channels. maximum at FC6: z = 6.4441, p = 5.8128 × 10–11, 
p-values are FDR corrected).

Time Domain

We compared the grand averaged trials of intact and scram-
bled targets with a time point-by-time point 1-tailed t-test 
separately for each emotion condition. The analysis revealed 
two significant windows for the Fear condition (Fig. 3): 
between 135 and 176 ms (Intact > Scrambled, peak at Cz 
at 152 ms: mean = 0.6780 μV, SD = 0.7978, t(23) = 4.1631, 
p = 0.0012, Cohen’s d = 1.0257, p-values are FDR corrected) 
and between 311 and 398 ms (Intact > Scrambled, peak at 
Cz at 339 ms: mean = 0.8361 μV, SD = 0.8528, t(23) = 4.6508, 
p = 8.8496 × 10–4, Cohen’s d = 0.9345, p-values are FDR cor-
rected). These differences expressed over central, frontal and 
parietal electrodes. Happiness intact trials elicited a stronger 

response than their scrambled version across right tempo-
ral channels in only one late time window—between 319 
and 356 ms (Intact > Scrambled, peak at CP6 at 337 ms: 
mean = 0.5764 μV, SD = 0.5628, t(23) = 5.0178, p = 0.0013, 
Cohen’s d = 1.1390, p-values are FDR corrected) expressing 
over right temporal channels. Thus, in addition to different 
topographic representations, we also found different tempo-
ral windows of categorization of Fear and Happiness, where 
responses to Fear occurred earlier than Happiness. Lastly, 
four channels in the right temporal region: P6, TP8h, CP6 
and T8h showed greater responses for intact sequences than 
scrambled for both Fear and Happiness conditions, consist-
ent with the results of the frequency domain analysis.

Cochlear Model and Envelope

After preparing the sequences of affective sounds for each 
subject, the FFT spectrum of the envelope of sequences of 
both emotion conditions (Fear and Happiness) and types 
(Frequency Intact and Scrambled) were averaged separately. 
Then, the FFT magnitude at the harmonics were summed 
(defined from the empirical EEG results: 5 harmonics 
for Fear, 4 for Happiness) and contrasted with a 1-tailed 
t-test suggesting similar temporal structure for both type 
of sequences (Intact > Scrambled: Fear: t(23) = -0.3718, 
p = 0.6432, Cohen’s d = -0.1759; Happiness: t(23) = -0.7062, 
p = 0.75644, Cohen’s d = -0.1442, p-values are FDR cor-
rected across participants; Fig. 1e). Similarly, we computed 
a 1-tailed t-test between the summed FFT magnitudes of 
harmonics of interest of the simulated cochlear response 
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µV
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Fig. 3   EEG time domain results: t-statistic of Fear intact > scram-
bled and Happiness intact > scrambled plotted with respect to time. 
The representation of Fear on contrasting with scrambled sequences, 
evolves early (peaking at 152 ms) and later (339 ms) across fronto-

central-parietal channels; only one significant window for happiness 
was found peaking at 352  ms in the right temporal parietal region. 
The topographies represent the EEG amplitude at the peak time 
points
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to the two types of sequences (Intact > Scrambled: Fear: 
t(23) = -6.9465, p = 0.9999, Cohen’s d = -1.4180; Happiness: 
t(23) = − 11.7324, p = 0.9999, Cohen’s d = − 2.3949) indi-
cating similar processing of acoustic cues at the cochlear 
level for both type of sequences and each emotion condition 
(Fig. 1f).

Experiment 2‑Behavior

We conducted a separate behavioral experiment with the 
same participants who took part in the EEG experiment to 
validate:(a) if participants could categorize a short non-ver-
bal affective vocalization played in a sequence (Sequence 
task), b) the unintelligibility of the scrambled sounds (Isola-
tion task). In the Sequence task, all participants identified 
the presence of a target emotion amongst a stream of other 
emotional sounds well above chance, for both Fear (one 
tailed t-test d’ > 0: d’ values mean = 1.3866, SD = 0.5116, 
t(20) = 12.4212, p = 7.37 × 10–11, Cohen’s d = 2.7103) and 
Happiness (one tailed t-test d’ > 0: d’ values mean = 2.2399, 
SD = 0.8638, t(20) = 11.882, p = 1.61 × 10–10, Cohen’s 
d = 2.5931; Fig. 4a).

The following results in the isolation task are also tabu-
lated in Table S2 and S3 in supplementary material. All 
intact stimuli were correctly categorized above chance 
level (Fig.  4b: one tail t-test d’ > 0: Anger: d’ values 
mean = 1.3214, SD = 0.2711, t(20) = 22.3376, p = 1.33 × 10–15, 
Cohen’s d = 4.8742; Disgust: d’ values mean = 1.6475, 
SD = 0.1768, t(20) = 42.7111, p = 0, Cohen’s d = 9.3184; 
Fear: d’ values mean = 1.2428, SD = 0.2511, t(20) = 22.6799, 
p = 9.99 × 10–16, Cohen’s d = 4.9494; Happiness: d’ values 
mean = 1.2828, SD = 0.1309, t(20) = 44.9205, p = 0, Cohen’s 
d = 9.7998; Sadness: d’ values mean = 1.4006, SD = 0.2331, 
t(20) = 44.9205, p = 0, Cohen’s d = 6.0086, all p-values are 
FDR corrected). For scrambled stimuli, the categorization 
of three categories: Anger, Disgust and Sadness vocali-
zations were at chance level (one tail t-test d’ > 0: Anger: 
d’ values mean = 0.0665, SD = 0.3587, t(20) = 0.8501, 
p = 0.4053, Cohen’s d = 0.1854; Disgust: d’ values 
mean = -0.0387, SD = 0.3132, t(20) = -0.5670, p = 0.577, 
Cohen’s d = -0.1236; Sadness: d’ values mean = 0.1284, 
SD = 0.3523, t(20) = 1.6704, p = 0.1104, Cohen’s d = 0.3645, 
all p-values are FDR corrected). However, d’ of scram-
bled versions of Fear and Happiness were found to be 

Fig. 4   Behavioral results: A Sequence task: Participants could iden-
tify the presence of an exemplar of the target emotion category 
amongst a short sequence of sounds well above chance level. B Isola-
tion task: Intact sounds were categorized to the appropriate emotion 
category, with worse performance for scrambled sounds, thus verify-

ing the disruption in unintelligibility. C Similar arousal ratings across 
all emotion categories suggest no involvement of arousal in the EEG 
responses. D Happiness was the only ‘positive’ emotion amongst 
other categories. Greater values indicate positive valence
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significantly higher than chance (one tail t-test d’ > 0: Fear: 
d’ values mean = 0.3071, SD = 0.2332, t(20) = 6.0349, 
p = 6.71 × 10–6, Cohen’s d = 1.3169; Happiness: d’ values 
mean = 0.4956, SD = 0.3341, t(20) = 6.7958, p = 1.31 × 10–6, 
Cohen’s d = 1.4834, all p-values are FDR corrected). Two 
explanations could be given for this result. First, there were a 
higher number of Fear and Happiness stimuli than the stim-
uli of other emotion categories, since we chose the number 
of stimuli based on equal presentation of each sound in a 
sequence (see methods Sect. “Sequences and Procedure”). 
Therefore, higher d’ values for Happy and Fearful vocaliza-
tion could indicate an effect of training. Second, it is pos-
sible that the scrambled sounds of Fear and Happiness cat-
egories carried some amount of acoustic information which 
made them slightly recognizable. However, contrasting d’ 
of intact sounds with their frequency scrambled versions 
indicated that the intact vocalizations carried significantly 
more information than their scrambled version (two-tailed 
t-test Intact > Scrambled: Fear: SD = 0.2996, t(20) = 14.306, 
p = 5.74 × 10–12, Cohen’s d = 3.12; Happiness: SD = 0.3841, 
t(20) = 9.3916, p = 8.99 × 10–9, Cohen’s d = 2.04, all p-values 
are FDR corrected).

We further analyzed the arousal and valence ratings 
of the intact sounds. We observed similar arousal lev-
els across all the discrete emotion categories (ANOVA 
F = 0.15, p = 0.9612, ηp2 = 0.5848; Fig. 4c) and an effect 
of emotion on the valence ratings ( ANOVA F = 28.15, 
p = 6.8228 × 10–16, ηp2 = 17.7659; Fig. 4d). As expected, 
post hoc t-tests revealed that valence ratings for Happiness 
were significantly different than other categories (Hap-
piness vs Anger: p = 2.98 × 10–8; Happiness vs Disgust: 
p = 1.98 × 10–8; Happiness vs Fear: p = 1.81 × 10–8; Hap-
piness vs Sadness: p = 5.96 × 10–8, all p-values are FDR 
corrected).

Discussion

In our study, we demonstrated how combining electroen-
cephalographic recordings (EEG) in humans with a fre-
quency-tagging paradigm provides a robust and objective 
measure of a categorical brain response to short bursts of 
affective vocalizations. To disentangle the potential con-
tributions of low-level auditory processing of affective 
vocalizations to representations of a higher order emotion 
categorization process, we implemented a careful selection 
of affective vocalizations to match their spectro-temporal 
properties across emotion categories. In particular, we first 
selected stimuli with comparable spectral features: spectral 
center of gravity, harmonicity-to-noise ratio (HNR) and 
pitch, such that no emotion category was spectrally different 
than the others (Fig. 1a). These sounds could be accurately 
classified to a discrete category of emotion: anger, disgust, 

fear, happiness and sadness, validated with a behavioral 
experiment (Fig. 1b). In addition to the periodic sequence 
created with intact sounds, we introduced a sound sequence 
with identical periodic constraints like the intact sequences 
but with frequency-scrambled sounds such that their spectro-
temporal structure is similar but their intelligibility and har-
monicity are disrupted (Barbero et al. 2021; Dormal et al. 
2018; Fig. 1c,d,e). It is important to note that the difference 
in EEG responses between intact and scrambled sequences 
was unlikely to solely rely on differences in the harmonic-
ity of our sounds since the intact sounds had comparable 
HNR across categories that were all presented in the same 
intact sequence (Fig. 1a). To ensure that emotion-selective 
EEG responses could not be explained by different temporal 
envelopes across emotion categories, we compared the FFT 
magnitude of the sequences’ envelopes of frequency-intact 
and frequency-scrambled sequences to find no significant 
difference at the frequency bins of interest (Fig. 1e). As a 
final validation, we also used Gammatone filters to simu-
late the cochlear response to intact and scrambled sequences 
and showed no differences at frequency bins of interest, at 
the level of early peripheral auditory processing (Fig. 1f). 
Thus, any difference in the EEG response to intact versus 
scrambled sequence cannot be simply explained by a coch-
lear simulation of acoustic response, nor by their spectral or 
envelope structure. Altogether, our stimuli selection proce-
dure and control analyses assert that the observed categori-
cal response to specific emotion expression categories is at 
least partially independent from low-level acoustic features 
and, therefore, likely reflects a higher-level categorization 
process.

We relied on a frequency-tagging technique to isolate the 
responses to emotion vocalizations objectively, with a high 
signal-to-noise ratio and automatically at specific known fre-
quencies without having the participants to overtly respond 
to the sounds, thus avoiding the decisional and attentional 
processes to contaminate the EEG response (Levy et al. 
2003). Unlike other ERP studies where emotion responses 
are compared to responses of neutral vocalizations caus-
ing confounds due to differences in acoustic features and 
in terms of arousal and valence, the method presented here 
provides a direct approach to obtain vocal emotion responses 
to discrete categories by including various heterogenous 
exemplars of each category. Although the frequency of pres-
entation of sounds of the target emotion category (0.83 Hz) 
lies at the lower end of the frequency EEG spectrum which 
is susceptible to noise (Luck 2014), we acknowledged the 
trade-off between the frequency of presentation of target 
emotion category and presenting stimuli of sufficient length 
to allow correct emotion categorization (Falagiarda and Col-
lignon 2019).

We observed a higher emotion-selective response to the 
intact sequences than the scrambled version at the target 
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frequency and its harmonics (Fig. 2a, b). This could only 
occur if the brain was able to discriminate the target emo-
tion from other emotion categories as well as generalize all 
sounds of the target emotion to one common category (Bar-
bero et al. 2021). Nevertheless, the target response for the 
scrambled condition alone was significantly greater than 0. 
Such significant response in the scrambled condition could 
either be explained by some low-level properties of the 
sounds of an emotional category (as seen in the envelope 
or cochlear simulation) or that the response arises from 
some residual intelligibility that was retained, as indicated 
by the behavior experiment showing that the categorization 
of scrambled Fear and Happiness vocalizations were above 
chance level, but significantly lower than the categoriza-
tion accuracy of the intact sounds (Fig. 4b). Thus, it can 
be concluded that the significantly stronger responses to 
intact affective vocalizations when compared to scrambled 
sequences (Fig. 2c, d), in conjunction with controlling of 
low-level features of the sounds indicate that the emotion-
selective EEG response is at least partially independent of 
low-level acoustic features and characterize a higher-order 
categorization process. We also observed a robust response 
and a similar scalp topography at the general rate of presen-
tation of all stimuli for both intact and scrambled sequences. 
However, we found a higher response to intact sequences 
than scrambled that could be accounted for by the overlap 
of the first harmonic of the general rate of presentation and 
third harmonic of the target response. Additionally, the 
higher response can be explained by a perceptual advantage 
of the intact sounds that may trigger enhanced attention to 
the stimulation.

We tested two types of sequences with either Fear or Hap-
piness as the target emotion category repeated periodically 
at every third position (unknown to the participant). They 
expressed different topographies with part of their response 
spanning across few common right temporal channels sug-
gesting the involvement of distinct yet overlapping neural 
substrates in emotion processing (Hamann 2012; Johnstone 
et al. 2006; Mauchand and Zhang 2022; Phan et al. 2002; 
Phillips et al. 1998). The distribution of the response to the 
Fear category suggests the involvement of fronto-central and 
temporal areas, in line with neuroimaging studies indicating 
large scale networks involved in the processing of fearful 
expressions (Kober et al. 2008; Zhou et al. 2021). Further, 
the different scalp topographies found for Fear and Happi-
ness suggest different generators might be involved in the 
processing of the two different emotion expressions. In fact, 
previous research in visual emotion discrimination using 
Fast Periodic Visual Stimulation (FPVS) found a differen-
tial topography of the responses to distinct facial emotion 
expressions (Dzhelyova et al. 2017; Leleu et al. 2018; Poncet 
et al. 2019). Further studies are required to validate the claim 
by exploring the EEG responses to other emotion categories 

such as anger, disgust and sadness. Although the arousal 
ratings of all discrete emotions were similar in our study, a 
possible reason for different topographies may be due to the 
difference in valence between Fear and Happiness (Fig. 4d; 
Happiness has a positive valence). However, valence does 
not seem to be a strong driver since we observed a strong 
target response when Fear is the target category and Fear 
was not deviant in terms of valence when compared to the 
other emotion categories presented in the sequence.

We also investigated the time-course of the vocal cat-
egorization process. Both emotions elicited a significant 
response 300 ms post stimulus presentation (Intact > Scram-
bled), in line with electrophysiological studies that observed 
the late positive component (LPP) to emotional utterances 
(Frühholz et al. 2011; Jessen and Kotz 2011). Additionally, 
we observed the categorical response to Fear as early as 
135–175 ms post stimulus presentation. While previous lit-
erature has reported P200 time window to be modulated 
by emotional interjections and non-verbal vocalizations 
(Charest et al. 2009; Jessen and Kotz 2011; Sauter and 
Eimer 2010; Schirmer et al. 2013), it is debated whether 
these modulations are linked to the categorical nature of 
emotion expressions or to differences in arousal (Paulmann 
et al. 2013). But due to comparable affective dimensions 
(valence and arousal) of Fear with other categories in our 
stimuli sequence (Fig. 4c, d), we speculate that the early 
ERP evoked by various vocalizations depicting Fear could 
be an early marker of its categorization, supporting recent 
evidence of the brain’s ability to represent discrete catego-
ries as early as < 200 ms (Giordano et al. 2021). In fact, 
faster responses to fear may be possible due to the potential 
contribution of subcortical pathways (Pessoa and Adolphs 
2010) and primitive circuits recognizing danger or fear 
which are preserved in mammals and in humans (LeDoux 
2012). Further, the absence of differences between intact 
and scrambled sequences before 100 ms supports the idea 
that the EEG responses to both emotion categories are not 
elicited by low-level acoustic properties of the sounds, which 
are well known to modulate early ERP components such as 
the N100 (Näätänen and Picton 1987). Another interesting 
observation found in both frequency and time domain analy-
sis (post 300 ms), was that the responses from four channels 
in the right temporal region (P6, TP8h, CP6 and T8h) were 
found to be significantly greater for intact sequences than 
scrambled for both Fear and Happiness conditions, puta-
tively suggesting common processes for vocal emotion pro-
cessing in the right temporal regions.

There are well known differences between the spec-
tral and temporal properties between fear, happiness and 
other emotion categories (see Juslin and Laukka 2003; 
Scherer 2003). These differences are integral in disasso-
ciating one emotion category from another. For instance, 
studies that used morphing of affective vocalizations of 
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various categories, hence impacting the acoustic cues of 
the sounds, manipulated perceived emotions (Giordano 
et al. 2021) or found lower reaction time to classify a 
morphed vocalization (Whiting et al. 2020). The debate 
does not lie at how these acoustic differences express over 
sensory regions, but at the spatio-temporal representation 
of categorical discrimination of emotion expressions in 
the human brain, i.e. the higher-order representation of 
emotions. However, the mental states that support mecha-
nisms of emotion processing can be abstract and highly 
dimensional, rendering it difficult to disentangle which 
part of the processes linked to emotion discrimination are 
better conceptualized as categorical or dimensional as 
well as, which of these processes are driven by acoustic 
cues (see Giordano et al. 2021; Hamann 2012; Kragel and 
LaBar 2016; Skerry and Saxe 2015). Thus, to add to this 
knowledge gap, we propose a method that demonstrates 
categorical responses from the human brain to different 
discrete vocal emotions that are at least partially inde-
pendent from processing of acoustic features. In the future, 
frequency tagging can also be used to investigate dimen-
sional aspects of emotions such as valence, arousal, inten-
sity etc. to unravel the interplay between categorical and 
felt perception of emotions and investigating the contri-
bution of acoustic features to both processes. This makes 
frequency-tagging a valuable technique to study emotion 
categorization, suitable to use in populations that are more 
difficult to test (e.g., individuals with autism, infants etc.) 
with traditional paradigms such as ERP design studies and 
other neuroimaging techniques.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s10548-​023-​00983-8.

Acknowledgements  We would like to extend our gratitude to Anna 
Krzyżak for her help in EEG data acquisition.

Author Contributions  ST, FMB, RPC and OC conceptualized the 
research; ST, FMB and RPC collected the data; ST conducted the for-
mal analysis; OC acquired the funding; ST, FMB, RPC, OC conducted 
the investigation; ST and OC conducted the project administration; OC 
provided the resources; OC performed the supervision; ST, FMB, RPC, 
OC provided the validation; ST wrote the original draft; ST, FMB, 
RPC, OC conducted the review & editing.

Funding  Open access funding provided by University of Applied Sci-
ences and Arts Western Switzerland (HES-SO). This work was sup-
ported by the Belgian Excellence of Science program (EOS Project 
No. 30991544) attributed to OC, the Flag-ERA HBP PINT-MULTI 
(R.8008.19) attributed to OC and a mandate d’impulsion scientifique 
(MIS-FNRS) attributed to OC. FMB and RCP are research fellow and 
OC a research associate at the National Fund for Scientific Research 
of Belgium (FRS-FNRS). ST was funded by Conseil de l'action 
internationale.

Data Availability  The datasets generated during and/or analyzed dur-
ing the current study are available from the corresponding author on 
reasonable request.

Declarations 

Competing interests  The authors have no competing interests to 
declare that are relevant to the content of this article.

Ethical Approval  The experiments were approved by the local ethical 
committee of the Catholic University of Louvain (UCLouvain, project 
2016–25).

Consent to Participate  Informed consent was obtained from all indi-
vidual participants included in the study.

Open Access   This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

Banse R, Scherer KR (1996) Acoustic profiles in vocal emotion expres-
sion. J Pers Soc Psychol 70(3):614

Barbero FM, Calce RP, Talwar S, Rossion B, Collignon O (2021) Fast 
periodic auditory stimulation reveals a robust categorical response 
to voices in the human brain. eNeuro. https://​doi.​org/​10.​1523/​
ENEURO.​0471-​20.​2021

Belin P, Fillion-Bilodeau S, Gosselin F (2008) The montreal affective 
voices: a validated set of nonverbal affect bursts for research on 
auditory affective processing. Behav Res Methods 40(2):531–539. 
https://​doi.​org/​10.​3758/​BRM.​40.2.​531

Benjamini Y, Hochberg Y (1995) Controlling the false discovery rate: 
a practical and powerful approach to multiple testing. J Roy Stat 
Soc: Ser B (methodol) 57(1):289–300. https://​doi.​org/​10.​1111/j.​
2517-​6161.​1995.​tb020​31.x

Boersma P, Weenink D (2001) PRAAT, a system for doing phonetics 
by computer. Glot International 5:341–345

Bostanov V, Kotchoubey B (2004) Recognition of affective prosody: 
continuous wavelet measures of event-related brain potentials 
to emotional exclamations. Psychophysiology 41(2):259–268. 
https://​doi.​org/​10.​1111/j.​1469-​8986.​2003.​00142.x

Bottari D, Bednaya E, Dormal G, Villwock A, Dzhelyova M, Grin 
K, Pietrini P, Ricciardi E, Rossion B, Röder B (2020) EEG fre-
quency-tagging demonstrates increased left hemispheric involve-
ment and crossmodal plasticity for face processing in congenitally 
deaf signers. NeuroImage 223:117315. https://​doi.​org/​10.​1016/j.​
neuro​image.​2020.​117315

Brainard DH (1997) The psychophysics toolbox. Spat vis 10(4):433–
436. https://​doi.​org/​10.​1163/​15685​6897X​00357

Calder AJ, Lawrence AD, Young AW (2001) Neuropsychology of fear 
and loathing. Nat Rev Neurosci. https://​doi.​org/​10.​1038/​35072​584

Charest I, Pernet CR, Rousselet GA, Quiñones I, Latinus M, Fillion-
Bilodeau S, Chartrand J-P, Belin P (2009) Electrophysiological 
evidence for an early processing of human voices. BMC Neurosci. 
https://​doi.​org/​10.​1186/​1471-​2202-​10-​127

https://doi.org/10.1007/s10548-023-00983-8
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1523/ENEURO.0471-20.2021
https://doi.org/10.1523/ENEURO.0471-20.2021
https://doi.org/10.3758/BRM.40.2.531
https://doi.org/10.1111/j.2517-6161.1995.tb02031.x
https://doi.org/10.1111/j.2517-6161.1995.tb02031.x
https://doi.org/10.1111/j.1469-8986.2003.00142.x
https://doi.org/10.1016/j.neuroimage.2020.117315
https://doi.org/10.1016/j.neuroimage.2020.117315
https://doi.org/10.1163/156856897X00357
https://doi.org/10.1038/35072584
https://doi.org/10.1186/1471-2202-10-127


867Brain Topography (2023) 36:854–869	

1 3

Chen L, Cichy RM, Kaiser D (2021) Semantic scene-object consistency 
modulates N300/400 EEG components, but does not automati-
cally facilitate object representations. Cerebral Cortex. https://​
doi.​org/​10.​1093/​cercor/​bhab4​33

Cornew L, Carver L, Love T (2010) There’s more to emotion than 
meets the eye: a processing bias for neutral content in the domain 
of emotional prosody. Cogn Emot 24(7):1133–1152. https://​doi.​
org/​10.​1080/​02699​93090​32474​92

Cowen AS, Keltner D (2017) Self-report captures 27 distinct categories 
of emotion bridged by continuous gradients. Proc Natl Acad Sci 
114(38):E7900–E7909. https://​doi.​org/​10.​1073/​pnas.​17022​47114

Darwin C (1872) The expression of the emotions in man and animals. 
John Murray. https://​doi.​org/​10.​1037/​10001-​000

Dormal G, Pelland M, Rezk M, Yakobov E, Lepore F, Collignon O 
(2018) Functional preference for object sounds and voices in the 
brain of early blind and sighted individuals. J Cogn Neurosci 
30(1):86–106. https://​doi.​org/​10.​1162/​jocn_a_​01186

Dzhelyova M, Jacques C, Rossion B (2017) At a single glance: 
fast periodic visual stimulation uncovers the spatio-temporal 
dynamics of brief facial expression changes in the human brain. 
Cereb Cortex 27(8):4106–4123. https://​doi.​org/​10.​1093/​cercor/​
bhw223

Ekman P (1993) Facial expression and emotion. Am Psychol 
48(4):384–392. https://​doi.​org/​10.​1037/​0003-​066X.​48.4.​384

Ekman P (2009) Darwin’s contributions to our understanding 
of emotional expressions. Philoso Trans R Soc B: Biol Sci 
364(1535):3449–3451. https://​doi.​org/​10.​1098/​rstb.​2009.​0189

Ekman P, Friesen WV (1978) Facial action coding system: manual. 
Consulting Psychologists Press, Palo Alto

Elfenbein HA, Ambady N (2002) On the universality and cultural 
specificity of emotion recognition: a meta-analysis. Psychol Bull 
128(2):203–235. https://​doi.​org/​10.​1037/​0033-​2909.​128.2.​203

Ethofer T, Van De Ville D, Scherer K, Vuilleumier P (2009) Decoding 
of Emotional Information in Voice-Sensitive Cortices. Curr Biol 
19(12):1028–1033. https://​doi.​org/​10.​1016/j.​cub.​2009.​04.​054

Ethofer T, Bretscher J, Gschwind M, Kreifelts B, Wildgruber D, Vuil-
leumier P (2012) Emotional voice areas: anatomic location, func-
tional properties, and structural connections revealed by combined 
fMRI/DTI. Cereb Cortex 22(1):191–200. https://​doi.​org/​10.​1093/​
cercor/​bhr113

Etkin A, Egner T, Kalisch R (2011) Emotional processing in anterior 
cingulate and medial prefrontal cortex. Trends Cogn Sci 15(2):85–
93. https://​doi.​org/​10.​1016/j.​tics.​2010.​11.​004

Falagiarda F, Collignon O (2019) Time-resolved discrimination of 
audio-visual emotion expressions. Cortex 119:184–194. https://​
doi.​org/​10.​1016/j.​cortex.​2019.​04.​017

Fecteau S, Belin P, Joanette Y, Armony JL (2007) Amygdala responses 
to nonlinguistic emotional vocalizations. Neuroimage 36(2):480–
487. https://​doi.​org/​10.​1016/j.​neuro​image.​2007.​02.​043

Flom R, Bahrick LE (2007) The development of infant discrimina-
tion of affect in multimodal and unimodal stimulation: the role of 
intersensory redundancy. Dev Psychol 43(1):238–252. https://​doi.​
org/​10.​1037/​0012-​1649.​43.1.​238

Frühholz S, Grandjean D (2013a) Multiple subregions in superior tem-
poral cortex are differentially sensitive to vocal expressions: a 
quantitative meta-analysis. Neurosci Biobehav Rev 37(1):24–35. 
https://​doi.​org/​10.​1016/j.​neubi​orev.​2012.​11.​002

Frühholz S, Grandjean D (2013) Processing of emotional vocaliza-
tions in bilateral inferior frontal cortex. Neurosci Biobehav Rev 
37:2847–2855. https://​doi.​org/​10.​1016/j.​neubi​orev.​2013.​10.​007

Frühholz S, Jellinghaus A, Herrmann M (2011) Time course of implicit 
processing and explicit processing of emotional faces and emo-
tional words. Biol Psychol 87(2):265–274. https://​doi.​org/​10.​
1016/j.​biops​ycho.​2011.​03.​008

Giordano BL, Whiting C, Kriegeskorte N, Kotz SA, Gross J, Belin 
P (2021) The Representational dynamics of perceived voice 

emotions evolve from categories to dimensions. Nat Hum Behav 
5(9):1203–1213. https://​doi.​org/​10.​1038/​s41562-​021-​01073-0

Gomez MI, Hwang S-A, Sobotova L, Stark AD, May JJ (2001) A com-
parison of self-reported hearing loss and audiometry in a cohort 
of New York farmers. J Speech Lang Hear Res 44(6):1201–1208. 
https://​doi.​org/​10.​1044/​1092-​4388(2001/​093)

Grandjean D, Sander D, Pourtois G, Schwartz S, Seghier ML, Scherer 
KR, Vuilleumier P (2005) The voices of wrath: brain responses to 
angry prosody in meaningless speech. Nat Neurosci 8(2):145–146. 
https://​doi.​org/​10.​1038/​nn1392

Hamann S (2012) Mapping discrete and dimensional emotions onto the 
brain: controversies and consensus. Trends Cogn Sci 16(9):458–
466. https://​doi.​org/​10.​1016/j.​tics.​2012.​07.​006

Hannula S, Bloigu R, Majamaa K, Sorri M, Mäki-Torkko E (2011) 
Self-reported hearing problems among older adults: prevalence 
and comparison to measured hearing impairment. J Am Acad 
Audiol 22(8):550–559. https://​doi.​org/​10.​3766/​jaaa.​22.8.7

Hautus MJ, Macmillan NA, Creelman CD (2021) Detection theory: A 
user’s guide, 3rd edn. Routledge, New York

Izard CE, Huebner RR, Risser D, Dougherty LM (1980) The young 
infant’s ability to produce discrete emotion expressions. Dev Psy-
chol 16(2):132–140. https://​doi.​org/​10.​1037/​0012-​1649.​16.2.​132

Jessen S, Kotz SA (2011) The temporal dynamics of processing emo-
tions from vocal, facial, and bodily expressions. Neuroimage 
58(2):665–674. https://​doi.​org/​10.​1016/j.​neuro​image.​2011.​06.​035

Jessen S, Obleser J, Kotz SA (2012) How bodies and voices interact in 
early emotion perception. PlOS one 7(4):e36070. https://​doi.​org/​
10.​1371/​journ​al.​pone.​00360​70

Johnstone T, Van Reekum C, Oakes T, Davidson R (2006) The voice of 
emotion: An FMRI study of neural responses to angry and happy 
vocal expressions. Soc Cogn Affect Neurosci 1:242–249. https://​
doi.​org/​10.​1093/​scan/​nsl027

Juslin PN, Laukka P (2003) Communication of emotions in vocal 
expression and music performance: different channels, same 
code? Psychol Bull 129(5):770–814. https://​doi.​org/​10.​1037/​
0033-​2909.​129.5.​770

Kiely KM, Gopinath B, Mitchell P, Browning CJ, Anstey KJ (2012) 
Evaluating a dichotomized measure of self-reported hearing loss 
against gold standard audiometry: prevalence estimates and age 
bias in a pooled national data set. J Aging Health 24(3):439–458. 
https://​doi.​org/​10.​1177/​08982​64311​425088

Kleiner M, Brainard D, Pelli D, Ingling A, Murray R, Broussard C 
(2007) What’s new in psychtoolbox-3. Perception 36(14):1–16

Kober H, Barrett LF, Joseph J, Bliss-Moreau E, Lindquist K, Wager TD 
(2008) Functional grouping and cortical-subcortical interactions 
in emotion: a meta-analysis of neuroimaging studies. Neuroim-
age 42(2):998–1031. https://​doi.​org/​10.​1016/j.​neuro​image.​2008.​
03.​059

Kotz SA, Kalberlah C, Bahlmann J, Friederici AD, Haynes J-D (2013) 
Predicting vocal emotion expressions from the human brain. Hum 
Brain Mapp 34(8):1971–1981. https://​doi.​org/​10.​1002/​hbm.​22041

Kragel PA, LaBar KS (2016) Decoding the nature of emotion in the 
brain. Trends Cogn Sci 20(6):444–455. https://​doi.​org/​10.​1016/j.​
tics.​2016.​03.​011

LeDoux J (2012) Rethinking the emotional brain. Neuron 73(4):653–
676. https://​doi.​org/​10.​1016/j.​neuron.​2012.​02.​004

Leleu A, Dzhelyova M, Rossion B, Brochard R, Durand K, Schaal B, 
Baudouin J-Y (2018) Tuning functions for automatic detection of 
brief changes of facial expression in the human brain. Neuroimage 
179:235–251. https://​doi.​org/​10.​1016/j.​neuro​image.​2018.​06.​048

Levy DA, Granot R, Bentin S (2003) Neural sensitivity to human 
voices: ERP evidence of task and attentional influences. Psycho-
physiology 40(2):291–305. https://​doi.​org/​10.​1111/​1469-​8986.​
00031

Luck SJ (2014) An Introduction to the event-related potential tech-
nique, 2nd edn. A Bradford Book, Denver

https://doi.org/10.1093/cercor/bhab433
https://doi.org/10.1093/cercor/bhab433
https://doi.org/10.1080/02699930903247492
https://doi.org/10.1080/02699930903247492
https://doi.org/10.1073/pnas.1702247114
https://doi.org/10.1037/10001-000
https://doi.org/10.1162/jocn_a_01186
https://doi.org/10.1093/cercor/bhw223
https://doi.org/10.1093/cercor/bhw223
https://doi.org/10.1037/0003-066X.48.4.384
https://doi.org/10.1098/rstb.2009.0189
https://doi.org/10.1037/0033-2909.128.2.203
https://doi.org/10.1016/j.cub.2009.04.054
https://doi.org/10.1093/cercor/bhr113
https://doi.org/10.1093/cercor/bhr113
https://doi.org/10.1016/j.tics.2010.11.004
https://doi.org/10.1016/j.cortex.2019.04.017
https://doi.org/10.1016/j.cortex.2019.04.017
https://doi.org/10.1016/j.neuroimage.2007.02.043
https://doi.org/10.1037/0012-1649.43.1.238
https://doi.org/10.1037/0012-1649.43.1.238
https://doi.org/10.1016/j.neubiorev.2012.11.002
https://doi.org/10.1016/j.neubiorev.2013.10.007
https://doi.org/10.1016/j.biopsycho.2011.03.008
https://doi.org/10.1016/j.biopsycho.2011.03.008
https://doi.org/10.1038/s41562-021-01073-0
https://doi.org/10.1044/1092-4388(2001/093)
https://doi.org/10.1038/nn1392
https://doi.org/10.1016/j.tics.2012.07.006
https://doi.org/10.3766/jaaa.22.8.7
https://doi.org/10.1037/0012-1649.16.2.132
https://doi.org/10.1016/j.neuroimage.2011.06.035
https://doi.org/10.1371/journal.pone.0036070
https://doi.org/10.1371/journal.pone.0036070
https://doi.org/10.1093/scan/nsl027
https://doi.org/10.1093/scan/nsl027
https://doi.org/10.1037/0033-2909.129.5.770
https://doi.org/10.1037/0033-2909.129.5.770
https://doi.org/10.1177/0898264311425088
https://doi.org/10.1016/j.neuroimage.2008.03.059
https://doi.org/10.1016/j.neuroimage.2008.03.059
https://doi.org/10.1002/hbm.22041
https://doi.org/10.1016/j.tics.2016.03.011
https://doi.org/10.1016/j.tics.2016.03.011
https://doi.org/10.1016/j.neuron.2012.02.004
https://doi.org/10.1016/j.neuroimage.2018.06.048
https://doi.org/10.1111/1469-8986.00031
https://doi.org/10.1111/1469-8986.00031


868	 Brain Topography (2023) 36:854–869

1 3

Makeig, S., Bell, A., Jung, T.-P., & Sejnowski, T. J. (1995). Inde-
pendent Component Analysis of Electroencephalographic Data. 
Advances in Neural Information Processing Systems, 8. https://​
proce​edings.​neuri​ps.​cc/​paper/​1995/​hash/​754dd​a4b1b​a34c6​fa897​
16b85​d6853​2b-​Abstr​act.​html

Mauchand M, Zhang S (2022) Disentangling emotional signals 
in the brain: an ALE meta-analysis of vocal affect percep-
tion. Cogn Affect Behav Neurosci. https://​doi.​org/​10.​3758/​
s13415-​022-​01030-y

Mehler J, Bertoncini J, Barriere M, Jassik-Gerschenfeld D (1978) 
Infant recognition of mother’s voice. Perception 7(5):491–497. 
https://​doi.​org/​10.​1068/​p0704​91

Näätänen R, Picton T (1987) The N1 wave of the human electric and 
magnetic response to sound: a review and an analysis of the 
component structure. Psychophysiology 24(4):375–425. https://​
doi.​org/​10.​1111/j.​1469-​8986.​1987.​tb003​11.x

Norcia AM, Appelbaum LG, Ales JM, Cottereau BR, Rossion B 
(2015) The steady-state visual evoked potential in vision 
research: a review. J vis 15(6):4. https://​doi.​org/​10.​1167/​15.6.4

Oostenveld R, Fries P, Maris E, Schoffelen J-M (2011) FieldTrip: 
open source software for advanced analysis of MEG, EEG, and 
invasive electrophysiological data. Comput Intell Neurosci 
2011:156869. https://​doi.​org/​10.​1155/​2011/​156869

Paulmann S, Bleichner M, Kotz S (2013) Valence, arousal, and task 
effects in emotional prosody processing. Front Psychol. https://​
doi.​org/​10.​3389/​fpsyg.​2013.​00345

Pell MD, Kotz SA (2011) On the time course of vocal emotion rec-
ognition. PlOS one 6(11):e27256. https://​doi.​org/​10.​1371/​journ​
al.​pone.​00272​56

Pell MD, Rothermich K, Liu P, Paulmann S, Sethi S, Rigoulot S 
(2015) Preferential decoding of emotion from human non-
linguistic vocalizations versus speech prosody. Biol Psychol 
111:14–25. https://​doi.​org/​10.​1016/j.​biops​ycho.​2015.​08.​008

Pelli DG (1997) The videotoolbox software for visual psychophys-
ics: transforming numbers into movies. Spat vis 10(4):437–442. 
https://​doi.​org/​10.​1163/​15685​6897X​00366

Pessoa L, Adolphs R (2010) Emotion processing and the amygdala: 
from a ‘low road’ to ‘many roads’ of evaluating biological sig-
nificance. Nat Rev Neurosci 11(11):773–783. https://​doi.​org/​
10.​1038/​nrn29​20

Phan KL, Wager T, Taylor SF, Liberzon I (2002) Functional neu-
roanatomy of emotion: a meta-analysis of emotion activation 
studies in PET and fMRI. Neuroimage 16(2):331–348. https://​
doi.​org/​10.​1006/​nimg.​2002.​1087

Phillips ML, Young AW, Scott SK, Calder AJ, Andrew C, Giampi-
etro V, Williams SC, Bullmore ET, Brammer M, Gray JA (1998) 
Neural responses to facial and vocal expressions of fear and 
disgust. Proc R Soc B: Biol Sci 265(1408):1809–1817

Poncet F, Baudouin J-Y, Dzhelyova MP, Rossion B, Leleu A (2019) 
Rapid and automatic discrimination between facial expressions 
in the human brain. Neuropsychologia 129:47–55. https://​doi.​
org/​10.​1016/j.​neuro​psych​ologia.​2019.​03.​006

Poncet F, Leleu A, Rekow D, Damon F, Dzhelyova M, Schaal B, 
Durand K, Faivre L, Rossion B, Baudouin J-Y (2022) A neural 
marker of rapid discrimination of facial expression in 3.5- and 
7-month-old infants. Front Neurosci. https://​doi.​org/​10.​3389/​
fnins.​2022.​901013

Regan D (1989) Human brain electrophysiology: Evoked potentials 
and evoked magnetic fields in science and medicine. Elsevier, 
Amsterdam

Retter TL, Rossion B (2016) Uncovering the neural magnitude and 
spatio-temporal dynamics of natural image categorization in a 
fast visual stream. Neuropsychologia 91:9–28. https://​doi.​org/​
10.​1016/j.​neuro​psych​ologia.​2016.​07.​028

Retter TL, Jiang F, Webster M, Rossion B (2018) Dissociable effects 
of inter-stimulus interval and presentation duration on rapid face 

categorization. Vis Res 145:11–20. https://​doi.​org/​10.​1016/j.​vis-
res.​2018.​02.​009

Retter TL, Rossion B, Schiltz C (2021) Harmonic amplitude summa-
tion for frequency-tagging analysis. J Cogn Neurosci 33(11):1–
22. https://​doi.​org/​10.​1162/​jocn_a_​01763

Rossion B, Torfs K, Jacques C, Liu-Shuang J (2015) Fast periodic 
presentation of natural images reveals a robust face-selective 
electrophysiological response in the human brain. J Vis. https://​
doi.​org/​10.​1167/​15.1.​18

Rossion B, Retter TL, Liu-Shuang J (2020) Understanding human 
individuation of unfamiliar faces with oddball fast periodic 
visual stimulation and electroencephalography. Eur J Neurosci 
52(10):4283–4344. https://​doi.​org/​10.​1111/​ejn.​14865

RStudio Team (2020) RStudio: Integrated Development for R. RStudio, 
PBC, Boston, MA. http://​www.​rstud​io.​com

Salvia E, Bestelmeyer PEG, Kotz SA, Rousselet GA, Pernet CR, 
Gross J, Belin P (2014) Single-subject analyses of magnetoen-
cephalographic evoked responses to the acoustic properties of 
affective non-verbal vocalizations. Front Neurosci. https://​doi.​
org/​10.​3389/​fnins.​2014.​00422

Sauter DA, Eimer M (2010) Rapid detection of emotion from human 
vocalizations. J Cogn Neurosci 22(3):474–481. https://​doi.​org/​
10.​1162/​jocn.​2009.​21215

Sauter DA, Eisner F, Ekman P, Scott SK (2010) Cross-cultural recog-
nition of basic emotions through nonverbal emotional vocaliza-
tions. Proc Natl Acad Sci USA 107(6):2408–2412. https://​doi.​
org/​10.​1073/​pnas.​09082​39106

Scherer KR (2003) Vocal communication of emotion: a review of 
research paradigms. Speech Commun 40:227–256. https://​doi.​
org/​10.​1016/​S0167-​6393(02)​00084-5

Scherer KR, Banse R, Wallbott HG (2001) Emotion inferences from 
vocal expression correlate across languages and cultures. J 
Cross Cult Psychol 32(1):76–92

Schirmer A, Kotz SA (2006) Beyond the right hemisphere: brain 
mechanisms mediating vocal emotional processing. Trends 
Cogn Sci 10(1):24–30. https://​doi.​org/​10.​1016/j.​tics.​2005.​11.​
009

Schirmer A, Chen C-B, Ching A, Tan L, Hong RY (2013) Vocal 
emotions influence verbal memory: neural correlates and inter-
individual differences. Cogn Affect Behav Neurosci 13(1):80–
93. https://​doi.​org/​10.​3758/​s13415-​012-​0132-8

Skerry AE, Saxe R (2015) Neural representations of emotion 
are organized around abstract event features. Curr Biol 
25(15):1945–1954. https://​doi.​org/​10.​1016/j.​cub.​2015.​06.​009

Slaney M (1994) Technical Report #1998–010 Interval Research 
Corproation malcolm@interval.com. 52.

Stanley HM (1984) A study of fear as primitive emotion Psychol Rev 
1(3):241–256. https://​doi.​org/​10.​1037/​h0066​176

Talavage TM, Sereno MI, Melcher JR, Ledden PJ, Rosen BR, Dale 
AM (2004) Tonotopic organization in human auditory cortex 
revealed by progressions of frequency sensitivity. J Neurophys-
iol 91(3):1282–1296. https://​doi.​org/​10.​1152/​jn.​01125.​2002

Tanner WP Jr, Swets JA (1954) A decision-making theory of visual 
detection. Psychol Rev 61(6):401–409. https://​doi.​org/​10.​1037/​
h0058​700

Volfart A, Rice GE, Lambon Ralph MA, Rossion B (2021) Implicit, 
automatic semantic word categorisation in the left occipito-
temporal cortex as revealed by fast periodic visual stimulation. 
NeuroImage 238:118228. https://​doi.​org/​10.​1016/j.​neuro​image.​
2021.​118228

Vytal K, Hamann S (2010) Neuroimaging support for discrete neu-
ral correlates of basic emotions: a voxel-based meta-analysis. 
J Cogn Neurosci 22(12):2864–2885. https://​doi.​org/​10.​1162/​
jocn.​2009.​21366

https://proceedings.neurips.cc/paper/1995/hash/754dda4b1ba34c6fa89716b85d68532b-Abstract.html
https://proceedings.neurips.cc/paper/1995/hash/754dda4b1ba34c6fa89716b85d68532b-Abstract.html
https://proceedings.neurips.cc/paper/1995/hash/754dda4b1ba34c6fa89716b85d68532b-Abstract.html
https://doi.org/10.3758/s13415-022-01030-y
https://doi.org/10.3758/s13415-022-01030-y
https://doi.org/10.1068/p070491
https://doi.org/10.1111/j.1469-8986.1987.tb00311.x
https://doi.org/10.1111/j.1469-8986.1987.tb00311.x
https://doi.org/10.1167/15.6.4
https://doi.org/10.1155/2011/156869
https://doi.org/10.3389/fpsyg.2013.00345
https://doi.org/10.3389/fpsyg.2013.00345
https://doi.org/10.1371/journal.pone.0027256
https://doi.org/10.1371/journal.pone.0027256
https://doi.org/10.1016/j.biopsycho.2015.08.008
https://doi.org/10.1163/156856897X00366
https://doi.org/10.1038/nrn2920
https://doi.org/10.1038/nrn2920
https://doi.org/10.1006/nimg.2002.1087
https://doi.org/10.1006/nimg.2002.1087
https://doi.org/10.1016/j.neuropsychologia.2019.03.006
https://doi.org/10.1016/j.neuropsychologia.2019.03.006
https://doi.org/10.3389/fnins.2022.901013
https://doi.org/10.3389/fnins.2022.901013
https://doi.org/10.1016/j.neuropsychologia.2016.07.028
https://doi.org/10.1016/j.neuropsychologia.2016.07.028
https://doi.org/10.1016/j.visres.2018.02.009
https://doi.org/10.1016/j.visres.2018.02.009
https://doi.org/10.1162/jocn_a_01763
https://doi.org/10.1167/15.1.18
https://doi.org/10.1167/15.1.18
https://doi.org/10.1111/ejn.14865
http://www.rstudio.com
https://doi.org/10.3389/fnins.2014.00422
https://doi.org/10.3389/fnins.2014.00422
https://doi.org/10.1162/jocn.2009.21215
https://doi.org/10.1162/jocn.2009.21215
https://doi.org/10.1073/pnas.0908239106
https://doi.org/10.1073/pnas.0908239106
https://doi.org/10.1016/S0167-6393(02)00084-5
https://doi.org/10.1016/S0167-6393(02)00084-5
https://doi.org/10.1016/j.tics.2005.11.009
https://doi.org/10.1016/j.tics.2005.11.009
https://doi.org/10.3758/s13415-012-0132-8
https://doi.org/10.1016/j.cub.2015.06.009
https://doi.org/10.1037/h0066176
https://doi.org/10.1152/jn.01125.2002
https://doi.org/10.1037/h0058700
https://doi.org/10.1037/h0058700
https://doi.org/10.1016/j.neuroimage.2021.118228
https://doi.org/10.1016/j.neuroimage.2021.118228
https://doi.org/10.1162/jocn.2009.21366
https://doi.org/10.1162/jocn.2009.21366


869Brain Topography (2023) 36:854–869	

1 3

Waller BM, Micheletta J (2013) Facial expression in nonhuman 
animals. Emot Rev 5(1):54–59. https://​doi.​org/​10.​1177/​17540​
73912​451503

Waller BM, Julle-Daniere E, Micheletta J (2020) Measuring the evo-
lution of facial ‘expression’ using multi-species FACS. Neu-
rosci Biobehav Rev 113:1–11. https://​doi.​org/​10.​1016/j.​neubi​
orev.​2020.​02.​031

Whiting C, Kotz S, Gross J, Giordano BL, Belin P (2020) The per-
ception of caricatured emotion in voice. Cognition 200:104249

Wiethoff S, Wildgruber D, Grodd W, Ethofer T (2009) Response 
and habituation of the amygdala during processing of emotional 
prosody. NeuroReport 20(15):1356–1360. https://​doi.​org/​10.​
1097/​WNR.​0b013​e3283​30eb83

Zhao C, Schiessl I, Wan MW, Chronaki G, Abel KM (2021) Develop-
ment of the neural processing of vocal emotion during the first 

year of life. Child Neuropsychol 27(3):333–350. https://​doi.​org/​
10.​1080/​09297​049.​2020.​18530​90

Zhou F, Zhao W, Qi Z, Geng Y, Yao S, Kendrick KM, Wager TD, 
Becker B (2021) A distributed fMRI-based signature for the 
subjective experience of fear. Nat Commun. https://​doi.​org/​10.​
1038/​s41467-​021-​26977-3

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Authors and Affiliations

Siddharth Talwar1   · Francesca M. Barbero1   · Roberta P. Calce1   · Olivier Collignon1,2 

 *	 Siddharth Talwar 
	 siddharth.talwar@uclouvain.be

 *	 Olivier Collignon 
	 olivier.collignon@uclouvain.be

1	 Institute for Research in Psychology (IPSY) & Neuroscience 
(IoNS), Louvain Bionics, University of Louvain 
(UCLouvain), Louvain, Belgium

2	 School of Health Sciences, HES-SO Valais-Wallis, The 
Sense Innovation and Research Center, Lausanne and Sion, 
Switzerland

https://doi.org/10.1177/1754073912451503
https://doi.org/10.1177/1754073912451503
https://doi.org/10.1016/j.neubiorev.2020.02.031
https://doi.org/10.1016/j.neubiorev.2020.02.031
https://doi.org/10.1097/WNR.0b013e328330eb83
https://doi.org/10.1097/WNR.0b013e328330eb83
https://doi.org/10.1080/09297049.2020.1853090
https://doi.org/10.1080/09297049.2020.1853090
https://doi.org/10.1038/s41467-021-26977-3
https://doi.org/10.1038/s41467-021-26977-3
http://orcid.org/0000-0002-2779-8986
http://orcid.org/0000-0003-4445-4402
http://orcid.org/0000-0001-9341-6424
http://orcid.org/0000-0003-1882-3550

	Automatic Brain Categorization of Discrete Auditory Emotion Expressions
	Abstract
	Introduction
	Materials and Methods
	EEG Experiment
	Participants
	Stimuli
	Sequences and Procedure
	EEG Acquisition
	Analysis
	Preprocessing 
	Frequency Domain Analysis 
	Time Domain Analysis 


	Cochlear Model and Envelope
	Behavioral Experiment
	Participants
	Procedure


	Results
	Experiment 1- EEG
	Frequency Domain: Target Response
	Frequency Domain: Base Response
	Time Domain

	Cochlear Model and Envelope
	Experiment 2-Behavior

	Discussion
	Anchor 26
	Acknowledgements 
	References




