
Boundary-Layer Meteorology (2019) 171:323–349
https://doi.org/10.1007/s10546-019-00433-8

RESEARCH ART ICLE

UDINEE: Evaluation of Multiple Models with Data
from the JU2003 Puff Releases in Oklahoma City. Part I:
Comparison of Observed and Predicted Concentrations

Miguel A. Hernández-Ceballos1 · Steven Hanna2 · Roberto Bianconi3 ·
Roberto Bellasio3 · Thomas Mazzola4 · Joseph Chang5 · Spyros Andronopoulos6 ·
Patrick Armand7 · Najat Benbouta8 · Peter Čarný9 · Nils Ek8 · Eva Fojcíková9 ·
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Abstract
In a complex environment such as an urban area, accurate prediction of the atmospheric
dispersion of airborne harmful materials such as radioactive substances is necessary for
establishing response actions and assessing risk or damage. Given the variety of urban atmo-
spheric dispersion models available, evaluation and inter-comparison exercises are vital for
assessing quantitatively and qualitatively their capabilities and differences. To that end, the
European Commission/Directorate General Joint Research Centre with support from the
European Commission/Directorate General-Migration and Home Affairs, and with the con-
tribution of the U.S. Defense Threat Reduction Agency, launched the Urban Dispersion
INternational Evaluation Exercise (UDINEE) project. Within UDINEE, nine atmospheric
dispersion models are evaluated and intercompared. Sulphur hexafluoride concentrations
from puffs released near the ground during the Joint Urban 2003 (JU2003) field experiment
are used in UDINEE to evaluate atmospheric dispersion models. The JU2003 experiment is
chosen because UDINEE aims at the better understanding ofmodelling capabilities for radio-
logical dispersal devices in urban areas, and the neutrally-buoyant puff releases performed in
the JU2003 experiment are the closest scenario to this purpose. The present study evaluates
the capability of models at simulating the presence and concentration levels of the tracer
at sampling locations. The fraction of predicted concentrations and time-integrated concen-
trations within a factor-of-two of observations are less than 0.36 and 0.4 respectively. The
analysis reveals an improvement in the performance of models by using time-varying inflow
conditions. Since the simulation of the dispersion of puff release is particularly challenging,
the results of UDINEE could constitute a benchmark for future model developments.
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1 Introduction

The use of a radiological dispersal device (RDD), comprising a combination of conventional
explosives and radioactive material, is considered a likely malevolent act at the disposal of
terrorist groups (Medalia 2004, 2011). The potential use of radiological dispersal devices
would probably not produce a large number of casualties, but could certainly produce panic
and chaos in the population, including fear of the long-term contamination of facilities and
places where people live and work (e.g. Rosoff and von Winterfeldt 2007; Kamboj et al.
2009).

The intended impacts are therefore maximized should the RDD explosion occur in an
urban area. In such a complex environment, the intent of minimizing health, environmental,
and economic impacts of an RDD event (e.g. Ansari 2010) implies the selection and imple-
mentation of effective countermeasures that would largely rely on adequate knowledge of the
dispersion patterns and the potential levels of radioactive contamination (e.g. Shin and Kim
2009; Jonsson et al. 2013). This information can be estimated using atmospheric dispersion
models (ADM) (e.g. Rentai 2011).

Urban features (e.g., sizes of buildings and overallmorphology, distribution of streets, total
dimension of urban area) affect low-level atmospheric flow and hence influence turbulence
and the dispersion of airborne pollutants and their deposition (Baklanov et al. 2009). The
simulation of airflow distribution constitutes a challenge whenever ADMs are used to better
understand and/or predict the pollutant dispersion in an urban environment (e.g. Thiessen
et al. 2009). A wide range of approaches developed to include urban characteristics and the
subsequent simulation of airflow in and around the urban canopy has resulted in a wide range
of ADMs and, consequently, variability in the model results (see e.g., Britter and Hanna
2003; Schatzmann and Leitl 2011; COST ES1006 2015a, b).

Because of the inherent uncertainty inADMresults,models are evaluated and, at a practical
level, based on acceptance criteria i.e. performance thresholds are identified as “acceptable”
and “unacceptable” for a specific application. Hanna and Chang (2012) suggest acceptance
criteria for rural and urban applications. Basically, the better that models match the quantita-
tive criteria for model acceptance, the more reliable are their results in support of emergency
management and remediation actions. Thus, it is important to understand and to assess the
qualitative and quantitative differences between model results. In this sense, a large mod-
elling effort and related evaluation on puff releases has been performed in the framework of
the COST Action ES1006 research activity, both for wind-tunnel experiments and real field
emissions (Baumann-Stanzer et al. 2015; Efthimiou et al. 2017).

Meteorological and tracer observations from atmospheric tracer dispersion experiments
that are representative of the physical processes thatmodels simulate are necessary to evaluate
the capabilities of ADMs (e.g. Britter et al. 2000; Cooke et al. 2000; Neophytou et al. 2011).
However, such observations are very difficult to collect in the case of dispersion in urban areas.
The URBAN 2000 experiment in Salt Lake City (Allwine et al. 2002), the Joint Urban 2003
(JU2003) experiment in Oklahoma City (Allwine and Flaherty 2006), the London Dispersion
of Air Pollutants and their Penetration into the Local Environment (DAPPLE) experiment
(Arnold et al. 2004), and the Madison Square Garden (MSG05) and the Midtown Manhattan
(MID05) experiments in NewYork City (Allwine and Flaherty 2007) are urban-tracer disper-
sion experiments of significance to the further development and evaluation of urban dispersion
models, since they fulfil the requirements indicated in Schatzmann and Leitl (2002).
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The Urban Dispersion INternational Evaluation Exercise (UDINEE) project is one of the
first evaluation exercises involving a considerable number of ADMs used for emergency
preparedness and response in the case of a radiological release in an urban environment.
The study was led by the European Commission Directorate General Joint Research Centre
(EC/DG JRC) with the support of the United States Defence Threat Reduction Agency (U.S.
DTRA). As part of this inter-agency collaboration, and to evaluate the model results, U.S.
DTRA made available meteorological and tracer observations collected during the JU2003
field campaign. An overview of the JU2003 experiments is presented in Allwine and Flaherty
(2006) and a comprehensive description and technical details are given in Clawson et al.
(2005).

Ten intensive operating periodswere organized during the JU2003 experiment, and in each
intensive operating period, puff releases were made close to the ground. For each release, a
known amount of the non-toxic and inert atmospheric tracer sulphur hexafluoride (SF6), a
passive gas that can be detected at concentrations as low as 10 pptv (Clawson et al. 2005),
was instantaneously injected into the atmosphere by exploding balloons filled with the gas.
Tracer concentration data collected after each puff release are used to evaluate nine ADMs
under the UDINEE project. These data can be seen as representative of the dispersion process
following an RDD explosion. The observations and model results were uploaded and made
available to all participants through the ENSEMBLE web-based platform (http://ensemble.
jrc.ec.europa.eu/), hosted at the EC/DG JRC (Bianconi et al. 2004; Galmarini et al. 2004,
2012).

The goal of our study is to evaluate the capability of models to simulate puff passage and
concentration levels of the tracer at sampling locations (while a companion study is devoted
to the analysis of puff parameters used to characterize the puff passage at each sampler, see
Hernández-Ceballos et al. 2019). The simulation of the time-integrated air concentrations for
each puff and sampler is also evaluated. In the framework of our study, the effect of different
boundary conditions, such as fixed or time-varying inflow conditions, on the dispersion and
concentration field predicted by models is discussed.

2 Materials andMethods

2.1 List of Participants andModels

Table 1 summarizes the models and groups that participated in the UDINEE project; six
modelling groups from Europe and two from North America have applied their modelling
systems. The nine models participating in this exercise are documented in the scientific
literature referenced in Table 1. Differences in the model results are due to the use of different
meteorological inputs or physical parametrizations (e.g. Hanna et al. 2006; Neophytou et al.
2011). It is beyond our scope to identify the individual causes of the similarities or differences
between observations and model results. For more information on the characteristics of each
model, see other articles in this special issue.

Since the project aims at identifying the overall performance of the models analyzed and
the state-of-the-art in urban dispersion modelling, each model is identified hereafter by an
anonymous code (M1 – M10).
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2.2 Observations

The JU2003 database fulfils the requirements for evaluating urban dispersion models, as
described in the COST ES1006Action documents (COST ES1006 2015c). The database
resolves the short-time-scale variability in meteorological variables and pollutant concentra-
tions occurring in the urban canopy layer. In our study, and after review of all release trials
and model predictions under UDINEE, we work with two subsets of tracer concentrations,
namely intensive operating period 3 (IOP3) and 8 (IOP8). This selection is based on the
availability of results from all models participating in UDINEE and on the abundance of
collected tracer measurements in each intensive operating period (Clawson et al. 2005), thus
guaranteeing the largest statistical sample.

Figure 1 shows the location of the release points (red stars) and of the fast-response tracer
gas analyzers (blue dots)—for IOP3 and IOP8 (Clawson et al. 2005). At alcan be seen,
locations of the nine SF6 analyzers are different in the two intensive operating periods so that
changes in the wind direction could be accommodated. The releases were performed near the
Myriad Botanical Gardens in IOP3 (Fig. 1a), and near the Westin Hotel in IOP8 (Fig. 1b).
The samplers were deployed downwind from the release points at distances that ranged from
less than 200 m to as much as 1 km.

Meteorological synopses of both intensive operating periods can be consulted in Clawson
et al. (2005). The weather in IOP3 was mostly cloudy during the morning puff releases
and surface wind directions were southerly at 7–10 m s−1 for the entire intensive operating
period. In contrast, the weather in IOP8 was characterized by clear skies and consistent wind
directions from the south-east through south at 4–5 m s−1. The analysis carried out in Hanna
et al. (2007), using analyses of stability parameters such as the Obukhov length, indicated
that predominantly neutral conditions prevailed in the downtown area during both intensive
operating periods.

The fast-response tracer gas analyzers measured atmospheric concentrations of SF6 with a
response time of 0.5 s. The start of each sampling period (20 min) coincided with the release
of each puff (red circles in Fig. 1c), where Fig. 1 shows an example of three SF6 concentration
time series (in logarithmic scale) from sampler L17 during IOP3. The measurements for the
three puffs differ significantly. This fact clearly illustrates the variability of individual puff
concentration time traces measured at the same tracer gas analyzers following successive
puffs under similar meteorological conditions (same intensive operating period). These three
time series are, therefore, a good example of the high complexity of the dispersion processes
in an urban environment. Figure 1a, 1b also shows the number of puffs analyzed in each
measurement location for IOP3 and IOP8 (number between brackets). Table 2 indicates the
set of fast-response tracer gas analyzer measurements analyzed for each intensive operat-
ing period and puff. In total, 24 (IOP3) and 26 (IOP8) SF6 concentration time series are
used for model evaluation. Clawson et al. (2005) also explain that the samplers were occa-
sionally saturated (i.e., concentrations exceeded the maximum concentration measurement
capability), but we have retained these samplers because they include measurements that
definitely exceed 10,000 or 23,000 pptv. We need to indicate that these high and uncertain
values can affect the quantitative performance metrics (see Sect. 2.3) calculated to compare
the performance of models.
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Fig. 1 View of SF6 source (red star) and samplers (blue points) on the UDINEE modelling domain during
a IOP3, and b IOP8. In brackets is indicated the number of puffs analyzed in each location in each intensive
operating period. c Observed concentration time series from fast response sampler L17 during IOP3. Red dots
on the x axis indicate the release time of each puff in IOP3

2.3 Modelling Input Variables

UDINEE participants were provided with the meteorological and SF6 instantaneous release
information mentioned below to perform the simulation of each puff dispersion. Eight out
of these nine models simulated the dispersion of the four puffs released in IOP3 and IOP8,
whilst models M2 and M1 did not simulate IOP3 and IOP8 respectively.

2.3.1 Source Location and Release Time

In the JU2003field campaign, all puffswere released at 2mabove ground level (a.g.l.). Table 2
shows the release time, location andmass of each one in IOP3 and IOP8.The released quantity
of SF6 was from 1.000 to 1.005 kg in IOP3 and from 0.305 to 0.5 kg in IOP8, with puffs
released at intervals of 20 min in each intensive operating period. This time delay allowed the
transport of SF6 out of the area and a return to background concentration level (about 5 ppt,
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Table 2 Information for the fast response concentrations time series from the JU2003 experiment selected for
the analysis

IOP PUFF Release time (CDT) Release mass (kg) Release location Samplers analyzed

3 1 0900 1.001 Botanical L1, L5, L8, L11,
L13, L15, L17

3 2 0920 1.005 Botanical L8, L11, L13,L15

3 3 0940 1.000 Botanical L1, L5, L8, L11,
L13, L15, L17

3 4 1000 1.004 Botanical L1, L5, L8, L13,
L15, L17

8 1 0500 0.500 Westin L1, L2, L5, L6, L8,
L17, L19

8 2 0520 0.500 Westin L1, L5, L6, L8, L17

8 3 0540 0.300 Westin L1, L2, L5, L6, L8,
L17, L19

8 4 0600 0.305 Westin L2, L3, L5, L6, L8,
L17, L19

CDT central daylight time

see Martin et al. 2011; Hanna et al. 2011), thus avoiding the contamination of the sampling
field by overlapping the puffs in time.

2.3.2 Domain and Grid Size

Figure 1 shows the urban domain defined for the simulations, the domain covering largely
downtown Oklahoma City and 1.6×1.4 km2 in size. The horizontal grid size selected is 5×
5 m2 and 57 vertical levels are defined (from zero to 402 m a.g.l. according to exponential
grid spacing). As indicated in Table 1, most of the model simulations used this horizontal
grid size. However, other modelling groups applied different grid spacing, and to facilitate
the cross-comparison between models, model data were interpolated onto the common grid.
Building heights and building coordinates of the Oklahoma City (Burian et al. 2003) centre
were also provided to the UDINEE modelling community to perform the simulations.

2.3.3 Meteorology

All participating models were run using the meteorological time series from the Portable
Weather Information Display System (PWIDS) sensor No. 15, which was located 10 m
above the roof of the Post Office (40 m a.g.l.) and 1 km upwind of the central business
district. The meteorological data comprised 10-s average time series of wind direction and
speed, temperature and relative humidity.

2.4 Method of Evaluating of Model Predictions

This model evaluation exercise is based on the set of measured and simulated SF6 concen-
tration time series (temporal resolution of 0.5 s) at the measurement locations indicated in
Table 2. In this sense, we need to consider that models reproduce the ensemble-averaged flow
and dispersion, but not a single realization of a puff dispersion in a turbulent flow. A single
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puff, as measured in the JU2003 experiment, is a single realization and there is always an
unavoidable bias in anymodel due to the stochastic nature of the turbulent flow. A statistically
stable ensemble should be obtained from a large number of puffs released under identical (or
similar) conditions, which is impossible to achieve in the field (Chang and Hanna 2004).

We also note that the ADMs used under UDINEE provide ensemble-averaged concentra-
tions in the samplers at the time resolution of the meteorological input variables. Thus, the
ADM outputs are not representative of the intrinsic atmospheric variability at a frequency
of 0.5 s from the single realization given by the measurement. While the Eulerian models
provide instantaneous ensemble-averaged values at the time instances every 0.5 s, several of
the Lagrangian models do not directly calculate time series with the temporal resolution of
0.5 s. To fulfil the UDINEE requirements, they produce averaged time series at the sampling
sites with a lower temporal resolution (20 s or 1 min), and the corresponding 0.5-s time series
are obtained by interpolation.

The comparison of the measured and modelled concentrations has to account for the
existence of a threshold that defines, with a degree of confidence, the minimum measurable
concentration value. In the JU2003 experiment, the tracer concentrations defined as “above
the threshold” were based on the limit of quantitation (LOQ). This is the level at which
the tracer concentration is determined with an accuracy of ±30%, and it changes for each
sampler and intensive operating period (Clawson et al. 2005). For example, LOQ values
range from 34 pptv (L13) to 151 pptv (L8) in IOP3, and from 16 pptv (L16) to 96 pptv
(L5) in IOP8. Applying these thresholds to model predictions, many simulated maximum
concentrations are below 100 pptv, while the observedmaxima generally are not less than 400
pptv. This contrast between observed and modelled maximum concentrations leads us to use
a higher threshold to even up the comparison and to achieve reasonable conclusions themodel
evaluation exercise. The use of this threshold (400 pptv) removes the outlying concentration
values before and after the puff passage at eachmeasurement location (Fig. 1c), thus ensuring
that the concentrations sampled correspond to a clear portion of the puff at each receptor.

The following quantitative performance metrics have been used for evaluating the perfor-
mance of models (e.g. Hanna and Chang 2012): the “threshold-based” normalized absolute
difference (NAD), the geometric mean (MG), the geometric variance (VG) and the fraction of
predictions within a factor-of-two (FAC2) and factor-of-five (FAC5) of observations.We need
to emphasize that the Hanna and Chang (2012) urban model acceptance criteria were deter-
mined for continuous releases, so the present results should not be comparedwith them. In the
following definitions, it is assumed that P and O denote model predictions and observations
respectively, and an overbar is the arithmetic mean:

FAC2 � fractionwhere 0.5 ≤ Pi/Oi ≤ 2, (1)

FAC5 = fraction where 0.2 ≤ Pi/Oi ≤ 5, (2)

MG � exp
(
ln Pi − ln Oi

)
, (3)

VG � exp
[(
ln Pl − ln Ol

)2]
, (4)

NAD � AF/(AF + AOV ), (5)

where AF is the average number of false negative and false positive pairs, and AOV is the
number of valid pairs (we refer to Sect. 3.2 for details).

Threshold-basedNAD values give information on the capability of themodels to reproduce
the observations independently from the level of the concentrations, while the other metrics
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focus on the reproducibility of the observed values. A perfect model has a threshold-based
NAD � 0 and MG, VG, FAC2 and FAC5� 1.

In addition, Pearson’s correlation coefficient (PCC) was used to score the individual
performance of models in simulating the associativity between two variables, where PCC
between two vectors is (e.g. Mu et al. 2018),

PCC
(
αi , α j

) � cov
(
αiα j

)

√
var(αi ) × var

(
α j

) (6)

where cov (αi αj) is the covariance, var (αi) is the variance of αi and var (αj) is the variance of
αj. The PCC results range from − 1 (perfect negative relationship) and + 1 (perfect positive
relationship); PCC � 0 implies no relationship between the variables.

Quantile–quantile plots have also been used to determine whether a model can generate a
concentration distribution similar to that observed in each intensive operating period. Scatter
plots providing visual information of the relationship between simulations and observations
have helped to better understand the quantitative differences between models (e.g. Chang
and Hanna 2004).

3 Results

3.1 ObservedVersus Modelled ConcentrationValues

The predicted concentrations are assessed against the observed concentrations in box-and-
whisker plots in Fig. 2, where the plots are based on the set of non-zero pairs (observations
and predictions above zero pptv) obtained for each model. Pairs in which either observation
or prediction is zero are not included in order to calculate the MG and VG values, since
logarithms are taken. For each model and intensive operating period, the figure illustrates the
distribution of observed (in blue) and simulated (in grey) SF6 concentrations normalized to
the release mass (Q) of each puff. The Q values for each puff are given in Table 2.

In general, the distributions of simulated SF6 concentrations are larger than those obtained
for observed values (e.g. models M3, M6 and M10 in IOP3, and models M6 and M10 in
IOP8). The comparison also shows how the 50th percentile (P50) values from simulated SF6
concentrations are higher than those from observations in M5 and in both intensive operating
periods. The opposite behaviour is found in M4, M9 and M10 for both periods. In contrast,
M3 and M6 overpredict the observed P50 in IOP3 and underpredict in IOP8. Most of the
models show a good representation of the smallest and highest SF6 concentrations, slightly
overestimating or underestimating the 5th percentile (P5) and the 90th and 95th percentile
(P90 and P95) values from observations. The largest differences are found for the smallest
concentrations, in whichP5 is largely underestimated (e.g. modelsM3,M6 andM10 in IOP3,
and models M6 and M10 in IOP8 are more than two orders of magnitude lower than those
observed). In contrast, observed andmodelledP90 andP95 values usually remain in the same
order of magnitude, with M1 and M8 having the largest overestimation in IOP3, and M6 and
M2 in IOP8. Considering these results, there is a trend to overestimate the measurements, but
the concentration bias varies significantly from model to model, being necessary to highlight
the largest concentration bias observed in M10 and in both intensive operating periods.

Table 3 presents the quantitative performance metric results (FAC2, MG and VG) for
each model. The FAC2 performance measures are low and slightly improved during night-
time (ranging from 0.09 (M2) to 0.36 (M8), with an average of 0.20) than during daytime
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Fig. 2 Observed (blue) and modelled (grey) box plots for SF6 concentrations pairing in space and time in
IOP3 and IOP8 under the condition that observed and predicted concentrations must both be above zero pptv.
Predicted (Pi) and observed (Oi) concentrations are normalized to the release mass (Q) in each puff (C/Q).
The centre of each box denotes the 50% (P50), and the bottom and top of the box correspond to the 25%
(P25) and 75% (P75) values, respectively. The squares indicate the P90 and the circles the P10 values, while
the extremes of the box represent the P95 and P5 values

(ranging from 0.06 (M10) to 0.34 (M9), with an average of 0.18). These results, together with
the high VG value obtained in most of the models, confirm the large spread of the simulated
concentrations. Three models present higher VG values during daytime (models M3, M8
and M10) and three during night-time (models M5, M6 and M9). The models overestimate,
on average, the observed concentrations, with MG values of 1.59 during daytime and 2.37
during night-time. However, and in agreement with Fig. 2, there are models with aMG value
close to zero, such as M3 (MG � 0.08) in IOP3 and M6 (MG� 0.17) in IOP8. M10 has the
lowest MG value in both intensive operating periods (zero in IOP3 and 0.09 in IOP8).
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Table 3 Quantitative performance metrics for concentration predictions (FAC2, MG and VG)

If perfect
model

M1 M2 M3 M4 M5 M6 M8 M9 M10

IOP3

FAC2 1 0.34 – 0.07 0.29 0.17 0.11 0.13 0.33 0.06

MG 1 2.24 – 0.08 0.54 3.71 1.00 4.83 0.35 0.00

VG 1 63 – 4.1×106 15 300 1.3×104 3.3×103 130 1×1021

IOP8

FAC2 1 – 0.09 0.26 0.23 0.09 0.14 0.36 0.16 0.27

MG 1 – 6.96 1.03 0.95 8.79 0.17 0.82 0.15 0.09

VG 1 – 3.2×103 130 27 7.3×104 4.0×108 14 2.2×103 1.2×107

3.2 Spatial Overlapping Between Observations and Simulations

The histograms in Fig. 3 show the percentages of valid, false positive, false negative and
zero-zero pairs for each model in each intensive operating period. The threshold-based NAD
values for each model in each intensive operating period is listed under the histograms.
This analysis uses the complete set of observed and simulated tracer concentrations paired
in space and time for each model regardless of the fact that they belong to different puff
releases. By considering the 400 pptv threshold (Sect. 2.3), we identify as “acceptable”
values the observed and modelled concentrations above 400 pptv and those below this value
are treated as zero. Pairing the observed and modelled concentrations in space and time, if
the observed concentration (Oi) is equal to zero and the predicted concentration (Pi)>400
pptv, this is a false negative. IfOi>400 pptv and Pi� 0, this is a false positive. If both Pi and
Oi � 0, this is a zero–zero, while if both>400 pptv, this is a valid pair.

We would like to point out the minimal percentage of time (1% in IOP3 and zero in IOP8)
in which the observed concentrations and all eight model-simulated SF6 concentrations at
the sampling locations are above the concentration threshold of 400 pptv. This minimal
overlapping between observations and all eight model predictions is a proof of the time
and space variations in the predictions provided by the dispersion models available. This
variability is associated with boundary conditions, formulations and/or approaches used to
model dispersion in an urban environment (e.g. the flow dynamics over and within urban
topography and the building configurations).

Figure 3 displays the significant percentage of zero-zero pairs obtained in most of the
models. The percentage of zero-zero pairs ranges from 47% (M5) to 70% (M4), with an
average of 59% during daytime (IOP3), and from 9% (M5) to 68% (M4), with an average of
49% during night-time (IOP8). One reason for the large percentage of zero-zero pairs is the
difference between the duration of each sampling period (20min) and the puff passage at each
measurement location (see Fig. 1c as an example of this difference). Another explanation
relates to the design of the sampling networks in field experiments, which are always planned
to be broad to be sure to capture the puff dispersion, but in contrast, they can contribute to
large numbers of samplers with observed and predicted zero concentrations. In addition,
changes between day–night percentages can also be due to differences in the duration of puff
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Fig. 3 Percentage of valid, false positive (FP), false negative (FN) and zero-zero pairs for eachmodel in a IOP3
and b IOP8 by considering the 400-pptv threshold. Threshold-based NAD is listed below each model code

passages during daytime (it averages at about 203 s) and night-time (it averages at about
237 s).

On average, the percentage of valid pairs is similar during daytime (about 12%) and
night-time (about 11%). However, there are large differences within each intensive operating
period regarding the model percentages. In IOP3, the percentage of valid pairs ranges from
1% (M10) to 25% (M5), with six models presenting a percentage of valid pairs above 10%.
In contrast, in IOP8, five out of eight models have percentages of valid pairs below 7%,
and there are three models (M2, M3 and M5) with percentages in a range from 22 to 27%.
There are four models (M4, M6, M8 and M9) with higher percentages of valid pairs during
daytime and three (M3, M5, M10) during night-time. Model M3, with 20% (IOP8>IOP3),
is the model with the highest difference in percentage of valid pairs between daytime and
night-time puff releases.

Figure 3 shows a large variation in the percentage of false negatives and positives between
models in the same and between day–night intensive operating periods. On average, the per-
centages of false negatives and positives are higher during night-time. During daytime, false
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Table 4 Correlation coefficient between downwind distance and percentage of valid, false positive, false neg-
ative and zero–zero in each sampling location for all puffs in each intensive operating period (positive PCC
values are italized)

M1 M2 M3 M4 M5 M6 M8 M9 M10

Valid IOP3 0.41 – − 0.10 − 0.01 − 0.06 − 0.21 − 0.69 0.07 − 0.05

IOP8 – − 0.14 − 0.06 − 0.33 − 0.08 − 0.29 − 0.28 − 0.37 − 0.74

FP IOP3 − 0.05 – − 0.04 − 0.28 − 0.42 − 0.15 − 0.80 − 0.40 − 0.30

IOP8 – 0.16 − 0.10 − 0.35 − 0.30 − 0.18 − 0.29 − 0.21 − 0.63

FN IOP3 0.52 – 0.09 0.06 0.64 0.39 0.74 0.57 0.06

IOP8 – 0.57 0.13 0.10 0.43 0.10 0.08 0.13 0.49

ZZ IOP3 0.34 – − 0.04 − 0.02 0.26 0.07 0.68 0.33 − 0.13

IOP8 – − 0.23 0.05 0.01 0.52 0.16 0.23 0.05 0.27

negatives and positives average at about 14% and 10% respectively, while the percentages
of false negatives and positives are about 19% and 20% at night. Atmospheric dispersion
models with high percentages of false negatives have a more detrimental effect for estab-
lishing response actions and assessment of risk, because they would predict little or no risk
while receptors are measuring high concentrations (e.g. Dennis et al. 2010). Models M3 and
M8 are those with the highest percentages of false negatives in IOP3 and IOP8 respectively,
while models M4, M9 and M10 are those with higher percentages of false negatives than
false positives in both intensive operating periods.

The accuracy of the predicted spatial position of the puff for eachmodel has been addressed
using the threshold-based NAD performance metric. The lower the threshold-based NAD
value, the better the model is from an emergency-response perspective (Warner et al. 2004).
The NAD values vary widely from model to model in the same and between intensive oper-
ating periods. NAD ranges from 0.23 (M1) to 0.96 (M10), with an average of 0.52 during
daytime, while it ranges from 0.38 (M3) to 0.95 (M4), with an average of 0.73 during night-
time.These results indicate largemodelling differences in the simulation of the puff dispersion
in the same intensive operating period and under day–night meteorological conditions. Based
on the comparison of threshold-based NAD values between intensive operating periods, five
models (M4, M6, M8, M9, M5) are more effective in simulating the puff dispersion during
daytime, and less during night-time.

To finalize this analysis, Table 4 shows the Pearson correlation coefficient (PCC) between
the percentage of pairs of eachmodel for each puff and sampler and the downwind distance of
each sampler to the source in IOP3 and IOP8. Our purpose is to analyze whether the distance
from the source influences the simulation of the puff passage at the measurement locations.

The results show two clear types of behaviour. The models present a positive correlation
of the distance and the percentage of false negative and zero–zero pairs, and a negative
correlation with the false positive and valid pairs. In the light of these results, it is possible
to indicate which models better catch the presence of the puff in samplers located near to
release points, and those that have more difficulties with increasing distance from the source.
In terms of emergency response, these results imply consideration of a conservative approach
to reporting the model results with increasing distance from the release point following a
RDD explosion in this kind of complex environment.

Positive PCC values of the FN percentage with downwind distance implies that models
tend to increasingly underestimate concentrations as the distance from the source increases.
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Therefore, the models predict a faster dilution of the puff than that actually observed. These
results are attributable to the fact that, in an urban scenario, the more distance from the
source, the more buildings affect the complex nature of urban flows and turbulence patterns,
and hence, the more difficult it is to capture the observed propagation of the puff. In addition,
differences in the PCC values between models represent the use of different approaches to
simulate the impact of urban features on the puff dispersion (e.g. Hanna et al. 2011).

3.3 Time-Integrated Concentration (Dosage)

For radiological pollutants, the dosage (the time-integrated concentration) is the determining
factor for health effects. Underestimating the dosage can be misleading in decision-making
for countermeasures, and in contrast, its overestimation in areas where significant dosages
are not reached would lead to countermeasures in oversized areas in the case of RDD events.
Due to its importance, it is one of the key parameters taken as a reference to evaluate the
reliability of ADMs used for emergency preparedness and response in case of a radiological
release in an urban environment (e.g. Efthimiou et al. 2011, 2017).

The observed and modelled time-integrated concentrations for each puff and sampler are
calculated from the corresponding SF6 time series as the sum of the product of each “accept-
able” value (C >400 pptv) by the timestep of the time series (0.5 s). Hence, for the present
comparison, differences between observed and predicted time-integrated concentrations do
not depend on how models match the times at which single 0.5-s concentrations above 400
pptv occur within the sampling period.

Figure 4 shows the scatter plots of predicted and observed time-integrated concentrations
for each intensive operating period; SF6 concentrations were normalized to the release mass
(Q) of each puff. These figures point out differences in the observed dosage values at the
samemeasurement locationwithin the same intensive operating period,which is in agreement
with Harms et al. (2011) who indicate a large variability of the time-integrated concentration
values at the same sampling site.

In each figure (IOP3 and IOP8), there is one point for each sampler in which the corre-
sponding model simulated the puff passage. The total number of points varies from model
to model in the same intensive operating period as there were models predicting zero SF6
concentrations atmeasurement locations during thewhole sampling period. For an equal com-
parison, we wished to use only those puffs and samplers in each intensive operating period
when both observed and predicted concentrations were above 400 pptv. Table 5 shows, below
themodel code, the number of samplers in each intensive operating period (N value) in which
each model simulated the puff passage. The ratio between the N value of each model and the
total number of samplers analyzed (24 in IOP3 and 26 in IOP8) indicates that there are few
models simulating correctly the horizontal dispersion of the puff in both intensive operating
periods. During daytime (IOP3), there are four models (M8, M3, M5, M10) predicting con-
centrations above 400 pptv in all 24 samplers, M4 andM1 predict for 83% of these samplers,
andM6 andM9 predict for 58% of them. During night-time, M5, M2 andM3models predict
concentrations above 400 pptv for 98% of the 26 samplers, while the rest of the models are
in a range from 42% (M6) to 30% (M4, M9, M10) of the samplers.In Sect. 3.4 we intend
to clarify this variability between models by showing the space distribution of the modelled
SF6 concentrations.

In general, there is much scatter in each plot shown in Fig. 4, as is typical of model
comparisons in urban scenarios (Hanna et al. 2011). The scatter of simulated values is larger
during night-time (0.6 to 2.4×105 pptv s kg−1) than during daytime (1.6 to 3.4×104 pptv

123



338 M. A. Hernández-Ceballos et al.

(b) IOP8

Pr
ed

ic
te

d
in

te
gr

at
ed

co
nc

en
tra

tio
n

[p
pt

v
sk

g-1
]

Observed integrated concentration [pptv s kg-1]

Observed integrated concentration [pptv s kg-1]

Pr
ed

ic
te

d
in

te
gr

at
ed

co
nc

en
tra

tio
n

[p
pt

v
sk

g-1
]

(a) IOP3

1 × 102

1 × 103

1 × 104

1 × 105

1 × 106

1 × 107

1 × 108

1 × 109

1 × 103

1 × 104

1 × 105

1 × 106

1 × 107

1 × 108

1 × 109

1 × 104 1 × 105 1 × 106 1 × 107

1 x 104 1 × 105 1 × 106 1 × 107

M1 M2 M10M3 M4 M5 M6 M8 M9

M1 M2 M10M3 M4 M5 M6 M8 M9

Fig. 4 Scatter plot of time-integrated concentrations for each puff and sampler in IOP3 and IOP8. Points are
plotted for individual models under the condition that observed and predicted concentration must exceed the
threshold of 400 pptv. Note the differences in scales

s kg−1). Visual inspection shows more points above the 1:1 line in the IOP8 scatter plot than
in the IOP3, which indicates a greater overprediction of the observed values.

The number of samplers with a simulated time-integrated concentrationwithin a factor-of-
two of observations is less than 40% and limited in all models and in both intensive operating
periods (Table 5). For most of the models, the largest percentage of simulated values is within
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Table 5 Number of concentration samplers for IOP3 and IOP8 with stated performance for individual models
according to integrated predictions

IOP3 (samplers analyzed � 24) M1 M2 M3 M4 M5 M6 M8 M9 M10

N 20 – 24 20 24 14 24 14 24

FAC2 8 – 8 4 7 3 2 4 10

FAC5 (excluding FAC2) 3 – 14 8 6 0 4 2 9

>FAC5 9 – 2 8 11 11 18 8 5

MG 4.27 – 2.12 0.35 5.24 14.0 0.86 3.42 1.00

VG >102 – >1 >102 >102 >103 >103 >101 >1

IOP8 (Samplers analyzed � 26) M1 M2 M3 M4 M5 M6 M8 M9 M10

N – 26 24 8 26 11 10 8 8

FAC2 – 1 7 0 0 0 0 1 3

FAC5 (excluding FAC2) – 6 6 2 5 2 1 2 4

>FAC5 – 19 11 6 21 9 9 5 1

MG – 11.2 2.88 0.06 15.1 5.71 0.10 0.43 0.62

VG – >103 >102 >107 >103 >109 >106 >102 >1

N is the number of samplers where the listed model made predictions above the threshold of 400 pptv

or above a factor-of-five of the observations (above 60% during the daytime and above 50%
overnight). On average, theMG value is higher overnight (MG � 4.52) than during daytime
(MG� 3.91). According to theMG values, there are models consistently overpredicting (M6,
M5, M3) or underpredicting (M4, M8) the time-integrated concentrations in both intensive
operating periods.

To complement our analysis, we have investigated if models match the sampler in which
the maximum dosage was measured for each puff. The success rate of samplers is low in each
intensive operating period, and only models M4, M8, M9, M3, M5 and M10 in puff 4 during
daytime, and model M2 in puff 3, and models M5 and M10 in puff 4 during night-time, are
able to simulate the maximum dosage at the corresponding sampler.

3.4 Modelling SF6 Dispersion Patterns

Under the UDINEE project, six out of eight models in IOP3 and five out of eight in IOP8
have produced the forecast of 1-min averaged SF6 concentrations over the simulation domain
and at different heights after each puff release commences. We have used this information to
analyze the quantitative differences between models (e.g. Kumar and Feiz 2016). Figures 5
and 6 display the 1-min averaged concentrations of SF6 over the whole domain predicted
by each model at certain times after the first puff release in each intensive operating period.
In both Figs. 5 and 6, the time after release varies from model to model to visually identify
the characteristics of the simulated dispersion pattern of each model. Concentrations above
400 pptv at a height of 2 m a.g.l are shown.

IOP3 release 1 was made at 0900 CDT with the local wind speed equal to 3.7 m s−1 and
wind direction of 196° (from the south-west). The wind speed and direction are observed
averages over all fixed anemomenters calculated in Hanna et al. (2007). The puff release
was approximately 50 m from the nearest building with a park upwind of the area of tall
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Fig. 5 M1andM31-min averaged SF6 concentrations 2min after IOP3 puff release 1 starts,M4 1-min averaged
SF6 concentrations 3min after IOP3 puff release 1 commences,M5 andM91-min averagedSF6 concentrations
4 min after IOP3 puff release 1 commences and M6 1-min averaged SF6 concentrations 6 min after IOP3
puff release 1 commences. The six models are using the same colour contour legend. Unit: pptv. Height: 2 m
a.g.l. CDT: Central Daylight Time (5 h behind UTC). Blue dots are sampler locations (fast-response tracer
gas analyzers) and the red star is the release location

buildings. Four modelling data (M1, M4, M6, M9) “look similar” in the cloud shape and
in the main dispersion pathway, and predict downwind transport to the north-east and high
concentrations extending further downwind within the first minutes after the release. Model
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Fig. 6 M3,M4,M5 andM9 1-min averaged SF6 concentrations 6min after IOP8 puff release 1 commences and
M2 1-min averaged SF6 concentrations 9 min after IOP8 puff release 1 commences. The five models are using
the same colour contour legend. Unit: pptv. Height: 2 m a.g.l. Blue dots are sampler locations (fast-response
tracer gas analyzers) and star is the release location

M6 predicts a large area to the east under high concentrations, modelM4 simulates maximum
SF6 concentrations close to the release point, while modelsM1 andM9 predict the maximum
between buildings. Model M3 simulates a downwind movement of the puff to the north-east,
with broader horizontal extension, and it also predicts little upwind dispersion of the puff
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close to the release point. Model M5 simulates a large and circular spread pattern of the puff
from the release point.

In the case of IOP8 release1 (0500 CDT), local wind speed was 3.8 m s−1 with wind
direction from the south-east (157°) (Hanna et al. 2007); the release location was placed in
the midst of the buildings. According to Fig. 6, models M3 and M5 predict the largest spread
of the puff, simulating, in both cases, a circular dispersion pattern of the puff from the release
point. The main difference between them is that model M3 predicts a slight movement of the
puff to the west. Models M9 and M4 forecast the dispersion of the puff to the west, while
model M2 simulates a broader cloud being transported to the north-west.

According to these results, most of the simulated patterns are in a good qualitatively
agreement, with the exception of models M3 and M5. Most of the models predict in both
intensive operating period a similar dispersion direction, to the north-east in IOP3 and to the
west-north-west in IOP8. However, some differences in the simulation of the puff dispersion
stand out from model to model, e.g. the simulated puff varies largely in size in IOP8. In the
case of models M3 and M5, the excessive dispersion is probably because these models do
not resolve for airflow between the buildings but they consider the city as a collection of
roughness elements. Another difference between models can be found in IOP3 (Fig. 5), by
considering the dispersion predicted by models M6 and M9. Both models present a shift of
the plume to the east and the dispersion is wider than others simulated dispersion patterns.
This predicted pattern is in agreement with Flaherty et al. (2007) which demonstrated that
for a release from the botanical gardens and with wind directions highly oblique to the street
direction, the plume centreline was offset from the wind direction transport location and the
plume width was enhance by dispersion from a line source from the channelled plume.

Differences between space distributions of SF6 concentrations expose the diversity of
ADMs used within this project, and, hence, the variety of approaches and assumptions to
simulate the short time-scale variability in wind direction and speed, and turbulence, and the
effects of buildings on the transport and dispersion of pollutant within the urban boundary
layer (e.g. Brown 2004). In urban areas, in which there is a wide range of building heights
and sizes, differences between predictions can be associated, for instance, with the order in
which models parametrize the wakes of buildings (Hanna et al. 2011). As an example, and
considering the location of the measurement location, Figs. 5 and 6 help to identify that M6
and M9 models seem to miss the western fast-response tracer gas analyzers in IOP3, while
M4 and M9 are not able to simulate the northern transport of the puff along the avenue in
IOP8. Therefore, they do not predict concentrations in the samplers deployed more to the
north.

Differences between models are also observed comparing day–night puff dispersions.
There aremodels (e.g.M4 andM9) simulating broader clouds during daytime than overnight.
In addition, differences between the times inwhich eachmodel simulates the arrival of the puff
to the borders of the simulation domain in each intensive operating period (between 2–6 min
in IOP3 and 6–9 min in IOP8) would indicate the simulation of faster puff dispersion during
daytime than during night-time. Both results are qualitatively consistent with the behaviour
of daytime releases in urban environments where the presence of buildings is expected to
enhance both vertical and lateral mixing (Britter and Hanna 2003). More analysis about each
model can be found elsewhere in this special issue.
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4 Influence of theMeteorological Input Data

Previous sections endeavour to give a general assessment concerning the present use of
urban atmospheric dispersion models. These sections have pointed out a large spread on
the modelling predictions. In this sense, we recall that under UDINEE the three alternative
approaches are used, the Eulerian, the Lagrangian, and the Gaussian (Zannetti 2005, 2010),
and the individual performance of each approach in application to the JU2003 experiment
can be consulted in this special issue.

The larger part of differences between model predictions is due to the simulation of
the flow dynamics and turbulence that drives the dispersion (COST ES 1006 2015a). Other
factors contributing to differences are: boundary conditions (e.g. fixed or time-varying inflow
conditions during dispersion of each puff), modelling of thermal effects (day vs. night and
if and how is this modelled), assumptions made by each modelling group (e.g. aerodynamic
roughness of surfaces). In addition, in urban areas, the simulation of the wind direction and
speed in street channels in which building heights vary is another factor in order to account
for flow distortion and deflection by building layout (Brown 2004).

UDINEE does not intend to promote or downgrade any modelling system or to identify
themost appropriate for predicting concentrations in an urban environment. To overcome this
limitation and in the framework of our analysis, the effect of different boundary conditions
on the dispersion and concentration field predicted by models can be discussed, with the
purpose of making recommendations on the selection and procedures of data inputs to limit
the uncertainty associated to this selection dealing with urban dispersion events.

Predicted concentrations are still highly dependent upon the inflow conditions used as
input variable, as concentrations are primary controlled by wind direction and speed (for
transport) and turbulence (for dispersion). Therefore, it must be treated as a critical input
variable in any modelling study. To simulate the dispersion in an urban canopy layer, the
average wind speed and the prevailing wind direction, measured by weather stations, are
usually used in determining the inflow conditions. However, this neglects the main properties
of the natural background flow dynamics, due to the time-varying characteristics of wind
speeds and directions. The variation of inflow conditions is one of the primary factors that
influencing the transport efficiency of pollutants in an urban environment (e.g. Zhang et al.
2018). Differences in wind direction and speed have a substantial influence on the airflow
pattern in urban street canyons, and hence, on dispersion patterns (e.g. Li et al. 2017). Zhang
et al. (2011) compared the simulated results under time-varyingwind conditions and averaged
wind conditions, and shows significant differences in dispersion patterns using both inflow
conditions.

Under UDINEE, wind measurements on a single site (PWIDS 15) were used to sustain
the inflow condition (Sect. 2.2.3). However, and as Table 6 shows, whilst there are models
(M9, M4, M2, M6) using constant-in-time incoming wind as input, others (M1, M3, M5,
M8, M10) use time-varying wind speed and direction at the boundary of the computations
domain to simulate the dispersion of each puff. Time-varying wind data ranged from 1 to
5-min averages at PWIDS15 meteorological station, while in the case of models M3 andM5,
it is 0.1 s but with very little change at each step time due to the long interpolation period
(1 h) considered.

Grouping the NAD values of Sect. 3.2, NAD ranges in similar values, 0.23–0.96 for time
varying and 0.39–0.94 for constant time. However, time-varying models obtain the lowest
NAD values during daytime (model M1) and night-time (model M3) respectively, which
suggest that the use of time-varying transport properties improves the performance ofmodels.
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Table 6 Type of incoming wind data input in each model

Model Constant or time-varying incoming flow

M1 Wind frequency: 5-min averages

Wind direction: kept constant as at the ground

M2 Constant-in-time: incoming flow with a timestep of 1 h

M3 Time varying: the updates (interpolated between the speeds and directions given for each hour)
were with a timestep of 0.1 s (very little change)

M4 Constant-in-time: prevailing flow

M5 Time varying: the updates (interpolated between the wind speeds and directions given for each
hour) were with a timestep of 0.1 s (very little change)

M6 Constant-in-time: incoming flow averaged from the release of each puff to 2 h later

M8 Time varying: inflow wind speed and wind angle from the 1-min averages

M9 Constant-in-time: incoming flow (either 20- or 60-min averages)

M10 Time-varying wind speed updated every minute (1-min average)

All taking as reference the meteorological information provided by PWIDS15 station

This improvement is also registered, on average, in the simulation of the time-integrated
concentrations. First, the number of receptors matched by models using time-varying wind
speed and direction is higher than for models using constant wind speed and direction in
both intensive operating periods. While for IOP3, the average of false negative samplers is 1
for time-varying and 8 for constant wind, for IOP8 it is 9 and 13 respectively. Secondly, the
percentage of samplers within a factor-of-two and factor-of-five of observations increases
considering using time-varying wind, and finally, the average values ofMG and VG improve
in IOP3 by using time-varying wind speed and direction. In IOP8, VG values improve and
MG values are higher for constant wind models (4.7 against 4.3). Hence, these results also
suggest how the use of time-varying wind speed and direction data as input variable reduces
the uncertainty in the time-integrated predictions, which is representative of a dose estimate
and it is among the most important impact parameters for population protection.

Flaherty et al. (2007) also report the importance of changes in wind direction in the vari-
ations in tracer concentrations observed in the time series between different release periods.
The results of our study reveal the importance of carrying out simulations under time-varying
wind conditions. In this sense, we can draw that the usage of complex models (as those that
were mostly used under UDINEE) would require the use of time-varying input wind data
in order to produce much more meaningful predictions to assist emergency management in
case of the release of airborne hazardous substances in a densely built-up region.

5 Conclusions

An evaluation and intercomparison of ADM capabilities in simulating the dispersion of SF6
puff releases in an urban environment has been conducted in the context of the UDINEE
project. Nine ADMs have simulated the transport and dispersion of the set of puff releases
performed during the JU2003 field experiment. Although UDINEE is a model evaluation
study using tracer data representative of the dispersion process following neutrally-buoyant
puff releases in the urban environment, it is also an important step towards the simulation of
RDD explosions in built-up areas.
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In the present study, simulated concentration time series, from the nine models with a
temporal resolution of 0.5 s, are compared using a subset of the observations to investigate
the model capabilities in simulating the presence of the contaminant, the concentrations
and the time-integrated air concentrations at the sampling locations. Data from eight puff
releases (four during daytime and four during night-time) are used. We have considered as
“acceptable” those pairs of observed and modelled concentrations where both were above
400 pptv.

The results have shown large differences among models in the simulation of the puff
passage at the measurement locations under the same or different meteorological conditions.
The comparison of the modelled and observed concentration distributions shows that most
of the models capture, reasonably well, the smallest concentrations (<10th percentile) and
the largest ones (>90th percentile) in both intensive operating periods. In contrast, there are
two models presenting large underestimates of the smallest concentrations. The predicted
concentrations within a factor of two of observations are similar and ranged between 1–34%
during daytime and 1–36% during night-time. The percentage of valid pairs ranged from
1 to 25% during daytime and from 1 to 27% during night-time. The percentage of false-
negative pairs (underpredictions) increases with the distance from the release location. The
models present higher percentages of false positive and false negative pairs overnight, and this
may have implications for emergency management and the taking of counter-measures. The
analysis of the time-integrated concentrations for each puff and sampler reports that models
tend to overestimate the observed values and present better performance during daytime than
night-time.

Most of the models are capable of reproducing the transport direction of SF6 in this
urban area, but, they show significant differences between day–night puff dispersions, e.g.
lower agreement between the number of sampling sites in which the tracer was observed
and simulated during night-time, and the simulation of faster puff dispersion during daytime.
There are two models simulating a circular dispersion of the tracer during daytime and
overnight, without considering the influence of the urban environment on the puff dispersion.
In both models, the wind direction appears not to be considered, since the tracer spreads
excessively.

These results should not be considered as solely the difference between models in predict-
ing certain observations. We have investigated the impact of differences in using constant or
time-varying incoming wind direction on the predictions. In this sense, an improvement in
the performance of models by using time-varying wind speed and direction, as the average
of several minutes from in situ measurements, is obtained. This result is a valuable asset for
emergency-response situations as it suggests the importance for having sufficient information
to assess this input variable in order to improve the reliability of the predictions.

The large amount of data already generated under UDINEE and stored in the ENSEMBLE
system is valuable not only for developing advanced tools for emergency –response situations
but also for refining urban dispersion models. By building on the present database, future
work on the comparison ofmodelled and observed concentrationswill help to further improve
the present modelling tools to match these good quality experimental data.

To proceed to more realistic simulations of the consequences from RDD explosions,
experimental data on dispersion and deposition of particles (of different sizes) are needed.
However, it is difficult to obtain such experimental data to evaluate models. To this pur-
pose, new experiments should be organized in urban areas to collect meteorological and
concentration fields following deliberate releases. These experiments should include many
different release scenarios to establish the sensitivity of model predictions for different urban
geometries and under different meteorological conditions.
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The JU2003 observations showed a rather large variability in the dispersion of puffs
released under very similar meteorological conditions (in the same intensive operating
period). This has been observed in other experimental campaigns too, and even in wind
tunnels. Therefore, future studies should consider ensemble statistics in both experimental
and model data, requiring, of course, experiments involving a large number of puffs released
under the “same” conditions to derive a stable ensemble.
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