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Abstract

The effectiveness of natural language processing models relies on various factors, including the architecture, number of
parameters, data used during training, and the tasks they were trained on. Recent studies indicate that models pre-trained on
large corpora and fine-tuned on task-specific datasets, covering multiple tasks, can generate remarkable results across various
benchmarks. We propose a new approach based on a straightforward hypothesis: improving model performance on a target
task by considering other artificial tasks defined on the same training dataset. By doing so, the model can gain further insights
into the training dataset and attain a greater understanding, improving efficiency on the target task. This approach differs from
others that consider multiple pre-existing tasks on different datasets. We validate this hypothesis by focusing on the problem
of answering yes/no questions and introducing a multi-task model that outputs a span of the reference text, serving as evidence
for answering the question. The task of span extraction is an artificial one, designed to benefit the performance of the model
answering yes/no questions. We acquire weak supervision for these spans, by using a pre-trained extractive question answering
model, dispensing the need for costly human annotation. Our experiments, using modern transformer-based language models,
demonstrate that this method outperforms the standard approach of training models to answer yes/no questions. Although the
primary objective was to enhance the performance of the model in answering yes/no questions, it was discovered that span texts
are a significant source of information. These spans, derived from the question reference texts, provided valuable insights for
the users to better comprehend the answers to the questions. The model’s improved accuracy in answering yes/no questions,
coupled with the supplementary information provided by the span texts, led to a more comprehensive and informative user
experience.

Keywords Question answering - Yes/no question answering - Extractive question answering - Transformers

1 Introduction

Transformer-based models have achieved astonishing results
in several natural language processing (NLP) tasks. For
example, the T5 model [1] significantly outperformed previ-
ous state-of-the-art models in several benchmarks, including
GLUE (General Language Understanding Evaluation), a col-
lection of resources for training, evaluating and analyzing
natural language understanding systems [2], and SQuAD
(Stanford Question Answering Dataset), a dataset for training
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and evaluating extractive question answering (QA) sys-
tems [3, 4]. Such models comprise millions of parameters
(11 billion in T5), which are optimized in a self-supervised
fashion using huge corpora during a pre-training phase [5].
They are then typically fine-tuned to particular downstream
NLP tasks.

Besides increasing model parameters and input data,
which has adverse effects on the environment due to the
increased computational costs [6, 7], another important
avenue towards improving such models is employing multi-
task learning, during either the pre-training or the fine-tuning
process. In BERT [8] for example, pre-training the model on
both masked language modeling and next sentence prediction
achieves better results than pre-training it on masked lan-
guage modeling alone. In Multi-hop QA, multi-task learning
has been used for both predicting the answer of the ques-
tion and for extracting evidence [9]. In the context of open
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book QA, a model built on top of RoBERTa [10] jointly
ranks passages and their sentences using a complex training
objective that incorporates consistency and similarity con-
straints [11], managing to improve the results on the task of
selecting question-relevant information from a large corpus.

With this in mind, we propose a simple, yet effective,
method to improve the fine-tuning of transformers in answer-
ing yes/no questions. On top of the standard supervision,
which is the correct answer of a yes/no question, we add a
span of the reference text that serves as evidence for the cor-
rect answer. We extract weak supervision for such a type of
span in an unsupervised manner, without any involvement of
human experts, using an extractive QA model.

In summary, the main contributions of this paper are:

1. A new perspective on dealing with the yes/no QA task.
Instead of focusing entirely on the binary supervision
concerning the answer, we propose a multi-task learning
approach for extracting simultaneously the span of the
reference text that can be considered as evidence for the
correct answer.

2. An approach for automatically constructing yes/no QA
datasets enriched with answer related reference spans, by
weakly annotating them via an extractive QA model.

3. An empirical study showing that the multi-task approach
gives performance improvements on yes/no QA, along
with corresponding supporting evidence for each partic-
ular answer.

4. The learning models and dataset have been made avail-
able for public use, granting individuals the opportunity
to utilize them for various purposes. !.

The rest of this article is organized as follows. Section
2 reviews related work in yes/no QA . Section 3 presents
our method. Section 4 describes the experimental setup and
presents the results and the qualitative analysis. Finally, Sec-
tion 5 concludes this work and proposes future research
directions.

2 Related work

Our approach is closely aligned with recent studies on yes/no
QA, specifically those that leverage transformer-based mod-
els and multi-task learning. In this section, we present an
overview of the existing approaches for answering yes/no
questions, with a specific focus on methodologies utilizing
the BoolQ dataset [12]. This dataset is unique as it con-
sists solely of yes/no questions and several of the current
approaches have been extensively tested on it. Moreover,

1 https://github.com/dndimitri/Enhancing YesNoQuestionAnswering
withWeakSupervisionviaExtractiveQuestionAnswering

we emphasize the effectiveness of Large Language Models
(LLMs) [13] in tackling this specific task. Lastly, we outline
the distinguishing characteristics that set our approach apart
from the other methods referenced below.

Early transformer-based approaches played a pivotal role
in advancing the field of yes/no QA, particularly in the
context of the BoolQ dataset [12]. These approaches pre-
dominantly relied on transformer models such as BERT,
RoBERTa, and ALBERT [14], which represented a signifi-
cant breakthrough at the time. The dataset’s creators utilized
BERT and conducted various experiments with similar QA
tasks to enhance the accuracy of the yes/no QA model. The
findings revealed that the transferred knowledge from Multi-
Genre Natural Language Inference (MultiNLI) [15], along
with the unsupervised pre-training in BERT, had the most
significant impact. Similarly, the SuperGLUE team [16] uti-
lized BERT and BERT++, a BERT variation that adopts the
STILTs style [17] of transfer learning, to experiment with
the dataset. ROBERTa, a highly optimized version of BERT,
achieved an 87.1% accuracy on the dataset when fine-tuned
solely on it without incorporating other tasks. The DeBERTa
model [18], which employs a disentangled attention mecha-
nism and an enhanced mask decoder, achieved significantly
better results (90.4% acc.) compared to other approaches.
Additionally, the ALBERT XXLarge model, with 223M
parameters, also attained high performance (84.8% accuracy)
solely through fine-tuning on the task itself, while being pre-
trained on masked language modeling and sentence ordering
prediction tasks.

Our approach stands apart from the previously mentioned
methods in terms of how we train the learning models to
address the yes/no QA problem. While the BERT-based
methods employ transfer learning and multi-task learning,
utilizing various pre-existing tasks and datasets, they either
rely on different datasets or solely on the BoolQ dataset.
Similarly, we also employ transfer learning by utilizing pre-
trained language models. However, for the BoolQ dataset, we
introduce a unique artificial task to enhance the performance
of yes/no QA. This approach sets us apart from pre-training
methods like ALBERT, where the model is trained on both
tasks without explicitly aiming to improve the performance
of one task over the other. The training objective of ALBERT
is to create a model that can be adapted to multiple down-
stream tasks, which differs from our specific objective.

The BoolQ dataset has been subjected to testing with vari-
ous LLM models, yielding a wide range of outcomes in terms
of performance accuracy. These models are designed to offer
general-purpose solutions, rather than being specifically tai-
lored to the task itself, with the intention of addressing a broad
spectrum of NLP tasks. Many of these models have placed
emphasis on reformulating input examples. One notable
approach is Pattern-exploiting training (PET) [19], which
utilizes patterns and rephrases input examples as cloze-
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style phrases. PET has undergone thorough evaluation on
the BoolQ dataset, demonstrating promising results. When
combined with the ALBERT base model, PET achieved an
accuracy rate of 81.2%. Additionally, the iterative variant of
PET attained an accuracy of 79.1%. Another variant called
ADAPET [20] focused on few-shot learning, without relying
on unlabeled data, and achieved an accuracy of 80% on the
same dataset.

In the quest for advancements in text-to-text learning, a
unified framework was proposed by Google [1], demonstrat-
ing state-of-the-art results across various tasks, including
yes/no QA. In the BoolQ dataset, this framework achieved
an impressive accuracy of 91.2%. Another model called
FLAN [21], with 137B parameters and trained using instruc-
tion tune on 60 NLP datasets, achieved an accuracy of 82.9%
specifically on the BoolQ dataset. Furthermore, the EFL [22]
model reformulated NLP tasks into entailment ones, result-
ing in an accuracy of 86% when considering all tasks and
73.9% accuracy in a few-shot setting, focusing on eight spe-
cific tasks within the BoolQ dataset.

Our approach distinguishes itself from the mentioned
methods in several key aspects, with a particular emphasis
on computational costs. While many existing large language
models consist of billions of parameters and are trained on
extensive datasets for multiple tasks, our approach demon-
strates superior performance on the BoolQ dataset compared
to several models. For example, our approach outperforms
BloombergGPT [23] with 50B parameters (74.59% accu-
racy), which is considered a state-of-the-art model for the
finance domain. It also surpasses GPT-NeoX [24] with
20B parameters trained on Pile [25] (46.36% accuracy),
Hyena [26] with a subquadratic drop-in replacement for
attentions (51.8% zero-shot learning and 56% few-shot learn-
ing), various variations of the OPT model proposed by
Meta AI, N-Grammer [27] which augments n-grams con-
structed from a discrete latent representation, NEO [28]
which applies an "ASK ME ANYTHING PROMPTING"
strategy, AlexaTM [29] with 20B parameters by Amazon
utilizing a multi-lingual seq2seq model (69.44% accu-
racy), T5-small by Google (76.4% accuracy), and sev-
eral variations of LLaMA [30], including those with 7B
and 13B parameters. Moreover, our approach adopts a
unique perspective by refraining from emphasizing the
reformulation of input examples during the fine-tuning pro-
cess, and it also does not rely on a large number of
tasks.

In conclusion, none of the aforementioned approaches
aim to improve the performance of a yes/no QA model by
leveraging a task specifically designed for this purpose and
constructing a new task using the same dataset instead of
relying on pre-existing tasks. Furthermore, approaches that
utilize reformulation of input examples aim to provide a gen-
eral solution to NLP problems without specifically focusing
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on enhancing the performance of a task by leveraging other
tasks.

3 Our approach

This section presents our approach, starting with the way
we build a weakly labeled dataset enriched with evidence
texts by leveraging an extractive QA model to answer
yes/no questions. Next, we mention the architecture of our
multi-task model and discuss the training and inference
processes.

3.1 Obtaining weak supervision for evidence spans

Our multi-task model expects a dataset with questions and
reference texts, accompanied by answers and evidence spans.
In typical yes/no QA datasets, questions and reference texts
are accompanied by answers only. Acquiring evidence spans
would require the involvement of human annotators. To avoid
this cost, we propose employing a pre-trained extractive QA
model instead, in order to obtain weak supervision of evi-
dence spans. Given a WH-question and a reference text, an
extractive QA model will output a span of the reference text
that it considers as the answer to the question. We assume
that when applied to a yes/no question, such a model will
identify a span that could serve as evidence for answering
the question.

To our knowledge, no studies have yet tested the effective-
ness of extractive QA in extracting evidence texts for yes/no
questions. Nevertheless, this model remains the most appro-
priate tool for the task at hand, given its training for a similar
task (extracting the answers themselves). A notable advan-
tage of this model is its capacity for automated annotation of
the training dataset, thereby eliminating the need for human
annotators and the associated time and cost expenses. This
benefit is particularly significant because it not only min-
imizes the involvement of human experts but also enables
scaling of the process to larger datasets that would otherwise
require extensive manual annotation.

In Fig. 1, we illustrate this concept using an example from
the BoolQ dataset, involving the question: “Is escape from
gringotts ride a roller coaster?" and the reference text “Harry
Potter and the Escape from Gringotts is an indoor steel roller
coaster at Universal Studios Florida, a theme park located
within the Universal Orlando Resort. Similar to dark rides,
the roller coaster utilizes special effects in a controlled-
lighting environment and also employs motion-based 3-D
projection of both animation and live-action sequences to
enhance the experience. The ride, which is themed to the
Gringotts Wizarding Bank, became the flagship attraction

for the expanded Wizarding World of Harry Potter when it

opened on July 8, 2014.". The answer to this question is
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Fig.1 Constructing the
enriched dataset leveraging an
Extractive QA model based on
BERT

Harry Potter ... indoor steel roller coaster
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Is escape from gringotts ride a roller coaster

apparently yes. When we give this question and reference
text to an extractive QA model, it outputs the reference text
span “Harry Potter and the Escape from Gringotts is an
indoor steel roller coaster.". This span contains evidence for
correctly answering the question. We append the evidence
span to the question, reference text and answer to create an
enriched data instance. Repeating this process for all ques-
tion and reference text pairs of a typical yes/no QA dataset,
we construct an enriched dataset that can be subsequently
used by our multi-task model.

We employ a typical extractive QA model, where a stan-
dard pre-trained language model is extended with two special
vectors, a span-start embedding S and a span-end embed-
ding E, which will be learned during fine-tuning [31]. Given
question ¢ and reference text r, we obtain a span-start prob-
ability Ps(i | ¢q,r) for each token i by computing the
dot product between S and the output representation of i,
followed by a softmax over all tokens in ». The same pro-
cess is followed for estimating the span-end probabilities
P.(i | g,r). The model outputs the text span maximiz-
ing the product of the probabilities of the start and end
positions.

3.2 Multi-task model

We define a multi-task learning problem, where a model is
responsible for predicting both the answer to a yes/no ques-
tion and a span of the reference text that can be considered
as evidence for the answer of the question. We hypothesize
that a yes/no QA model equipped with such knowledge can
infer the correct answer easier.

We extend the architecture of the extractive QA model
discussed in the previous section, by adding a linear layer
for predicting the answer to the question (yes/no). Since we

Harry Potter and the ...when it opened on July 8, 2014

are working with transformer-based models, the linear layer
gets as input the multi-dimensional vector of the special token
indicating that the input data will be used in text classification
(e.g. [CLS] in BERT).

During training, we utilize an enriched dataset, synthe-
sized as described in Section 3.1. The questions and reference
texts pass to the model described in this section, while
the answers to the questions and the evidence spans are
considered as targets. Figure 2 shows the training process
considering one instance.

We define a training objective that considers both tasks.
The negative log-likelihood of the correct answer for each
input is used for the yes/no QA task (Lyes/no), While the
average of the negative sum of log-likelihoods of the cor-
rect start and end positions for each input for the evidence
extraction task (Lextractive)- The final loss we are using (L)
is defined as the sum of these two losses:

L= Lyes/no + Lextractive

We defined L, ysrqcrive as the average, instead of the sum,
of its constituents to avoid the bias of the second task in
the total loss. Through this objective, the model will also
consider the weakly labeled evidence text in the process of
learning the correct answers to the questions.

During inference, the model is fed with a question and a
reference text and predicts the answer and evidence span. The
latter can be ignored, since the main reason of its existence
is to help the model learn the correct answer. However, in
Section 4.3, we present examples, where the evidence span
serves indeed as a valid explanation for the corresponding
answer.

@ Springer
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Fig.2 Training the Multi-task yes Harry Potter ... indoor steel roller coaster
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4 Experimental design and findings

This section commences with a description of the experimen-
tal setup utilized to assess the effectiveness of our approach.
Subsequently, we present the outcomes of our method in
comparison to robust baselines and alternative methods. Ulti-
mately, we provide a qualitative analysis that illustrates the
actual impact of our approach through real-world examples.

4.1 Experimental setup

Our work relies mainly on torch version 1.11 (provided by
the PyTorch team [32]) and transformers version 4.17 (pro-
vided by the Hugging Face team [33]), two libraries that are
used for building neural network models with strong GPU
acceleration and for leveraging pre-built state-of-the-art neu-
ral network models respectively.

For the extractive QA task we leveraged BERT},-¢, model
pre-trained on uncased English texts and fine-tuned on
SQUAD 1.0? and RoBERTas. fine-tuned on SQUAD 2.03.
SQuAD 1.0 [3] contains more than 100K questions posed
by crowdworkers on a set of Wikipedia articles, where the
answer is a segment of text from the corresponding reading
passage. SQuAD 2.0 [4] enriches the collection of SQUAD

2 https://huggingface.co/bert-large-uncased- whole-word-masking-
finetuned-squad

3 https://huggingface.co/deepset/roberta-base-squad2
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Enriched Dataset

1.0 with over 50,000 unanswerable questions written adver-
sarially by crowdworkers to look similar to answerable ones.
We selected those two models from a collection of several
others, because they include details about how they have been
built, enhancing the replicability of this study.

For the multi-task model, we build on top of these models
the yes/no QA task and evidence text extraction task respec-
tively. We set the maximum sequence length to be 256 and
truncate all tokens beyond the maximum context size of the
model. We tuned the learning rate (LR) (1e—5, 2e—5, 3e—5)
and batch size (B) (4, 8, 16, 24) for 5 different seeds and 10
epochs with the AdamW optimizer.

We used the BoolQ dataset [12] for evaluating our
approach. BoolQ comprises a collection of yes/no questions
gathered from anonymized, aggregated queries to the Google
search engine, selecting only questions that can be answered
by a Wikipedia page. Human annotators select the most
relevant passage from the corresponding page and specify
whether the answer is yes or no. Each instance of the dataset
is thus a triple consisting of a question, a passage, and a
yes/no answer. The dataset has been split into train, devel-
opment, and test sets with 9,427, 3,270, and 3,245 instances,
respectively.

To estimate the performance of our approach in the yes/no
QA task, we present results of the hyper-parameter tuning
process in the BoolQ development set. As our method has
been implemented on top of the BERT and RoBERTa models,
we compare it with the same language models as baselines.
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Fig.3 Evaluation on BoolQ
validation set with different
batch sizes (different colors) and
learning rates (different line
styles) for 10 epochs using the
BERT base model

Fig.4 Evaluation on BoolQ
validation set with different
batch sizes and learning rates for
10 epochs using the BERT base
model with the proposed method

Fig.5 Evaluation on BoolQ
validation set with different
batch sizes and learning rates for
10 epochs using the RoBERTa
base model
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Fig.6 Evaluation on BoolQ
validation set with different
batch sizes and learning rates for
10 epochs using the RoOBERTa
base model with the proposed
method

Accuracy

The baseline models are trained considering only the origi-
nal BoolQ dataset, while our method gets advantage of the
enriched dataset constructed using the extractive QA mod-
els. Next, we present the results on the BoolQ test set and
compare our models with the model of the BoolQ creators.

4.2 Results

Figure 3 shows the hyper-parameter tuning performance of
BERT base without considering our method. As we can see,
the baseline model does not exceed 76% accuracy in the
average of five runs. The two hyper-parameters affect signif-
icantly the performance of the learning model. For example,
when B is 4 and LR is 3e — 5, we observe that the high-
est accuracy is 73.34% in the 6, epoch. However, with the
same LR and B = 24 the model accuracy is approximately
75%. For B = 16 and LR = 3e — 5, we have the highest
average accuracy (75.28%). In general, higher values of LR
seem to improve the performance of the BERT model for
larger batches.

When applied to BERT, our method appears to sig-
nificantly improve the performance for all values of the
hyper-parameters (Fig. 4). Although in the first epoch most
of the models have poor performance considering most of
the questions to belong to one class (i.e. the model answers
yes most of times), in later epochs, our method outperforms
the baseline models. The accuracy is higher than 76% in
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most cases, while the best accuracy is 77.62% for B = 16
and LR = 3e — 5. We observe that higher LR values lead
to better performance. We also notice that with our method,
BERT needs more time to increase the model’s accuracy in
most cases. This was expected since the task that it has to
solve is more difficult. The model has to both answer the
question and extract an evidence span, while it is also trained
from noisy data produced automatically by the extractive QA
model.

The RoBERTa baseline model is unstable for different
hyper-parameters (Fig. 5). The model cannot learn from data
when LR = 3e — 5 and B € {4, 8} meaning that it pre-
dicts for each question the same answer. In contrast to BERT,
RoBERTa benefits from lower LR values, while the parame-
ter selection seems to affect much more the performance of
the model. The average accuracy does not exceed 81%, while
there are cases where the accuracy is lower than 77%. The
highest average accuracy is 80.29% for batch size 8 and LR
le — 5. The best ROBERTA baseline models outperform the
BERT models in most cases.

In contrast to the RoBERTa baseline models, the mod-
els fine-tuned with our method are stable since different
hyper-parameters do not hurt the overall performance (Fig.
6). Furthermore, our ROBERTa model is not affected by the
initial random seeds. As with our BERT model, we have poor
performance in the first epoch. However, in later steps, the
accuracy is higher than 77% and is not significantly affected

Table 1 Final Results on BoolQ

. Models B Epoch Val. Acc. Val Diff. Test Acc. Test Diff
test set selecting the models
with the highest accuracy during BERTBase 16 3e-05 7 0.7691 0.740
parameter tuning
BERTBase (ours) 4 3e-05 3 0.7887 +0.0196 0.798 +0.058
RoBERTaBase 16 le-05 4 0.8162 0.794
RoBERTaBase (ours) 24 3e-05 8 0.8168 +0.0006 0.799 +0.005
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Table 2 Results of the average accuracy of five runs for our method,
the baseline and the performance of BoolQ dataset creators (C)

Model Val Acc.
BERT Base 0.7528
BERT Large (C) 0.7690
BERT Base (ours) 0.7763
RoBERTa Base 0.8029
RoBERTa Base (ours) 0.8059

by the selection of the hyper-parameters. The highest aver-
age accuracy is 80.59% which is 40.03% higher from the
baseline model for batch size 8 and LR le — 5 after eight
epochs.

We performed paired t-tests to assess the significance of
the differences between our methods and the correspond-
ing baselines. Each variable in the t-test represents the best
average accuracy achieved across all epochs for different
combinations of batch sizes and learning rates.

Our analysis revealed significant improvements in accu-
racy when comparing our model based on BERT to the
baseline. Our model exhibited a statistically significant
enhancement in accuracy (M = 0.7629) compared to base-
line (M = 0.7426), with a mean difference of 0.0203 (t =
—6.333, p < 0.001). These results demonstrate the notewor-
thy improvement achieved by the modifications implemented
in our model.

Similarly, for our model based on ROBERTa, the paired t-
testindicated a significant enhancement in the measured vari-
able (M = 0.7988) compared to the baseline (M = 0.7603),
with a mean difference of —0.0385 (+ = —2.214,p =
0.049). These findings confirm that the adjustments made
in our model led to a significant improvement in accuracy.

Besides the different outcomes from the models that adopt
our method and the baselines during hyper-parameter tun-
ing in the development set, there are also differences in the

performance in the unseen test set of BoolQ. In Table 1,
we summarize these results. We selected the model with the
highest accuracy for each of the models parameterized above.
Our approach overcomes the base models in all cases in both
the validation and test sets. Furthermore, our method affects
much more the BERT base model than RoBERTa. Our BERT
model overcomes the baseline ROBERTa model in the test
set while our ROBERTa model has the best test set accuracy
overall (79.9%).

Finally, to compare our results with those of the BoolQ
dataset creators, we report in Table 2 the best average accu-
racy of five runs based on the validation set tuning process
that we followed above. Our BERT and RoBERTa models
overcome the BERT large model, which has significantly
much more parameters than our models.

To conclude, the results show that the proposed method is
not significantly affected by hyperparameter tuning in con-
trast to the baselines. In the average of five runs, our BERT
model overcomes the BERT large model of the BoolQ cre-
ators. Our method does not overcome their model fine-tuned
on MultiNLI dataset. Our RoBERTa base model is close
enough to the results of validation set (82.20% vs 81.68%)
and to the results of the test set (80.43% vs 79.9%) with much
less data and parameters for training.

After conducting our analysis on the validation and test
set, we have successfully determined the computational
time for the examined examples. Our findings indicate that
the transformer-based model for question answering and
evidence text extraction typically takes between 10 and
25 milliseconds to complete. These measurements were
obtained using the T4 GPU within the Google Colab infras-
tructure.

4.3 Qualitative analysis

In this section, we present some examples from the BoolQ
development dataset showing the effectiveness of our method

Table 3 Pairs of Questions (Q)

E ted 1
and Evidences (E) from the xpected Outcome

BoolQ development dataset

Q1: does ethanol take more energy make that produces?

El: returns from 8 to 9 units of energy for each unit expended

Q2: is pain experienced in a missing body part or paralyzed area

E2: Phantom pain sensations are described as perceptions that an individual experiences
relating to a limb or an organ that is not physically part of the body

Q3: is harry potter and the escape from gringotts a roller coaster ride

E3: Harry Potter and the Escape from Gringotts is an indoor steel roller coaster

Q4: is there a word with q without u

E4: the only modern-English words that contain Q not followed by U

Q5: is there a play off for third place in the world cup

ES5: A third place play-off was also played between the two losing teams of the semi-finals
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Table 4 Examples of Questions (Q), Evidences (E) and Misleading Evidences (—E) from the BoolQ development dataset

Not Expected Outcome

Ql1: is house tax and property tax are same

E1: Property tax or "house tax’ is a local tax on buildings

—E1: It resembles the US-type wealth tax and differs from the excise-type UK rate

Q2: is barq’s root beer a pepsi product

E2: is owned by the Barq family but bottled by the Coca-Cola Company

—E?2: Its brand of root beer is notable for having caffeine
Q3: is the show bloodline based on a true story
E3: -

—E3: Bloodline was announced in October 2014 as part of a partnership between Netflix and

Sony Pictures Television, representing Netflix’s first major deal with a major film studio for

a television series

in finding the evidence text that is relevant to the given ques-
tion when applied to BERT base.

In Table 3, we present 6 pairs of questions and span texts
that give hints to the readers about the truthfulness of the
question. For example, the first question asking for ethanol
(Q1)is accompanied with a large reference text. However, the
learning model extracted a very specific piece of information
(E1) that indirectly answers the question. In the fifth exam-
ple (Q4), the span text (E4) is incomplete, since it does not
mention which are those words with q without u. However,
the word "only" indicates the existence of such words even
though they are not mentioned in the span text. These exam-
ples show that the model that is getting advantage of both
tasks can provide grounds to the reader for the decision of
the answer. Furthermore, the evidence text gives extra infor-
mation to the reader, which is more valuable than the answer
itself most of the times.

Next, we show some unexpected outcomes from the model
(Table 4). In the first example (Q1), we hypothesize that the
model finds the word "differs" and extracts that span text
(—E1). However, the more relevant text is the one that men-
tions both two terms as local tax on buildings (E1). In the
second example (Q2), the model extracts information about
barq’s root beer (—E2) but not the connection between it
and the pepsi product (E2). Finally, in the last example (Q3),
we do not expect a span text from the given reference text
since there is not such information available. If we trained the
extractive QA model considering as input the yes/no ques-
tions and as output the corresponding evidence texts then we
may overcome such false positive evidence texts. However,
building such a dataset containing the evidence texts is hard
since it is a time-consuming operation and it is not always
clear what part of a reference text should be considered as
appropriate evidence.

@ Springer

5 Conclusions & future work

This paper presented a method for dealing with the yes/no QA
task. In contrast to previous approaches, this method takes
advantage of a pre-trained extractive QA model to guide the
learning of a model to answer yes/no questions. The results
are better compared to those of conventional yes/no QA mod-
els. It is also important to note that not only the accuracy has
been improved by the proposed method, but also the model
extracts useful parts of texts, as presented in Section 4.3.
Consequently, the benefits of this method are two-fold. On
one hand, the model’s performance is better since it gets
the advantage of multi-task learning. On the other hand, the
extracted span text gives a hint to the reader to understand the
output of the model. Finally, the most beneficial advantage
of our method is the fact that no expert is needed. Conse-
quently, this method can be easily scaled to larger yes/no QA
datasets.

In this study, we have assumed that the evidence is a con-
secutive part of text contained in the reference text. This,
however, is not always the case. Evidences can be scattered
throughout the reference text or even found in multiple refer-
ence texts. An interesting future direction of this work would
be to address such a multiple evidence scenario. Another
extension of this work is dealing with situations where the
evidence text is generated automatically, for example by a
generative QA model, but is not a part of a reference text. It
would be interesting to investigate whether we could use a
multi-task model that simultaneously predicts the evidence
text and answers the yes/no question in this case. Finally, it
would be interesting to investigate whether we could obtain
weak supervision for other types of tasks, besides extractive
QA, and whether this could further boost the accuracy in
yes/no QA.
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