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Abstract

Deep learning has been widely considered in medical image segmentation. However, the difficulty of acquiring medical
images and labels can affect the accuracy of the segmentation results for deep learning methods. In this paper, an automatic
segmentation method is proposed by devising a multicomponent neighborhood extreme learning machine to improve the
boundary attention region of the preliminary segmentation results. The neighborhood features are acquired by training U-
Nets with the multicomponent small dataset, which consists of original thyroid ultrasound images, Sobel edge images and
superpixel images. Afterward, the neighborhood features are selected by min-redundancy and max-relevance filter in the
designed extreme learning machine, and the selected features are used to train the extreme learning machine to obtain
supplementary segmentation results. Finally, the accuracy of the segmentation results is improved by adjusting the boundary
attention region of the preliminary segmentation results with the supplementary segmentation results. This method combines
the advantages of deep learning and traditional machine learning, boosting the accuracy of thyroid segmentation accuracy

with a small dataset in a multigroup test.
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1 Introduction

The thyroid, an essential endocrine gland, can affect
the growth and development of the human body. More
seriously, a diseased thyroid can even cause death, which
has received more attention, due to its increasing incidence
[1, 2]. Medical imaging technology is an important tool
that is widely used in diagnosing diseases, treatment,
and postoperative patient monitoring. Various technologies,
including computed tomography, ultrasound, X-ray and
magnetic resonance imaging, play irreplaceable roles in
clinics [3-6]. To test whether a thyroid is healthy,
imaging technologies have been used in preliminary
clinical examinations due to their advantages of intuition
and noninvasion [7, 8]. Among them, ultrasound (US)
technology is more widely utilized to diagnose the
thyroid due to its low-cost, nonradiation and real-time
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characteristics [9-11]. These specialties make US an
indispensable diagnostic means in clinical settings. Thus,
US images are of great value in medical diagnosis, and
much information can be provided as a useful reference for
physicians.

Since the estimation of useful clinical information
depends on the boundary and shape of the thyroid, thyroid
segmentation based on US images is a necessary process for
obtaining useful information [12]. Traditional segmentation
labels are drawn manually by physicians, which is time-
consuming and laborious. Traditional machine learning
(ML) methods are first utilized to eliminate or reduce the
burden of manual segmentation. For instance, Garg et al.
proposed a method based on a feed-forward neural network
for segmenting thyroid [13], and Selvathi et al. utilized
ELM and support vector machine (SVM) to segment
thyroid glands based on US images and compared the
results [14]. Additionally, Chang et al. adopted a radial
basis function network for segmenting the thyroid and
evaluating the volume of the thyroid [15], and Gomathy
et al. achieved thyroid segmentation by using principal
component analysis [16]. In these papers, researchers have
used a variety of traditional ML methods to segment the
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thyroid gland. Traditional ML can be trained with relatively
small datasets. Nevertheless, because of the high complexity
of medical images and the widespread requirement for
precise segmentation, it is not easy to accurately segment
the thyroid using only traditional ML.

With the rapid development of deep learning, deep
learning has also been used to solve various computer
vision problems, including medical images, target region
segmentation, recognition and disease diagnosis [17-21].
Naturally, the application of deep learning to thyroid
segmentation is also an area of interest. Many deep learning
networks have been used for segmenting the thyroid,
such as U-Net, a fully convolutional network (FCN), and
down/upsampling [21-24]. For example, Chen et al. utilized
U-Net for segmenting nodules in thyroid ultrasound images
[21], and Nandamuri et al. introduced an FCN to segment
the thyroid based on US images [22]. Chu et al. proposed
a mark-guided deep learning model based on U-Net to
segment ultrasound thyroid nodules [23], and Zhu et al.
designed V-net by using downsampling and upsampling to
achieve the semantic segmentation of CT thyroid images
[24]. In the above papers, deep learning methods have
been used to address thyroid segmentation. However, when
using deep learning networks to implement segmentation,
the accuracy is often affected by the requirement of
large number of labeled images. Thus, many papers have
investigated target segmentation with no or limited labels
in different fields. For instance, Lu et al. presented
the CO-attention Siamese Network to achieve zero-shot
video object segmentation, obtaining better unsupervised
segmentation results [19, 20], and Wu et al. proposed a
symmetric driven generative adversarial network to segment
brain tumors without labels [25]. Meanwhile, when there is
only a few annotated samples, Lu et al. devised an attentive
graph neural network to acquire more accurate results
based on few-show segmentation [26], Abdel-Basset et al.
proposed a method based on few-shot learning to accurately
segment COVID-19 infections from a limited segmentation
labels [27], and Guo et al. presented the multi-level
semantic adaptation few-shot method to segment cardiac
image sequences under limited labels [28]. Nevertheless,
in addition to the fact that producing labels is laborious,
acquiring medical images is also difficult. Therefore, it is
difficult to obtain tens of thousands of images and labels,
which are usually needed for deep learning, when the
targets are medical images. This paper intends to improve
the segmentation accuracy of the thyroid in the case of
inadequate data.

In the proposed method, a multicomponent neighborhood
extreme learning machine (ELM) is devised for obtaining
supplementary segmentation results to improve the thyroid
segmentation results. The boundary region of the prelimi-
nary segmentation results, acquired by utilizing the original

US thyroid images to train a U-Net, is complemented by
the supplementary segmentation results. Additionally, to
acquire multicomponent outputs, two types of images are
extracted based on the original images and used to obtain
segmentation results by using U-Net. The rest of this paper
is organized as follows. The detailed methods involved
in the proposed method are introduced in Section 2, and
the experiment is introduced in Section 3. Subsequently,
Section 4 compares and analyzes all the experimental
results. Finally, the conclusion is given in Section 5.

2 Methods

In the proposed method, the thyroid segmentation results are
boosted for small-dataset US images. The final segmenta-
tion results are acquired by improving the boundary region
of the preliminary segmentation results with the supple-
mentary segmentation results. Since the edge information
in the image and the boundary of the segmentation results
are closely related, the Sobel operator [29] is applied to
process the original images. Additionally, the superpixel
images containing the class information between the neigh-
borhoods that facilitate segmentation are obtained by using
the superpixel algorithm [30]. The segmentation outputs
obtained by these two kinds of images pay more attention
to the edge components and the neighborhood relation-
ship in the images, which are beneficial for subsequent
segmentation. Afterward, to obtain three kinds of segmen-
tation outputs that are focused on different components
of the thyroid US images, three types of images are used
to train a U-Net [31] separately. Then, the devised mul-
ticomponent neighborhood ELM is utilized to obtain the
supplementary segmentation results. The overall flow of the
proposed method is shown in Fig. 1, and the detailed flow is
as follows:

1. The image preprocessing is shown as Flow 1 in Fig. 1.
The original thyroid images are utilized to generate
Sobel edge images and superpixel images.

2. Three deep learning networks are shown as Flows 2,
3 and 4, respectively, in Fig. 1. The original images,
Sobel edge images and superpixel images are used to
train U-Nets. Subsequently, three sets of outputs can be
obtained.

3. The supplementary segmentation is shown as Flow 6
in Fig. 1. The neighborhood features, extracted based
on each set of outputs, are fused and selected by min-
redundancy and max-relevance (mRMR) [32] filter.
This process is shown as Flow 5 in the dotted box.
Furthermore, the final supplementary segmentation
results are obtained by reconstructing the classification
results generated by ELM [33].
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4. The boundary modification is shown as Flow 7 in Fig. 1.
The boundary attention of the preliminary results is
modified by the supplementary segmentation results,
achieving the final segmentation results.

The proposed method includes the following innovations:

1. The proposed method obtains sufficient samples based
on the depth features of the deep learning network under
a small dataset. Additionally, the sufficient samples are
utilized by the designed machine learning method to
obtain more precise segmentation.

2. In addition to the original images, two component
images, Sobel edge images and Superpixel images,
are integrated to obtain more depth features for
supplementary segmentation, improving the boundary
attention region.

3. A multicomponent neighborhood ELM is designed
to extract and utilize multicomponent neighborhood
features. The features are optimized by mRMR in the
devised ELM to obtain a subset that is more beneficial
for pixel classification.

2.1 Image preprocessing methods

To obtain segmentation outputs that focus on different char-
acteristics of the thyroid US images, the Sobel operator
and the superpixel algorithm are used in the proposed
method for preprocessing the original thyroid US images.
The Sobel edge images contain the edge information of
the original images, and the superpixel images contain the
class information between the neighborhoods that benefits
segmentation. In addition to the original image, the two
preprocessed images are also used to train U-Net sepa-
rately. Based on the preliminary and preprocessed outputs
obtained from the images focusing on different components,
multicharacteristics neighborhood features can be extracted.

@ Springer

1) Sobel operator: To acquire the images that contain
edge information, the Sobel operator is utilized to
process the original images. The Sobel operator was
first formally published by Irwin Sobel in 1968 [29].
The Sobel operator, a discrete differentiation operator,
is an important method in the computer vision field and
is widely used in edge detection [34]. The principle
of the Sobel operator is to calculate the approximation
gradient of the image luminance with discrete factorial
operators. When addressing thyroid US images, it
is equivalent to calculating the approximation of the
gradient of the images. The schematic is shown in
Fig. 2, and the brief procedure is as follows:

First, two 3 x 3 Sobel convolution kernels, the horizontal
Sobel convolution kernel and the vertical convolution kernel
are used to calculate Sobel edges. Then, the horizontal
Sobel edge and vertical Sobel edge are obtained through the
processing of original images. Finally, the Sobel edge image
is acquired by integrating two directions of edge images.
The whole formula is shown as follows:

2 2
Lsopet = /(Sx 1) + (Sy * I) . €))

where Isope is the Sobel edge image, S, is the horizontal
convolution kernel, Sy is the vertical convolution kernel,
and [/ is the original image. In the proposed method, Sobel
edge images are used as inputs of the U-Net. The Sobel
edge images are utilized to obtain segmentation outputs,
which will be used to extract features attending to the edge
information of images.

2) Superpixel algorithm: The images extracted by uti-
lizing the superpixel algorithm contain neighborhood
information that is beneficial for segmentation, which
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Fig.2 The process of the
Simple Linear Iterative
Clustering (SLIC)

can reflect the class information between the neighbor-
hoods. The algorithm utilized for extracting superpixel
images in the proposed method is simple linear iterative
clustering (SLIC). This algorithm was first proposed
by Achanta et al. in 2010 [30], and can be used for
acquiring superpixel images with better edge adher-
ence [30, 35]. Additionally, this algorithm can maintain
image boundary information. The superpixel images
obtained by SLIC have the advantages of high quality,
compactness and nearly uniform.

First, the seed points of the superpixel images are initialized,
and then these seed points are modified to make them
not located on the edge. After initialization, the K seed
points are evenly distributed in the image (a total of N
pixels), the step size is § = +/N/K, and the size of each
superpixel is S x S. In the modification, each initial seed
point is moved to the pixel with the smallest gradient in the
neighborhood of that seed point. Subsequently, the distances
of all pixels in the search regions to the corresponding
seed points are calculated. The distance metric of the j;;
pixel in the neighborhood of the i, seed point is calculated
as follows:

(@)

where D;; is the distance metric, the first item in the radical
is the color distance in CIELAB space, the second item in
the radical is the spatial distance in CIELAB space, / is the
brightness of the image, C is the maximum color distance in
an image, x and y are the horizontal and vertical dimensions
of a pixel, respectively, and S is the maximum spatial
distance. Finally, the superpixel images obtained after
several iterations are processed to increase the connectivity.
The discontinuous pixels are reassigned to neighboring
superpixels. After the whole process, superpixel images
are obtained for subsequent training; the SLIC process is
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el Clustering
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1

Enhancing

Modification .
connectivity

shown in Fig. 2. Compared to the original image, there
are no pixels with extremely small grayscale changes in
the superpixel images. Additionally, according to SLIC,
the class information between neighborhoods is well stored
in the superpixel images, which can reflect variations
between neighborhoods.

2.2 Image segmentation network

To acquire the segmentation outputs for extracting features
focusing on different characteristics of the images, the
original image, Sobel edge image and superpixel image
are utilized for training U-Nets. Ronneberger et al. first
proposed U-Net in 2015, and it won the ISBI cell tracking
challenge in 2015 for segmenting neuronal structures
[31]. With the development of deep learning and the
increase in computing power, various segmentation tasks are
implemented by U-Net. Naturally, despite the complexity of
medical images, U-Net can achieve better performance in
the segmentation of medical images [31, 36].

U-Net is a U-shaped network that consists of a
contracting path, an expansive path and shipconnections.
The structure of this network is shown in Fig. 3. The
contracting path is composed of convolution layers and
max pooling layers, and the expansive path is composed
of upconvolution layers and convolution layers. U-Net has
the advantage of obtaining better results with fewer images,
making it more suitable to be applied to medical image
segmentation. Therefore, in this paper, U-Net was used three
times for segmentation of the thyroid based on different
kinds of images, including original US images, Sobel edge
images and superpixel images.

2.3 Devised multicomponent neighborhood ELM

To utilize the effective features extracted from three
kinds of segmentation outputs to obtain the supplementary
segmentation results, a multicomponent neighborhood ELM
is devised in the proposed method. In the whole process, the
multicomponent segmentation outputs are first expanded
so that the edge pixels of the output images also have
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Fig.3 The structure of U-Net

neighborhood features. The output images are appended
with two pixels on every horizontal and vertical image
boundary. Then, the neighborhood features with 5 x 5
pixels are extracted for each pixel. Additionally, the label
corresponding to the central pixel of the neighborhood
feature is adopted as the target for the final training, and all
neighborhood features are fused. The neighborhood features
with 5 x 5 x 3 pixels are resized to 75 x 1.

Subsequently, the fused features are selected by the
mRMR filter to obtain more useful features. The mRMR
filter is a feature selection method proposed in 2005 by Peng
et al. [32]. This method can select the features effectively
and has been used in many fields [21, 37, 38]. The mRMR
filter aims to minimize the relevance between the features
while maximizing the relevance between the feature and
the corresponding category. In this method, the relevance
is calculated based on mutual information. The formula of
mRMR is shown as follows:

max (Ryc), Rye = 7y fZFI (fis ci)
i€

min (Ryr) . Ryy = i7m R (fi £7) 3)

I(iy) = [ [ p . y)log L&D dxdy

where Ry, is the relevance between feature and category,
Ry is the relevance between features, I (-) is the mutual

Fig.4 The devised
multicomponent neighborhood
ELM
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information, F is the feature set, f; and f; are the features
in the corresponding feature set, ¢; is the corresponding
category, and p () and p (-, -) are the probability density
functions. In this paper, 75 neighborhood features are
selected by mRMR. After selection, the relevance between
the feature and classification category is guaranteed, while
some redundant features are eliminated.

Finally, the ELM is trained with the selected features and
the corresponding targets, and the outputs of the ELM are
reconstructed to the segmentation results. ELM is a kind
of feedforward neuron network that was first proposed in
2006 by Huang et al. [33]. This ML method has been widely
used in computer vision because of its ease of use, faster
learning speed, strong generalization ability and so on. In
ELM, the parameters of the hidden layer are set randomly
and do not need to be updated in training. During the
learning process, only the output weights of ELM need to
be updated during learning [33, 39]. First, the parameters of
the hidden nodes are generated randomly according to any
continuous probability distribution. Then, the output matrix
of the hidden layer is calculated. Finally, the output weights
of the ELM are solved according to the loss function with
the objective of minimizing the error. The loss function is
defined as follows:

Ley = 1HB —TI* B € Rxm. )
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Fig.5 The specimen of the
U-Net dataset: (a) the original
US thyroid image, (b) the Sobel
edge image, (c) the superpixel
image and (d) the segmentation
label

where Lgr s is the loss function, H is the output matrix of
the hidden layer, § is the output weights, T is the training
target, L is the number of hidden nodes and M is the number
of output nodes. In this paper, the hidden nodes are set
to 300, and the output nodes are set to 2. The selected
features are utilized from training the ELM to acquire the
supplementary segmentation results. The proposed ELM is
shown in Fig. 4.

3 Experiments

The experiments are carried out according to the entire
method presented in Section 2. The original thyroid
US images and the corresponding labels were provided
by physicians from the Heilongjiang Provincial Key
Laboratory of Trace Elements and Human Health and
Endemic Disease Control Center at Harbin Medical
University. All images were verified by the physicians, and
the total number of images was 1,595. In this section, dataset
construction, training U-Net and the devised ELM, and the
boundary modifications are illustrated in detail.

Since the training of the U-Net and the devised
multicomponent neighborhood ELM are involved in the
proposed method, the datasets are constructed twice in this
paper. Regardless of which dataset is constructed, it is
important to ensure that the thyroid images from the same
patient are classified into the same subset. First, before
constructing the dataset for training the U-Net, all images
are preprocessed by the Sobel operator and superpixel
algorithm. Subsequently, three kinds of images are utilized
to construct a dataset. Each group of samples is divided
into a training set and a test set. The number of samples

Fig.6 The curves of training
loss: (a) the loss of the U-Net 1.5004
trained with original images, (b) — 125
the loss of the U-Net trained =
with Sobel edge images and (c) X 1.00
the loss of the U-Net trained 2 0.75
with superpixel images 3 0.50 .

0.25 Ry il

0 1 2 3 4 555

Iteration (X 100000+50000)

@ (b) () (d)

used for training a U-Net is 1,251, and the number of
test samples is 344. The specimen of the images and
labels are shown in Fig. 5. Then, the dataset used for
training the multicomponent neighborhood ELM consists
of three segmentation outputs acquired from the U-Nets.
The extracted features are three 5 x 5 squares obtained
from three outputs, and the training target is the pixel in
the segmentation label corresponding to the center of the
square. In this dataset, all the U-Net test images were
equally divided into 8 subsets for the 8 test groups. There
are 43 images in each subset, and 50,176 5 x 5 squares can
be extracted from each image. Thus, the number of samples
in the training set is 2,157,568, and the number of squares
in the test set is 15,102,976.

After constructing the datasets, three U-Nets are trained
using the U-Net dataset first to obtain multicomponent
features. Since medical images differ significantly from
other images, the images from different components are
utilized to train a U-Net directly, and the hyperparameters
are as follows: optimization - stochastic gradient descent,
momentum - 0.99, weight decay - 0.0005, learning rate -
from 1e-06 to 1e-08. The loss curves for three trainings are
shown in Fig. 6. In this figure, the models are optimized
near the green dotted line. Meanwhile, because the loss
after the initialization of the network is much larger than
the loss after stabilization, the starting point of each curve
is modified to the appropriate position to make the curve
clearer. Subsequently, the devised ELM is also trained
with the training dataset. Before training, the neighborhood
features, which consist of three 5 x 5 squares, are first
fused before training the devised ELM. All squares are
resized to 25 x 1 pixels, and then the resized features
are combined in the order of original images, Sobel edge
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=} Q
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Fig.7 The training accuracy and training time of the devised ELM

images, and superpixel images. Afterward, the combined
features consisting of 75 pixels are selected by mRMR.
After feature selection, 20% of the features are removed,
and the selected features consist of 60 pixels. Finally,
the selected features are used for training an ELM. In
the experiment, the ELM was trained eight times, and
2,157,568 features in one test group were utilized in each
training process. The training accuracy that can be correctly
classified and the training time of 8 trainings are shown
in Fig. 7. After each multicomponent neighborhood ELM
training process, the 15,102,976 features from other groups
are used for testing.

In this experiment, the improvement of the bound-
ary attention region is implemented after constructing the
datasets, the U-Net training and the process of multicom-
ponent neighborhood ELM. The boundary attention regions
of the preliminary segmentation results are adjusted by the
supplementary segmentation results from the devised ELM
to improve the final segmentation results. The inside regions
of the preliminary results are preserved, and the bound-
ary regions are added to the supplementary results. The
schematic of the improvement of the boundary attention
region is shown in Fig. 8.

To verify the proposed method and each technique, some
ablation studies are added. The supplementary segmenta-
tion results and final segmentation results, obtained by using
unselected neighborhood features with ELM, are compared
(denoted as Supplementary (-mRMR) and Final (-mRMR),
respectively). Then, the supplementary segmentation results

Fig.8 The schematic of the
improvement of boundary
attention region
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obtained by using original deep features and any two
component depth features are compared (denoted as Sup-
plementary (Original), Supplementary (Original+Sobel),
Supplementary (Original+Superpixel) and Supplementary
(Sobel+Superpixel), respectively), and the corresponding
final segmentation results are also compared (denoted
as Final (Original), Final (Original+Sobel), Final (Orig-
inal+Superpixel) and Final (Sobel+Superpixel), respec-
tively). Finally, more comparative experiments were con-
ducted to demonstrate the improvement of the proposed
method. Some commonly used segmentation methods and
the methods proposed for thyroid segmentation, ultrasound
image segmentation are compared, including FCN-8s, Seg-
Net, MGU-NET, SV-net and VEU-Net [24, 29, 40-42].

4 Results and discussion

After the overall experiment, the preliminary segmenta-
tion results are obtained from the preliminary outputs, the
supplementary segmentation results are acquired by the
devised ELM, and then the final segmentation results can
be acquired for each test group. In this section, these results
are evaluated and analyzed. Furthermore, the segmenta-
tion results obtained from the other outputs and the uns-
elected neighborhood features are also compared with the
proposed method.

4.1 The preliminary segmentation results

Preliminary segmentation of thyroid US images is achieved
by training a U-Net with original images and segmentation
labels. The segmentation results are the binarization
results of the corresponding outputs. Some examples
of the preliminary segmentation outputs, preliminary
segmentation results and the corresponding labels are shown
in Fig. 9 (a), (b) and (d), respectively. Although the
preliminary segmentation results are similar in shape to the
segmentation labels, it is obvious that these segmentation
results are not sufficiently precise. To intuitively analyze
the accuracy of the preliminary segmentation results, the
contours (blue lines) of the segmentation label are extracted
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Fig.9 Example images of the
preliminary segmentation and
supplementary segmentation:
(a) the preliminary segmentation
outputs, (b) the overlaid
contours (blue lines) of the label
on the preliminary segmentation
results, (c¢) the overlaid contours
(blue lines) of the label on
supplementary segmentation
results and (d) the segmentation
labels

and overlaid on the preliminary segmentation results, as
shown in Fig. 9 (b). The preliminary segmentation results
cover most of the region of the thyroid, while only some of
the boundaries are inaccurate. In particular, some areas near
the contour are not correctly segmented.

To further analyze the accuracy of the segmentation results,
the test set with 8 test groups is analyzed with IoU, MCC,
F1 score and Hausdorff distance 95 (HD95) [26, 43-45]. The
formulas of these indices are shown as follows:

TP

IoU = ——. &)
FP+TP+ FN
MCC = TPxTN—-FPxFN
B JTPF+FPY(TP+FN)(TN + FP)(TN + FN)
(6)
2T P
Fl= ——M . @)
N+TP—-TN
% %
H D95 = max {rgnsa/xminhd{x, v}, I%Saxminhd {x, y}}
xeX yeY yeY xeX
®

where N is the number of pixels in an image, T P is the
number of pixels that are segmented correctly among the
pixels in the thyroid region of the labels, F'N is the number
of pixels that are segmented incorrectly among the pixels
in the thyroid region of the labels, TN is the number of

pixels that are segmented correctly among the pixels in
the nonthyroid region of the labels, F P is the number of
pixels that are segmented incorrectly among the pixels in
the nonthyroid region of the labels, x is the pixel in the
boundary line of segmentation results, y is the pixel in the
boundary line of labels, X is the set of all x, Y is the set of
all y, and hd is the Euclidean distance. The mean values
of these indices are 0.7995 (IoU), 0.8782 (MCC), 0.8867
(F1), and 2.4469 (HD95), and the calculation results are
shown in Fig. 10. Nevertheless, neither the average values
nor the maximum values are sufficiently high. In this paper,
just over 1,000 images are used for training, contrary to
the requirement of tens of thousands of samples used to
train deep learning networks. Simultaneously, the presence
of a large number of complex nonthyroidal regions will
aggravate the poor segmentation when the training set is not

B oU MCC WHFl1 HD95

2.5

0.5

0
Group 1 Group2 Group 3 Group4 GroupS Group 6 Group 7 Group 8

Fig. 10 The calculation results of preliminary segmentation results
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Table 1 The accuracy indices and improvement of the supplementary segmentation results
Test set Accuracy indices Improvement

TIoU MCC Fl1 HD95 ToU MCC F1 HD95
Group 1 0.8127 0.8863 0.8951 2.3391 1.68% 0.88% 0.92% 5.46%
Group 2 0.8095 0.8842 0.8931 2.3338 1.59% 0.84% 0.86% 5.75%
Group 3 0.8127 0.8862 0.8952 2.3244 1.94% 1.04% 1.08% 5.75%
Group 4 0.8110 0.8851 0.8940 2.3530 1.58% 0.83% 0.85% 5.45%
Group 5 0.8157 0.8881 0.8966 2.3361 2.12% 1.13% 1.15% 5.25%
Group 6 0.8184 0.8900 0.8985 2.3070 2.48% 1.32% 1.36% 6.25%
Group 7 0.8131 0.8865 0.8949 2.3246 2.13% 1.14% 1.15% 6.70%
Group 8 0.8164 0.8888 0.8974 2.3228 2.51% 1.32% 1.38% 6.17%
Mean 0.8173 0.8869 0.8956 2.3301 2.01% 1.06% 1.09% 5.85%

sufficient. Therefore, the preliminary segmentation results
are imprecise and need to be further improved.

4.2 The supplementary segmentation results

The supplementary segmentation results are acquired
from a trained multicomponent neighborhood ELM. Some
supplementary segmentation results are shown in Fig. 9 (c).
Compared to the segmentation results in Fig. 9 (b), the
supplementary segmentation results are more similar to the
labels. In Fig. 9 (c), the supplementary segmentation results
are closer to the expected contours, and the gap between the
contour and the segmentation result is significantly reduced.
The reduced gap is marked with yellow flags in Fig. 9
(b). Although the supplementary results slightly exceeded
contours at some parts, the reduction in the gap has a greater
impact on the segmentation results. Therefore, this analysis
shows that the accuracy of the supplementary segmentation
results is improved.

Then, to clearly demonstrate the improvement of the
supplementary results, accuracy indices are utilized to
compare the supplementary segmentation results with the
preliminary segmentation results. The average improvement
rate (compared to the preliminary segmentation results)
for each index on each test group is also calculated, and
the results are shown in Table 1. The accuracy of all
test groups is boosted, the mean value of the average

Fig. 11 Examples of the
boundary attention regions of
supplementary segmentation
result

N

- Included region
|:| Preliminary |:| by supplementary
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improvement rate is 2.01% in IoU, 1.06% in MCC, 1.09%
in F1 score and 6.70% in HD95, and the mean value of
IoU, MCC, F1 score and HD95 achieves 0.8137, 0.8869,
0.8956 and 2.3301, respectively. From these results, the
segmentation results of the devised ELM have better
performance in terms of accuracy. In all the test sets, the
supplementary segmentation results of Group 6 achieve the
best performance (marked as bold), and those of Groups 6,
7, and 8 achieve the maximum improvement on different
indices (marked as blue).

Afterward, because the boundary attention region is used
to modify the preliminary results, the boundary region of
the supplementary segmentation results is further analyzed.
To visualize the improvement of the supplementary
segmentation results, the boundary attention region obtained
from the multicomponent neighborhood ELM is shown
in Fig. 11. The area that is covered by the preliminary
segmentation results is marked as white, the improved area
from the supplementary segmentation is marked as green,
and the area that is not contained in the segmentation
labels is marked as red. Furthermore, the blue area is
not included in the supplementary segmentation results.
The red and blue regions are the error parts and the
eliminated error parts of the supplementary segmentation,
respectively, whereas the green region is the error part
of the preliminary segmentation. Although the error area
exists, the largest area of the boundary is improved.

- Eliminated region - Over segmented
by supplementary region
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Fig. 12 Examples of the final
segmentation results:

(a) original thyroid ultrasound
images, (b) the boosting final
segmentation results, (c) the
segmentation labels and (d) final
segmentation with annotations

Meanwhile, the mean values of the average improvement
are calculated for IoU, MCC and F1 score, which are
33.04%, 20.82%, and 20.96%, respectively. Therefore, the
analysis and comparison of the supplementary segmentation
results from several perspectives prove that the use of
filtered multicomponent neighborhood features and devised
ELM can introduce more information that is effective
for segmentation.

4.3 The final segmentation results

The final segmentation results are obtained by improving
the boundary attention region of the preliminary segmen-
tation results. The preliminary segmentation results are
boosted with the assistance of the supplementary segmen-
tation results, which are acquired from the multicomponent
neighborhood ELM. The images in eight test groups are
preliminarily segmented and then improved by utilizing the
devised ELM. Some examples of the final boosting results
are shown in Fig. 12.

As shown in Fig. 12 (b) and (c), the shape of the
final segmentation results is extremely close to that of the
segmentation labels, although there is a slight difference

Table 2 The accuracy indices of the final segmentation results

[ Preliminary

Included region
by supplementary

by supplementary

(]
u Elminated region

Over segmented
-region ¢
between them. Through the analysis of these results, it
is clear that more accurate thyroid segmentation results
are obtained under a small dataset by using the proposed
method. To further demonstrate the improvement of the
proposed method, the final segmentation results with
annotations are shown in Fig. 12 (d). The gray area
represents the area that has been correctly segmented by
the preliminary segmentation, the green area represents the
correct region added by the proposed method, the blue
area represents the error area in preliminary segmentation
that has been eliminated by the proposed method, the red
area represents the final segmentation beyond target labels,
and the arrows of corresponding colors point out some
tiny areas. From these examples, it can be found that the
inside region can be mostly covered by the preliminary
segmentation results. The sum of the improvement area
and the eliminated error is much larger than the error
area. Therefore, the final segmentation results are boosted
by using the multicomponent neighborhood ELM to
improve the boundary attention region of the preliminary
segmentation results.

Consequently, three accuracy indices are obtained
to analyze the segmentation performance of the final

Test set TIoU MCC F1 HD95 Test set IoU MCC F1 HD95
Group 1 0.8157 0.8883 0.8971 2.3232 Group 5 0.8207 0.8915 0.9000 2.3247
Group 2 0.8137 0.8869 0.8958 2.3208 Group 6 0.8214 0.8920 0.9005 2.2991
Group 3 0.8148 0.8875 0.8965 2.2997 Group 7 0.8186 0.8902 0.8986 2.2812
Group 4 0.8150 0.8878 0.8967 2.3390 Group 8 0.8183 0.8901 0.8986 2.2875
- - - - - Mean 0.8173 0.8893 0.8980 2.3094
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segmentation results, as shown in Table 2. In this table, there
are two groups with an IoU over 0.82, four groups with
an MCC over 0.89, and two groups with an F1 score over
0.90. In the eight groups, the mean value of IoU is 0.8173,
the mean value of MCC is 0.8893, the mean value of F1
score is 0.8980, and the mean value of HD95 is 2.3094.
The best scores of three indices are obtained from Group
6 (marked as bold), where the values of IoU, MCC and F1
score are 0.8214, 0.8920 and 0.9005, respectively. The best
score of HD95, 2.2812, is obtained from Group 7 (marked
as bold). By comparing these results with the preliminary
segmentation results, the precision of the final segmentation
results is significantly improved. The IoU is increased by
0.0143-0.213, the MCC is increased by 0.0090-0.0132, the
F1 score is increased by 0.0092-0.0134 and the HD95
is increased by 0.1140-0.1626. The accuracy of the final
segmentation results is also proven to be strengthened by
comparison with the results in Table 1.

To clearly validate the effect of multicomponent images
and better explain the improvement of the final segmenta-
tion results, the saliency maps [46] are utilized to reflect the
pixels that play important roles (30% pixels of target seg-
mentation regions ) in training U-Nets. In order to analyze
some of the details in the saliency map in detail, rectangles
were added in this figure. The comparison of segmentation
results with segmentation error (including over segmented
region and unsegmented region) and saliency maps is shown
as Fig. 13. Comparing the samples in Fig. 13 (a) and (b),
the segmentation error is significantly reduced. As Fig. 13
(c), (d) and (e), the important pixels of saliency maps are
marked as Indian Red in the corresponding input image.

el (e

N

.
v

(@)

Fig. 13 Comparison of segmentation results with segmentation error
and saliency maps: (a) preliminary segmentation results, (b) final
segmentation results, (c) original images with important pixels in cor-
responding saliency maps, (d) Sobel edge images with important pixels

@ Springer
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It can be seen that the multicomponent images pay more
attention to different regions of the target when segmenting
thyroids. This can be verified by the rectangles in the first
row. In Fig. 13 (f), important pixels in different components
are overlapped and the overlap can cover and be similar
to the area of the thyroids, demonstrating the effectiveness
of using multicomponent images. Then, as the rectangles
in the second row, although the multicomponent images
focus on the rectangular region, the details of attention are
different. Therefore, depth features that can respond to dif-
ferent details are fused, achieving a higher improvement in
the final segmentation. As the rectangles in the third and
fourth row, the attention details are brought by Sobel edge
images and superpixel images, respectively, improving the
precision of segmentation.

Subsequently, the average improvement rates of the final
segmentation to some comparison experiments are calcu-
lated. In primary comparisons, the final segmentation is
compared with preliminary segmentation (noted as Orig-
inal), supplementary segmentation (noted as Supplemen-
tary), segmentation results obtained by only using Sobel
edge images (noted as Sobel), and the segmentation results
obtained by only using superpixel images (noted as Super-
pixel). To further validate the proposed method and each
technique, the ablation studies mentioned in Experiments
are compared, and the calculation results of the average
improvement are shown in Table 3. In this table, the lower
the value of the average improvement is, the higher the
value of the compared method on the corresponding index,
proving that the compared method has better segmentation
results. As for the calculation results, all four indices of the

- Accurate segmentation region/line
|:| Over segmented region

|:| Unsegmented region
- Important pixels in saliency maps

Important pixels corresponding to:
Bl original

[ sobel

- Superpixel

[_] Original + Sobel

- Original + Superpixel

|:| Sobel + Superpixel

[ ] original +Sobel + Superpixel

®

in corresponding saliency maps, (e) Superpixel images with important
pixels in corresponding saliency maps and (f) Overlay of important
pixels in three saliency maps
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Table 3 The average improvement of the proposed method over the comparison experiment in the four accuracy indices

MCC

F1

HD95

1.33% £ 0.25%
5.31% £ 0.23%
2.03% £ 0.32%
0.37% £ 0.21%
0.53% £ 0.15%
0.53% £ 0.16%
0.69% =+ 0.09%
0.48% £ 0.19%
1.28% £ 0.18%
0.12% + 0.08%
0.48% +0.17%
0.33% +0.05%
0.16% + 0.07%
0.42% £ 0.10%

1.35% £ 0.23%
6.02% £ 0.31%
2.03% %+ 0.34%
0.38% £ 0.23%
0.53% £ 0.15%
0.51% £ 0.16%
0.65% =+ 0.08%
0.48% £ 0.20%
1.21% £ 0.18%
0.10% £ 0.07%
0.46% £ 0.17%
0.30% + 0.05%
0.15% =+ 0.06%
0.37% £ 0.09%

6.85% + 1.22%
4.30% £ 0.94%
2.49% + 0.98%
1.23% + 0.62%
2.68% + 1.08%
2.71% + 1.40%
3.23% £ 0.57%
2.87% + 1.98%
2.81% + 1.44%
1.49% + 1.08%
2.49% = 1.47%
3.18% + 0.57%
2.33% + 1.78%
291% +1.78%

Comparison Num Average improvement
IoU

Preliminary 1 2.43% + 0.41%
Sobel 2 10.73% £ 0.57%
Superpixel 3 3.68% =+ 0.60%
Supplementary 4 0.85% + 0.53%
Supplementary(—mRMR) 5 0.94% + 0.26%
Supplementary(Original) 6 0.90% + 0.27%
Supplementary(Original+Sobel) 7 1.17% £+ 0.15%
Supplementary(Original+Superpixel) 8 0.84% + 0.34%
Supplementary(Sobel+Superpixel) 9 2.19% £+ 0.32%
Final(—mRMR) 10 0.19% £ 0.13%
Final(Original) 11 0.83% +0.31%
Final(Original+Sobel) 12 0.54% =+ 0.08%
Final(Original+Superpixel) 13 0.27% + 0.12%
Final(Sobel+Superpixel) 14 0.66% + 0.13%

proposed method showed significant improvements com-
pared to the preliminary comparison (Comparisons 1, 2, 3,
and 4).The precision of the final segmentation results is bet-
ter than that of the preliminary results and supplementary
results. Compared with Preliminary, the final segmenta-
tion results are improved by approximately 2.43% on IoU,
1.35% on MCC, 1.35% on F1 score and 6.85% on HD95
on average, and compared with Supplementary, the final
segmentation results are improved by approximately 0.85%
on IoU, 0.37% on MCC, 0.38% on F1 score and 1.23%
on HD9S.

To verify the effectiveness of using three different
component images, Comparisons 10, 11, 12, 13, and 14
are analyzed. It can be seen that the best segmentation
accuracy can be obtained based on the multicomponent
neighborhood features in four indices. The addition of
superpixel images and Sobel edge images can improve
thyroid segmentation. When compared to Comparisons 11,
12, and 13, the addition of another component to the
original image can lead to an enhancement of the thyroid
segmentation. In this comparison group, approximately
0.29% improvement in IoU, 0.15% improvement in MCC,
and 0.16% improvement in F1 score was brought by Sobel
edge images, and approximately 0.46% improvement in
IoU, 0.32% improvement in MCC, 0.31% improvement in
F1 Score and 0.16% improvement in HD95 was achieved by
superpixel images. Furthermore, as shown in Comparisons
6,9, 11, and 14, if the depth features of the original image
are not used, the obtained supplementary segmentation
results are poor, proving that the other two images are
not sufficient to replace the original images. Sobel edge
images retain the high-frequency component of the images,

which makes the segmentation outputs more focused on
the regions with sharp changes in the image gradient.
Superpixel images ignore pixels with extremely small
grayscale variations, making the segmentation output more
focused on the grayscale variations between neighborhoods.
By adding two kinds of segmentation outputs, different
components are introduced into the method to enrich the
features, improving the final segmentation results.
Afterward, the optimization brought by improving the
boundary attention region with supplementary segmentation
can be validated by the proposed method compared to
Comparisons 1 and 4. In addition, this optimization can
also be proved by Comparisons 1, 6, and 11, Comparisons
1, 7, and 12, Comparisons 1, 8, and 13 and Comparisons
1, 9, and 14. Additionally, the optimization brought by
the devised ELM can also be verified by Comparisons 1
and 6. Approximately 1.53% improvement in IoU, 0.80%
improvement in MCC, 0.84% improvement in F1 score and
4.14% improvement in HD95 were achieved by the devised
ELM. Then, when Comparisons 6 and 7 are analyzed,
the addition of the deep features from Sobel edge images
has a negative influence on thyroid segmentation. This is
because the Sobel edge images only retain the gradient
information of images, and the information is insufficient to
obtain an accurate segmentation result. However, when all
deep features are selected for supplementary segmentation,
the segmentation results are improved. Thus, there are
parts of Sobel depth features that do not contribute to the
classification of pixel deep features. This can also justify
the requirement for feature selection. The improvement
of the proposed method caused by mRMR is shown in
Comparison 10. Approximately 0.19% improvement in IoU,
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Table 4 The comparison results of mean value on four indices

Comparison Mean

IoU MCC Fl HD95
Proposed 0.8173 0.8893 0.8980 2.3094
FCN-8s 0.7849 0.8698 0.8777 2.3385
SegNet 0.8084 0.8837 0.8925 2.3291
MGU-NET 0.7657 0.8588 0.8567 2.3452
SV-net 0.8072 0.8838 0.8924 2.3202
VEU-Net 0.7901 0.8722 0.8815 2.3679

0.12% improvement in MCC, 0.10% improvement in F1
score and 1.49% improvement in HD95 is achieved, and this
improvement can be verified by Comparisons 4 and 5.

Finally, to judge the performance of the entire thyroid
segmentation method, the proposed method is compared
with some segmentation method mentioned in Experiments,
including FCN-8s, SegNet, MGU-NET, SV-net and VEU-
Net. The mean values of the four indices are shown in
Table 4. According to these calculation results, the proposed
method ranked first on the four indices (marked in bold).
The comparison methods, VEU-Net and SegNet, ranked
second on two indices (marked as blue). Compared to
the comparison methods, the proposed method is 0.0516-
0.0089 higher on IoU, 0.0305-0.0055 higher on MCC,
0.0413-0.0055 higher on F1 score and 0.0585-0.0108
better on HD95. In general, combining all the comparison
experiments (Tables 3 and 4), the segmentation results of
the proposed method have a better overall performance.

4.4 Limitation

Because the ultrasound images utilized in this paper are
cutouts provided by physicians, the proposed method has
difficulty dealing with raw ultrasound images that are large
in size and may have interfering markers. If the raw images
need to be processed, target region identification can be
added.

5 Conclusion

The purpose of the proposed method is to improve
thyroid segmentation in ultrasound images under a small
dataset. The proposed method integrates the advantages
of deep learning and traditional machine learning. In
this paper, a multicomponent dataset, which consists of
original images, Sobel edge images and superpixel images,
is utilized to improve the final segmentation results.
Three kinds of images are used to train three U-Nets
to obtain preliminary segmentation outputs, Sobel outputs

@ Springer

and superpixel outputs. The multicomponent features are
extracted from the three trained U-Nets and are applied
to train the multicomponent neighborhood ELM to acquire
the supplementary segmentation results. Meanwhile, the
mRMR feature selection algorithm is utilized in the devised
ELM to further optimize the subset of neighborhood
features. Finally, the precise final segmentation results are
obtained by improving the boundary attention region of the
preliminary segmentation results. In the proposed method,
the mean values of IoU, MCC, F1 score and HD95 are
0.8173, 0.8893, 0.8980 and 2.3094, respectively, which
are much better than those of the compared methods.
Furthermore, on the three indices, the eight test groups are
not only stable but also have better performance than the
comparison experiments. Overall, it was demonstrated that
by using the proposed method, the segmentation precision
of the thyroid can be improved.
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