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Abstract

This paper provides an in-depth survey on the integration of machine learning and array databases. First,machine learning
support in modern database management systems is introduced. From straightforward implementations of linear algebra
operations in SQL to machine learning capabilities of specialized database managers designed to process specific types of
data, a number of different approaches are overviewed. Then, the paper covers the database features already implemented
in current machine learning systems. Features such as rewriting, compression, and caching allow users to implement more
efficient machine learning applications. The underlying linear algebra computations in some of the most used machine
learning algorithms are studied in order to determine which linear algebra operations should be efficiently implemented by
array databases. An exhaustive overview of array data and relevant array database managers is also provided. Those database
features that have been proven of special importance for efficient execution of machine learning algorithms are analyzed in
detail for each relevant array database management system. Finally, current state of array databases capabilities for machine

learning implementation is shown through two example implementations in Rasdaman and SciDB.

Keywords Array data - Array database managers - Machine learning - Efficient array machine learning

1 Introduction

Machine learning (ML) has become in recent years an essen-
tial tool not only in the field of academic research but also
in business and industrial applications. Due to the improve-
ment experienced by hardware devices in recent years, an
increasing number of companies in many different business
areas have decided to take advantage of ML technologies to
analyze the large amounts of data they need to manage.
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For many years a huge research effort has been devoted
to the integration of ML tools and relational database man-
agement systems (RDBMSs), either implementing ML algo-
rithms in RDBMSs [1-9] or implementing well known
database optimization techniques in ML tools [10-16].

However, this research effort devoted to relational databases
has not been done in the field of array databases until very
recently [17-19]. Taking into account that increasingly large
amounts of data are generated every day and a relevant
part of them are array data, it is essential to leverage the
efficiency of array databases for the analysis of array data
in ML applications. Therefore, the most efficient tools in
array data analysis will allow users to boost analysis capa-
bilities in many and diverse application domains such as
cancer detection, pollution analysis, weather forecasting and
environmental classification.

This paper aims to provide a broad overview of the
current state of the integration of ML algorithms and array
databases.

First, an overview of recent solutions and approaches
providing support for ML algorithms in RBDMSs is intro-
duced. We begin with straightforward SQL implemen-
tations of basic linear algebra operations, e.g., matrix
multiplication. Then, more efficient solutions make use of
user-defined functions (UDFs). Beyond UDFs, user-defined
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aggregates (UDAs) have shown to be very useful to imple-
ment those ML algorithms that need to iterate over large
datasets, e.g., Gradient Descent and k-means. More com-
plex solutions are focused on leveraging the underlying data
model of RDBMSs when implementing ML algorithms,
e.g., learning over joins and statistical relational learning
(SRL). Finally, those solutions that provide deeper modi-
fications to RDBMSs are introduced. Here, we have spe-
cialized systems for the analysis of specific data types, e.g.,
array DBMSs.

Then, an overview of main database features imple-
mented in relevant ML systems is provided. Classical
logical rewrites (e.g. loop vectorization and algebraic sim-
plification) have shown to be relevant in ML systems.
Also physical rewrites (e.g., flow rewrites, execution type
and physical operation selection) are of key importance in
ML implementations. Similarly to data access methods in
databases, ML tools can leverage data access optimization
techniques (e.g, compression and caching) to implement
more efficient ML algorithms.

The underlying linear algebra of three widely used ML
algorithms, namely linear regression, logistic regression
and feed-forward neural networks, has been extensively
studied to determine the linear algebra operations. Efficient
implementations of such operations are required in array
databases in order to provide a efficient performance of ML
algorithms on array data.

A brief introduction on array data and array databases
is also provided. The array data model and main database
properties (e.g., parallelization and query rewriting) are
specifically pointed out for array databases. Next, several
state-of-art approaches for array data processing are
classified into groups depending on their characteristics.
A description of main features is also provided for each
of them. Then, the aforementioned database features that
are relevant for ML algorithms are used to provide
a detailed comparison between such different solutions.
Finally, examples of ML algorithm implementation are
discussed for two relevant array databases.

2 Motivating examples

Many application domains require from machine learning
analytics. And many of such application domains need to
process very large amounts of array data.

For example, in geoscience applications we can find
challenging problems that naturally fit many machine learn-
ing methods.

e [Estimating variables from observations. Climate
events such as tornadogenesis and cyclogenesis can be
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detected by analyzing array datasets. Also, they can be
predicted by discovering their precursors. Examples are
[20, 21].

e Characterizing objects and events. Some critical
geoscience variables (e.g., methane concentrations in
air) are difficult to be monitored directly. Thus, machine
learning methods can be used to infer such variables
by analyzing other variables collected via satellite or
ground sensors. An example approach is [22].

¢ Long-term forecasting. Early adaptation policies and
resource planning can be devised if prediction of
geoscience variables are provided ahead of time.
Machine learning methods for forecasting climate
variables using the spatial and temporal structure of
geoscience data have been explored in recent works
such as [23].

Life sciences also leverage analytics on array data. For
example, machine learning systems have multiple applica-
tions in medical imaging for different scenarios.

® Screening. ML is used as a screening tool to classify
studies according to the probability of the presence
of a disease. Application examples are: breast cancer
screening with mammography [24], and early diagnosis
of Alzheimer’s disease [25].

e Replacement. There are some areas in which ML has
the ability to replace doctors. Examples are: estimation
of bone age by artificial intelligence software [26],
calculation of breast radiological density and risk
scoring [27].

¢ Complementation. In this scenario there is an analysis
and a report by the doctor, and a complementary
contribution of the machine learning system. Examples
are: registration and segmentation, interpretation and
automatic classification, radiation dose calculation,
automatic data integration, improvement in the quality
of radiological reports.

3 ML support in DBMS

Traditionally, database management systems have been used
in ML as simple data stores. ML algorithms pull data out
from databases, and pre-process and analyze them. How-
ever, as stated in [28], performing ML inside a database
system has some advantages. First, applying data pro-
cessing capabilities of DBMSs (e.g., storage, manage-
ment, transformation and querying) to operations over ML
models (e.g., selecting, training, deploying, updating and
managing) iS a convenient way to obtain an end-to-end
ML platform. Second, performing data analysis inside the
DBMS may improve efficiency by (1) avoiding to copy
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massive amounts of data to external systems, (2) lever-
aging their efficient and scalable data processing tech-
niques, and (3) allowing optimization across tasks. Finally,
declarative task specification might be adequate for ML,
enabling automatic optimization and simplifying develop-
ment.

3.1 SQL implementation

Matrices and linear algebra are on the basis of many ML
algorithms. As a first straightforward approach to the imple-
mentation of ML in RDBMSs, tables can be used to store
matrices, and linear algebra operations can be expressed in
SQL. This solution is considered in systems like [4] and [2].
An example of this basic approach is the matrix multiplica-
tion with sparse representation. Considering matrices A, x;
and B;,, the resulting matrix C is a m x n matrix where
cij = Zi:] ajxby;. Figure 1(a) shows the tables we may
use to represent matrices A and B, where columns i, j store
the matrix index, and column val stores the matrix value at
this specific index. We can now compute the multiplication
with the following SQL query.

SELECT A.i, B.j, SUM(A.val % B.val)
FROM A, B

WHERE A.j = B.i

GROUP BY A.i = B.j;

Code 1 Matrix multiplication with built-in aggregate function.
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(a) Sparse representation

Fig. 1 Matrix storage in tables

3.2 UDF implementation

Although the previous solution works well for sparse
matrices, it is quite inefficient for dense matrices. These
inefficiencies can be eliminated using new user data types
(UDTs) and functions (UDFs). Systems like [2] and [3] also
implement this solution. An example of this approach is
the matrix multiplication with vector representation. A new
data type vector may be defined as a UDT to efficiently
store matrix rows and columns. Figure 1(b) shows the tables
used to represent matrices A and B. Table A stores the row
index i and the relevant row value, row. Table B stores the
column index j and the relevant column value, col. Notice
that both row and col are vector UDTs. Defining a UDF
dotproduct (vy, va) to efficiently compute the dot product
of two vectors, we can compute the multiplication with the
following SQL sentence:

SELECT A.i, B.j, dotproduct (A.row, B.col)
FROM A, B

WHERE A.j = B.i

GROUP BY A.i = B.j;

Code 2 Matrix multiplication with UDF function.

3.3 Extensions

Many ML algorithms involve iterative computations over
large datasets. Specifically, UDAs have provided an
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impressive ease to implement iterative ML algorithms.
For example, [3] and [6] implement the Gradient Descent
algorithm following this approach. Another example is the
k-means method for clustering implemented in [6] and
[7], also following this approach. Iterative algorithms can
be implemented using UDAs by specifying the following
functions:

® [nit(state) initializes those variables used to store the
state.

® Accumulate(state, data) uses the parameter data to
update the state.
Finalize(state) computes the final result using the state.
Merge(statey, state;) merges different state values
computed over disjoint input subsets. Only imple-
mented when needed.

In a very recent work [29], a new approach for declarative
specification of recursive computations in a RDBMS has
been proposed. Multiple versions of a database table,
accessed via array-style indices, are allowed by extending
SQL. For example, in a feed-forward neural network
[29], dependencies among activations, weights and errors
can be declaratively expressed avoiding imperative control
flow by writing the forward-backward passes with such
SQL extensions. Section 5.3 provides the mathematical
foundations of the forward-backward computations in a
feed-forward neural network.

The forward pass computes the activation values of the
neurons at each layer. Table version A[i] [j] stores all
the activation values of the layer j at the iteration step 1.
Each A[i] [j] is supposed to be “chunked” and stored as
matrices ACT in the following table:

A(ITER, LAYER, ROW, COL, ACT)

Activations of layer j at learning iteration i are
computed as a weighted sum of output values of all
the neurons of layer j-1 at iteration i. The weighted
sums in layer j at the iteration step i are stored in the
table WI[i] [j]. A similar approach is used to store the
weighted sums, each “chunk” of WI [1] [j] is stored as a
matrix VAL in the following table:

WI(ITER, LAYER, COL, VAL)

Using the above tables, the forward pass can be specified
with the following queries using SQL extensions to allow
the recursive computation of activations and weighted sums.
The forward pass begins by initializing the first layer of
activations with the input data.

CREATE TABLE A[i:0...][j:0] (COL, ACT) AS
SELECT DI.COL, DI.VAL
FROM DATA INPUT AS DI;

Code 3 Query to load the input layer with input data.
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Then, the weighted sums for each layer j of the network
at iteration i are computed using the weights of layer j and
the activations of layer j -1 at iteration 1.

CREATE TABLE WI[i:0...][j:1...9] (COL, VAL) AS
SELECT W.COL, SUM(matmul (A.ACT, W.MAT))
FROM W[i]l [§] AS W, A[i] [j-1] AS A
WHERE W.ROW = A.COL
GROUP BY W.COL;

Code 4 Query to generate the weighted sums of the network.

These weighted sums are then used to compute the sub-
sequent activation values in the network. Thus, activations
in layer j at iteration i are computed applying the acti-
vation function relu to the weighted sums in layer j at
iteration i.

CREATE TABLE A[i:0...][j:1...8] (COL, ACT) AS
SELECT WI.COL, relu(WI.VAL + B.VEC)
FROM WI[i] [j] AS WI, B[i] [j] AS B
WHERE WI.COL = B.COL;

Code 5 Query to generate the activations in the hidden layers.

Finally, the activation values of the output layer (1=9)
at iteration i are computed by applying the function
softmax to the weighted sums of the output layer at
iteration i.

CREATE TABLE A[i:0...][j:9] (COL, ACT) AS
SELECT WI.COL, softmax (WI.VAL + B.VEC)
FROM WI[i] [§] AS WI, B[i] [§] AS B
WHERE WI.COL = B.COL;

Code 6 Query to generate the activations in the output layer.

In the backward pass, the errors computed in the output
layer of the network are back-propagated through the
network. Similarly to activations and weighted sums, the
table version E[1] [j] stores the errors in the layer j at
learning iteration i. These errors are then used to compute
the network weights. Table W[i] [j] stores the weights
of the model in layer j at iteration i. Both E and W are also
“chunked” and stored in the following tables:

E(ITER, LAYER, COL, ERR)

W(ITER, LAYER, ROW, COL, MAT)

The backward pass begins with the computation of errors
in the output layer (1=9). The activation values in the output
layer at iteration 1 and the expected output values are used
to compute the errors in the output layer at iteration i.

CREATE TABLE E[i:0...][j:9] (COL, ERR) AS
SELECT A.COL, crossentropyderiv (A.ACT, DO.VAL)
FROM A[i] [j]1 AS A, DATA OUTPUT AS DO;

Code 7 Query to compute the errors in the output layer.
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Then, the errors of the subsequent layers are computed. The errors in the layer j at iteration i are computed using the
activation values in layer j at iteration 1, the weights in layer j+1 at iteration i, and the errors in layer j+1 at iteration i.

CREATE TABLE E[i:0...][j:1...8] (COL, ERR) AS

FROM A[i] [] AS A, E[i] [§+1] AS E, W[i] [§+1] AS W
WHERE A.COL = W.ROW AND W.COL = E.COL
GROUP BY W.ROW;

SELECT W.ROW, SUM(matmul (E.ERR, t (W.MAT)) * reluderiv(A.ACT))

Code 8 Query to generate the errors in the remainder layers.

Finally, the weights of the model are updated for the current iteration. The weights in layer j at iteration i are computed
using the weights in layer j at iteration i-1, the errors in layer j at iteration i-1 and the activation values in layer j -1 at

iteration i-1.

CREATE TABLE W[i:1...][j:1...9] (ROW, COL, MAT) AS

FROM W[i-1] [§] AS W, E[i-1] [j] AS E, A[i-1] [j-1] AS A
WHERE A.COL = W.ROW AND W.COL = E.COL;

SELECT W.ROW, W.COL, W.MAT - matmul (t (A.ACT), E.ERR) % 0.00000001

Code 9 Query to update the weights in the network.

Thus, with extensions in SQL to allow different versions
of a database table, accessed via indices i and j, the
recursive computations in a feed-forward neural network
can be specified in a declarative manner.

3.4 Learning “over” joins

Some recent lines of research are focused on leveraging
the underlying data model of RDBMS, named multi-
table relational model, during the implementation of ML
algorithms. One of these lines is learning over joins,
which aims to accelerate ML algorithms by exploiting
common database dependencies in multi-table datasets,
e.g, key-foreign key dependencies (KFKD) and multi-
valued dependencies (MVD). Taking into account that join
computation usually introduces redundancy in the data, and
in turn redundancy in many ML computations, learning
over joins rather than computing the join output will
provide faster results. Current systems may be grouped
into three categories: (1) specific ML algorithms, e.g.,
Kumar et al. [30], Schleich et al. [31], Nikolic and Olteanu
[32], TensorDB [1], (2) custom libraries for specific ML
algorithms, e.g., Rendle [33], Kumar et al. [34], and (3)
generalized learning over joins, e.g., Chen et al. [35],
Ghoting et al. [36], Li et al. [37], Abo-Khamis et al. [38].

3.5 SRL systems
Another research line which aims to leverage the under-

lying RDBMS data model is statistical relational learn-
ing (SRL). The “independently-and-identically distributed”

(IID) assumption, made by standard ML algorithms, cannot
be applied to multi-table datasets. One solution to this issue
is provided by SRL ML algorithms which do not make
the IID assumption and exploit the structure information
to learn directly over multi-table datasets. In addition, SRL
allows to predict multiple correlated variables simultane-
ously with one model. Several SRL models have been pro-
posed in the literature, e.g., Markov Logic Network (MLN)
[39] and Probabilistic Soft Logic (PSL) [40]. Examples of
modern ML systems implementing SRL include [41-44].

3.6 Specialized DBMSs

All the previous systems have been designed for processing
structured relational data. However, since ML can be
applied to any type of data, many ML applications need to
process large amounts of unstructured data. Thus, several
ML systems have been built for processing stacks of ML
workloads over specific non-relational data types.

3.6.1 Multimedia ML systems

Multimedia query systems have experienced a renewed
interest in recent years mainly due to the popularity of
deep convolutional neural networks (CNNs) for accurate
computer vision. Recent solutions include [45] and [46].

3.6.2 Text ML systems

No native support for ML on text data is provided by most
database systems. Thus, some ML systems, such as [47],
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have been designed to store, index, and provide analytics
over large amounts of text data.

3.6.3 Time series ML systems

Time series datasets have been an important source of
information for many years. In recent years they also
became important for many ML applications, e.g., weather
forecast. Several ML systems aim to optimize the process-
ing of time series data, e.g., [48] and [49].

3.6.4 Graph ML systems

Several graph-oriented ML systems, such as [50], have been
proposed in recent years due the increasingly importance of
graphs in social media and web applications.

3.6.5 Array ML systems

Many scientific data processing systems have been designed
for leveraging the huge amount of large multi-dimensional
array datasets generated every day by many monitoring
applications. Block-partitioned arrays are managed by their
storage layer. Both read and write operations are defined
on such array data. Rasdaman [51] is the pioneering array
database management system. It supports a SQL-based
query language called Raster Query Language (rasQL).
Rasdaman also provides APIs for several environments,
e.g., R, Python, Java, C++. Simple ML algorithms, such as
linear regression, can be defined as user defined functions
and called directly in rasQL to be executed in Rasdaman.
SciDB [52] also supports a SQL-based query language
called Array Query Language (AQL) and several APIs. A
small number of linear algebra operators allow the execution
of simple regression tasks. Section 7 provides an in-depth
analysis of the most important database features for ML,
introduced in Section 4, currently implemented in modern
array database management systems.

4 DB features in ML tools

Database-inspired optimization techniques are applied in
many ML sysems to improve the efficiency of ML pro-
grams. The most important optimization objective is to min-
imize execution time. Nevertheless, recent optimizers allow
for optimization based on different objectives, e.g., mini-
mize time [14], minimize monetary cost [53], maximizing
accuracy [54]. To highlight the importance of those database
optimization techniques implemented in ML systems, a
brief overview of some relevant techniques is provided in
this section.
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4.1 Logical rewrites
4.1.1 Common subexpression elimination

One of the most used programming language rewrite in
ML systems is common subexpression elimination (CSE).
In a bottom-up pass through the graph, this optimization
technique (1) consolides leaf nodes, and (2) merges
equivalent operations, i.e, those with same inputs and data
types. Some operators must be prevented from invalid
elimination, e.g., print. Thus, operation-specific handling
is required for these operations.

4.1.2 Loop vectorization

An advanced programming language rewrite used in spe-
cific array operations is loop vectorization. Obviously,
this optimization technique is essential in array databases.
Loop vectorization consists of identifying loops that can
be performed with array operations, and replace them with
element-wise array operations. An example is shown below.

A: for (i=1:10) XI[1,i] = Y[i,2]

B: X[1,1:10] = Y’ [1:10,2]

Expression A is a loop to copy the first ten values in the
second column of Y into the first ten values in the first row
of X. This loop can be vectorized leading to the expression
B, where the index variable i has been replaced by its range
1:10. Additional changes are also required. Notice that
vector Y has been transposed in order to ensure aligment
for element-wise matrix operations. Nested loops can be
vectorized by applying this technique repeatedly.

4.2 Physical rewrites

Avoiding unnecesary data shuffling helps to improve
efficiency for large-scale ML programs. Thus, many ML
systems implement different techniques for data flow
rewrites. Although there are several data flow rewrite
techniques (e.g., joins, aggregation types), in this section
we briefly discuss two of the most important, distributed
caching and partitioning.

4.2.1 Distributed caching

Deciding upon the caching of intermediates always repre-
sent a tradeoff between memory consumption and redun-
dant computation. Existing systems use very different
approaches. For example, in Mahout Samsara [10], users
control caching manually at script level. All intermediates
that are consumed multiple times are cached in Emma [55].
Large matrices and variables used read-only in loops are
cached in SystemML [13].
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4.2.2 Partitioning

A more efficient execution of joins in a distributed envi-
ronment may be achieved by keeping track of partition-
ing. Dedicated partitioning-aware operations preserving and
exploiting such partitioning are provided by systems like
SystemML, Mahout Samsara, and Emma.

4.3 Data access methods

Similarly to above optimization techniques, many ML
systems leverage different techniques for efficient data
access that are also based on those already implemented in
databases. One of the most relevant data access optimization
technique is briefly discussed in this section .

4.3.1 Compression

Based on data compression and query processing over
such compressed data in database systems, ML systems
store tensors, matrices and graphs in compressed form, and
perform linear algebra over such compressed structures.
Depending on whether the compression process loses
information or not, existing techniques can be grouped into
lossless and lossy compression techniques.

e Lossless Compression. Result correctness is guaran-
teed with these techniques. The idea here is to use
general-purpose compression techniques. This requires
block-wise decompression for each operation. Unfortu-
nately, lightweight methods provide modest compres-
sion ratios, while heavyweight techniques show very
slow decompression. Some scientific data formats, like
NetCDF [56], provide compression at chunk granular-
ity, by specifying the chunk size and deflation level.
Distributed-data processing frameworks, like Spark,
support different storage levels and configurations for
data compression.

e Lossy Compression. Loss of information leads to
less accurate results. Thus, this techniques have to
be carefully applied. However, many ML algorithms
can tolerate less accuracy in results because they are
approximate in nature. Tradeoff space between less
accuracy and more efficiency is very wide. A good
knowledge of the lossy compression impact in the ML
algorithm accuracy is required. Sometimes this impact
depends on input data and thus, is difficult to estimate.

5 Linear algebra operators in ML algorithms

A basic and preliminar step when trying to implement ML
algorithms in Array Databases is to identify the underlying

linear algebra operations. Efficient implementations of such
operations within the database will allow the efficient
implementation of ML algorithms. The underlying linear
algebra foundations of some common ML algorithms are
provided in this section. Then, based on these mathematical
constructs, the required linear algebra operations are
pointed out. There are many different ML models, from
basic mathematical equations to advanced ML algorithms
with increasing complexity. Nevertheless, the underlying
mathematical structures and operators are mostly common
to all of them. Thus, these authors consider that the analysis
of the linear and logistic regression algorithms (as common
examples of prediction methods) and the feed-forward
neural network (as a common example of classification
method) is enough to obtain the linear algebra operators
required to implement the vast majority of the remainder
ML models.

5.1 Linear regression algorithm

The linear regression algorithm is one of the most used
algorithms in prediction. In this section, the underlying
linear algebra in linear regression is explored in order to
determine the required linear algebra operations.

To introduce the appropriate notation, a motivating exam-
ple for predicting house prices is going to be used. We want
to predict the price of a house based on the following addi-
tional valuable information: size of the house, number of
bedrooms, number of floors, and age of the house. This
information variables are called features. Table 1 depicts
some example values for this features and the correspond-
ing output variable, i.e., the variable we want to predict.
We will use this set of values to train the model, so this
set is called the fraining set. We now denote the features
as follows: x; for the size, x, for the number of bedrooms,
x3 for number of floors, and x4 for the age. The output
variable to be predicted is denoted by y. The number of
features in the input examples is denoted by n, the num-
ber of examples in the training set is denoted by m, the i'"
input example in the training set (i.e., the i’ training exam-
ple) is denoted by vector x| and the value of feature j in

Table 1 Example data for predicting house prices

Size (feet?)  Number of ~ Number of  Age of House  Price
bedrooms floors (years) ($1000)
2304 3 2 48 450
2004 4 1 45 385
1804 2 2 39 345
1584 2 1 35 270
1704 2 2 40 250
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the i’ training example is denoted by x;.i). For the exam-

ple depicted in Table 1, we have m = 5, n = 4, x? =
[2004, 4, 1,45] and x{” = 1.

5.1.1 Hypothesis function

The job of the learning algorithm is to output a function
which is usually denoted by /4, where A stands for hypothe-
sis. This hypothesis is a function that takes as input the value
of x and it tries to output the estimated value of y. So £ is
a function that maps from x’s to y’s. In our example, we
represent the hypothesis function as

he(x) = 0 + 61x1 + 62x2 4 03x3 + Oax4 (D

meaning that we are going to predict that y is a linear
function of x. For example, hp(x) = 704 0.1x; +0.01x +
3x3 — 2x4 means that the base price of a house is $70000,
plus $100 per square feet, plus $10 per bedroom, plus $3000
per floor, and minus $2000 per year the house has.

A general formulation of the hypothesis function for any
number of features is as follows

ho(x) =0g+601x1 +0x2+ ...+ 6x, 2)

For convenience of notation, we define xo = 1 for all the
input examples in the training set, i.e., x(()l) = 1. Then, we
can write vectors x and 6 as follows

cx Bo
X1 01

x=|*|eR™ o= |0|er! 3)
Xn 9n

Hence, now we can write our hypothesis function as

ho(x) =60g+01x1 +60x2+ ...+ 60,x,

=0Tx @)
5.1.2 Gradient descent

Once the hypothesis function has been defined, the algo-
rithm needs to fit its parameters. In particular we are going
to use the gradient descent for linear regression with multi-
ple features. To provide a measure of the error in the model,
a cost function given by the sum of the square of the error is
defined as follows

1 & , ,
JO) = 5= 3 (he(x) =y )2 (5)

i=1

The gradient descent algorithm, depicted below, repeat-
edly updates each parameter by subtracting alpha times the
partial derivative of the cost function.
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Algorithm 1 Gradient descent algorithm in linear regres-
sion.

1: repeat
2 0 =0 — o = 0; —ag YL (he(x ) —
YO

3: until J(@) < max_error or a specific number of
iterations is reached.

Applying vectorization we can obtain a more efficient
implementation. The vectorized version of the gradient
descent is depicted below.

Algorithm 2 Vectorized Gradient descent algorithm in
linear regression.

1: repeat

2: 0:=0—2x (X" x(Xx60—y))

3: until J(0) < max_error or a specific number of
iterations is reached.

where
RO y

. P : x ,e y@ Jp— ©
x(()m) . .x,ﬁ”’) y(.m)

Thus, from the above linear algebra expressions we can
determine that the next operations are required:

Vector/Matrix - Scalar operations: +, -, * , /.
Vector/Matrix unary operations: transpose.
Vector/Matrix binary operations: +, -, *, /.
Vector/Matrix element-wise operations: .*.
Vector/Matrix aggregate operations: sum.
Iteration constructs.

5.2 Logistic regression algorithm

A different type of problems are the so called classification
problems, where the output value y is either 1 or 0. We have
many examples of classification problems, e.g., whether a
tumor is benign or malignant, a mail is spam or not, an
online transaction in fraudulent or not. Linear regression
algorithms do not provide successful results when applied
to classification problems. This section is devoted to logistic
regression, one of the most popular and most widely used
learning algorithms today. Logistic regression is actually a
classification algorithm that we apply to settings where the
label y is a discrete value, either zero or one. Contrarily to
linear regression, logistic regression has the property that
the outputs (predictions) are always between zero and one,
ie.,0 < hg(x) < 1.
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5.2.1 Hypothesis function

As stated above, we would like our classifier to output
values between 0 and 1. For logistic regression, we modify
the hypothesis used in linear regression to satisfy this
condition. The hypothesis for logistic regression is

ho(x) = g(07x) @)

where g is the sigmoid function,

8@ = 1= ®)

hence,

h = ! 9
o(x) = m 9)

5.2.2 Gradient descent

We could take the same approach that we used for linear
regression and use a cost function given by the sum of the
square of the error is defined as follows

1 1 . .
N )y _ ()2
1(9)—mi§=12(he(x )=y (10)

But in this case, J(0) results in a non-convex function.
Instead, we are going to use a different cost function that
is convex, so we can apply the gradient descent and be
guaranteed to find the global minimum. The cost function
for logistic regression is

—log(he(x)) ify =1
. . e 11
ost(hg(x), y) —log(1 — hg(x)) ify=0 o

The above cost function definition can be compressed
into one equation

Cost(hg(x), y) = —ylog(hg(x)) — (1 — y) log(l — hg(x))
12)

Using the above cost function, J(9) can be calculated as
follows

1) = % Y Cost(hg(xD), y©)

i=1
13 .
=—> ¥y log(hy(x™))
n i=1

+(1 — yD)log(1 — ho(x?)) (13)

As we can see below, the Gradient Descent algorithm
for logistic regression is exactly the same that the Gradient
Descent algorithm for linear regression. The difference
between them is the hypothesis function %g (x).

Algorithm 3 Gradient descent algorithm in logistic
regression.

1: repeat
2 0 =0 —aly = 0; —ak YL (he(x) —
YO

3: until J(0) < max_error or a specific number of
iterations is reached.

We can also apply vectorization to obtain a more efficient
implementation.

Algorithm 4 Vectorized gradient descent algorithm in
logistic regression.

1: repeat
1
2: 9::9—%*(XT*(m—y))
3: until J(0) < max_error or a specific number of

iterations is reached.

In addition to the operations required in linear regression,
we need:

®  Vector/Matrix function evaluation: sigmoid (X xtheta)
5.3 Feed-forward neural network

One of the most powerful learning algorithms that we have
today are the neural networks. Although neural networks
were originally designed to build machines for mimic the
human brain, currently they are the state-of-the-art machine
learning technique for many applications. Thus, based on its
origins, a neural network is a group of connected neurons
ordered in layers. Figure 2 depicts a neural network with
four layers. The units of the first layer (input layer) store
the attributes of each training example, i.e., x1, xo and x3.
Notice that a bias unit (x9 = 1) has been added to the

bias units

Layer 1
(input layer)

Layer 2 Layer 3
(hidden layers)

Layer 4
(output layer)

Fig.2 Example feed-forward neural network

@ Springer
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input layer (Layerl). The example neural networks has two
hidden layers (Layer2 and Layer3) with three units plus
a bias unit (a% = ag = 1). The activation of unit i in
layer j is al.(j ), Finally, one output layer with three units
provides the resulting hypothesis. Thus, this network is
used to perform multi-class classification with three classes

(K = 3), where

ho(x) = | al? (14)

5.3.1 Hypothesis function

For each layer j, the network has a matrix ) of weights
controlling the mapping from layer j to layer j 4+ 1. For
example, for Layer! in the example network we have

9(1)9(1)9(1)9(1)

o — 9(1>9(1>9(1)9(1) (15)
9(1>9<1>9<1>9<1>

where 9)5), is the weight from unit y in layer 1 to unit x in
layer 2.

To obtain the expression of the resulting hypothesis we
need to perform a forward propagation from input layer to
output layer in order to compute the activation of the units.
Thus, the activation of the units in Layer2 can be computed
with the expressions below.

d® = g00x0+0x1 + 000, + 00 x3)
(2) = (05 x0 + 05 x1 + 63 x2 + 653 x3) (16)
a§2) = 8(93((1))960 + 93(})161 + 9(1)x2 + 9(])363)
where g is again the sigmoid function.

Similarly, we can compute the activations of Layer3 with
the following expressions.

3 2) (2 2) (2 2) (2 2) (2
ai):g(91(0>(())+9()()+91(2)§)+91(3)§))

(3) =g(9(2) (2)+9(2) (2)+9(2) (2)+9(2) (2)) a7
(3) —g(G 2 (2)+9(2) () +93(§) 52) (2) (2))
Finally, for the output layer we have,
(4) —g(9(3) (3)+9(3) (3)+9(3) ®3) 8) g*))
(4) —8(92((3))61(()3)+9(3) (3)_|_92(;) 53) 2(3) ;3)) (18)
(4) —g(0(3> (3)+9(3) (3)+9(3) 3) 3(;) §3))
Hence,

g(9(%) (3)+9(3) (3)+9(3) (3)_{_9(3) (3))

(9 3) <%>+9() (3>+9<> <%> (3> (3>)
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5.3.2 Cost function and partial derivatives
Based on exposed above and the cost function in logistic

regression, we can express the cost function for the neural
network as follows,

J(©6)

1 m ) )
— ZCost(hg(x(’)), y @)
m
i=1
-1 m K ) .
— 2> loghg Py + (20)

i=1 k=1

(1 =y log(1 — (he(xD)))

where y(’) and (hg (x©))y, are, respectively, the k'™ elements
of the expected output and the hypothesis output for
example input x @),

5.3.3 Gradient descent

In addition to the cost function, we need the partial deriva-
tives in order to compute the gradient descent of the cost
function. To compute the partial derivatives we need to exe-
cute the backpropagation algorithm. Such algorithm allows
us to compute the error for each input sample and then com-
pute the partial derivatives by backpropagating the errors
from the output layer to the input layer.

First, for each training example (x, y), the activations of
the units can be computed by forward propagation with the
vectorized implementation below,

aV =x

7@ =DM

a? =g(z?) (add a(()2))

& =@ (1)

a® =g?) (adda)

RO RPCNE)

a® = hp(x) = g(z¥)

Once we have the resulting hypothesis, the backpropaga-
tion algorithm is used to compute the error in each unit for
the training example. The errors in layer [ is denoted by 8.
First, we compute the errors for the output layer. And then,
we can compute the errors of the layer / by backpropagating
the errors in layer / 4 1. The vectorized implementation of
the backpropagation step is as follows,

89 = hy(x) —
& (9(3))T5(4) * g (Z(3)) (22)
5@ — (9(2))T5(3)_ * g (Z(Z))

y=a¥—y

When training a neural network, these errors are com-
puted for each training example and used to compute the
overall partial derivatives for the entire training set. The
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algorithm of the backpropagation for the entire training set
is shown below.

Algorithm 5 Backpropagation algorithm.

1: TrainingSet < {(x(D, y) .. (x ym)
20 AD «— 0 (for all i,j,1)
3: fori = 1tomdo
4: a « x®
5: Compute a) for I = 2, ..., L (forward propaga-
tion)
6: sWL) (a(L) _ y(i))
7: Compute errors: sE=D §L=2 52
8: Accumulate errors: AD «— AD 4 6(1+1)(a(1))T
9: end for
10 % La®

As we can see, first the accumulated errors AY are
initialized to zero for all the units. Then, for each training
example, the activations a") for all the units are computed
by forward propagation. The errors 80 for the output
layer are computed next. Then, the error in the output
layer is backpropagated to compute the errors ) in the
remainder layers. The errors are accumulated in A?) for
all the examples in the training set. Finally, we use the
accumulated errors to compute the partial derivatives %
to be used in the gradient descent algorithm. !

Thus, as we can see, the feed-forward neural network can
be implemented with the same operations used in logistic
and linear regressions algorithms. Furthermore, most of the
ML algorithms can be implemented with those operators.
The following Table 2 summarizes such operations.

6 Array database management systems

A detailed overview of array data and array database man-
agers is provided in this section. Arrays, also called raster
data, gridded data or datacubes, are core data structures
that appear in almost every area of engineering and science,

Table2 Linear Algebra Operations in ML algorithms

Vector/Matrix - Scalar operations: +, -, * , /

Vector/Matrix unary operations: transpose
Vector/Matrix binary operations: +, -, *, /
Vector/Matrix element-wise operations: .*
Vector/Matrix aggregate operations: sum
Iteration constructs

Vector/Matrix function evaluation: sigmoid(X * theta)

e.g., life sciences, statistics, earth sciences, space sciences.
Ralational DBMSs show many problems when dealing with
large binary datasets of structured information. Thus, array
databases [57] have been specifically designed to solve such
drawbacks. Storage and processing functionality for multi-
dimensional arrays are provided by array databases through
flexible and scalable services. Large sets of operations, from
statistics to general Linear Algebra, build the core of such
databases and provide functionality for array processing. A
comprehensive survey on array databases has been recently
published [58].

6.1 Array data model

Formally, a n-dimensional array is a function f : D —
T which domain is the n-fold Euclidean cross product of
closed integer intervals:

D ={loy, ..

loj <hijforl<i<n

S hit) X oo X {10, .., hin) (23)

where T is a non-empty set called the cell type of the
array. Elements in 7 are called cells. This definition have
a equivalence in mathematics where vectors (or sequences)
represent 1-D arrays, matrices represent 2-D arrays, and
tensors represents higher-dimensional arrays. The core
operations on arrays have been defined by Tomlin in
the well known Map Algebra. This operations have been
categorized depending of the number of cells of an input
array that are taken into account to compute each cell of the
resulting array.

6.2 Array databases

For decades, relational DBMSs principles have been proven
successful. Now, array databases are offering their benefits
as well.

e Declarative query language. Rather than write a
procedural algorithm to obtain the desired result, users
provide a description of such result. Thus, an array
query written in 2-3 lines of code would be translated
into several pages of procedural code.

e Transparent storage management. Although many
data centers are used to know the exact location of
each byte on disk, this transparency has two important
advantages: (1) the user access is more simple, and
(2) internal reorganizations may be performed without
affecting users.

¢ Concurrency and access control. Access management
to large amounts of data that are usually queried by
many users simultaneously is required. Inconsistencies
due to parallel accesses to data must be avoided by
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concurrency control systems. Specifically for arrays,
granularity of access control must allow access manage-
ment of arbitrary areas within datacubes.

6.2.1 Storage

The Euclidean neighborhood of array cells is a key concept
when implementing access patterns on arrays. Any storage
engine must implement some spatial clustering strategy to
preserve proximity on persistent storage. It is a commom
practice to partition n-D arrays into n-D subarrays, also
called tiles [59] or chunks [60], to form the unit of access
to persistent storage. Given the wide variety of possible
workloads, the challenge here is to find the partitioning
technique that minimizes the number of partitions fetched
from persistent storage and, hence, the query performance.
Although this principle is generally accepted, there are
multiple variations for partitioning techniques.

Spatial indexes (e.g., R-Tree) have proven advantageous
to determine the required partitions much faster. Most spa-
tial indexes show good performance because the targeted
objects, which have a box structure, partition a space of
known extent. Contrarily, spatial databases manage poly-
gons which lack that regular structure. Additionally, another
advantageous technique is compression of tiles.

6.2.2 Processing

In general, relational query processing is tipically I/O
bound. On the contrary, query evaluation in array operations
is heavily CPU bound. Many array operations are trivially
parallelizable and, thus, easily distributed both in local
nodes (general-purpose GPUs and multicore CPUs) and
remote nodes (clusters, cloud networks). Some other
operations require to be transformed, and sometimes
rewritten (Fig. 3) in a new set of operations, before
being parallelized, e.g., histogram generators, joins of
differently partitioned arrays. Next, some optimizations
proven effective in array DBMSs are briefly explained.

e Parallelization. Sometimes array operations have been
considered “embarrassingly parallel” due to (1) array
operations apply the same operation over a large num-
ber of values, and (2) tiles map naturally to CPU
cores. This is only true for simple operations, but not
true in general. Even simple binary operations like
a + b may be challenging, e.g., both operands are in
different nodes and have incompatible tiling. Addi-
tional complexity may be found in Linear Algebra
operations. Several criteria for splitting queries across
multiple systems may be followed, e.g., data loca-
tion, intermediate results transfer costs, current resource
availability.
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avg() sum()
| 2N
|
sum() avg() avg()
AN 4 %
AN I I
A B | A B
(a) avg (a+b) (b) avg(a) + avg(b)

Fig. 3 Equivalence rule for array query rewriting: “avg(a + b) =
avg(a) + avg(b)”

e Mixed Hardware. Although processing time can be
highly speeded up by compiling queries into code for
CPUs, GPUs and FPGAs, some non-trivial problems
on mixed hardware evaluation are still under active
research.

e Approximate Caching. Similarly to RDBMSs, caching
final or intermediate array results can improve effi-
ciency when same or similar queries are frequently
executed. For example, mitigation forces and general
public will issue lots of queries on a disaster region.
With array data we may found that these queries do
not hit exactly the same area, but they may share par-
tially the requested region. So, the query engine can also
reuse partially matching areas in arrays to provide faster
results [61].

e Cost-based Optimization. Similarly to RDMSs, this
optimization techniques attempts to find the most effi-
cient execution plan among all possible plans for a
given query. Contrarily to query rewriting, knowledge
of the processing costs is required. Many parameters
can influence such costs, e.g., location of tiles (dis-
tributed environments), number of tiles to be read from
persistent storage, number and complexity of opera-
tions.

6.3 Classification

Due to the blooming research and development experienced
in this area, further systems not referenced in this survey
may emerge soon. Systems encountered in literature may be
grouped into four main categories.

e Array Database Systems. Relevant features include
multi-user operation, access control mechanisms, stor-
age management and query language. These systems
may be subdivided into two groups.

— Full-stack Array Databases. Systems imple-
mented from the scratch, e.g., rasdaman [51],
SciDB [52].
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— Add-ons to existing database systems. May
be implemented by adding extra layers to
existing DBMSs (e.g., EXTASCID [62]),
performing direct DBMS kernel coding (e.g.,
SciQL [63]), or providing object-relational
extensions (e.g., PostGIS Raster [64], Teradata
Arrays [65], OracleGeoRaster [66]).

e Array Tools. Systems encompassing libraries and
command-line tools that do not constitute a complete
service tool but may be components of larger array
services. Since data scientists generally prefer high-
level languages, these solutions are preferably used in
data centers where data experts are also experienced
full-stack developers.

e MapReduce Array Engines. Systems providing pro-
cessing capabilities for multi-dimensional arrays on top
of Hadoop or Spark frameworks.

6.4 Full-stack array DBMSs
6.4.1 Rasdaman

Since its first publication in 1992, rasdaman [51] has pio-
neered the field of array databases. Extraction, retrieval,
fusion and aggregation on distributed arrays is performed in
the server through parallelization, effective optimization and
heterogeneous hardware. Single point of failure is avoided
in rasdaman by using a parallelizing peer federation archi-
tecture. Arrays can be stored either in the optimized array
store or in standard databases. Moreover, any pre-existing
archive structure can be used. A SQL-based query language,
called rasQL, is provided in its query interface. Rasdaman is
also a pattern for several Big Data stardards, such as the ISO
SQL/MDA (Multi-Dimensional Arrays) [67] and the OGC
Web Coverage Service (WCS) with its geo datacube query
language, Web Coverage Processing Service (WCPS) [68].

6.4.2 SciDB

Similarly to rasdaman, SciDB [52] is an array DBMS that
provides an Array Query Language (AQL) and an Array
Functional Language (AFL). A modified Postgres kernel is
the basis for its architecture, plus UDFs implementing array
functionality.

6.5 Extensions to existing DBMSs
6.5.1 SciQL
SciQL [63] was born as an extension of the column-store

DBMS MonetDB with array-specific operators. There is
no dedicated storage and processing engine in SciQL, n-D

arrays are internally sequentialized and stored into column-
store tables.

6.5.2 EXTASCID

Built as a complete and extensible system for scientific
data processing for both arrays and relational data,
EXTASCID [62] considers the execution of arbitrary user
code as a central part of its design. As a result, supports
in-database processing of full scientific workflows over
both raw and derived data. EXTASCID is built around the
massively parallel GLADE architecture for data aggregation
and enhances the original GLA interface implemented in
GLADE with functions specific to scientific processing.

6.5.3 PostGIS Raster

Geo raster data can be stored and analyzed using the
PostGIS type “Raster” [64]. While the implementation
of this type heavily relies on the extension capabilities
of PostgreSQL, GDAL is used for processing purposes.
Although raster expressions are allowed, they are not
integrated with the PostgreSQL query language. Instead,
they are written in a separate Map Algebra language and
passed to a raster object as a string. Large objects are
not partitioned automatically, users have to perform such
partition. Then, partitions are distributed over tuples in
raster columns. Hence, queries have to be written in such
a way that a proper recombination of large rasters from
partitions stored in one tuple each can be achieved.

6.5.4 Oracle GeoRaster

Both spatial data types and an object-relational schema are
provided by Oracle GeoRaster [66]. Digital images and multi-
dimensional grid layers referencing either a local coordinate
system or locations on the Earth’s surface can be stored by
using these elements. Neither a specific raster query language
nor a specific array-centric architecture are provided.

6.5.5 Teradata arrays

Similarly to Oracle GeoRaster, Teradata has recently pro-
posed an object-relational solution to add arrays as a new
datatype [65]. Each array is mapped to 64kB blobs including
the metadata, providing a size array of 40 kB approximately.
6.6 Array tools

6.6.1 wendelin.core

Wendelin.core [69] allows for processing of big arrays,
bigger than RAM and local disk, which can be processed
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with transactions and persisted in storage. The virtual
address-space is the limit for the big array size.

6.6.2 TensorFlow

TensorFlow [70] is a well known tool for machine learning,
mainly focused on deep neural networks, that provides a
wide range of functionalities

6.6.3 xtensor

The Python array programming library NumPy is used in
xtensor [71] to build a C++ library for numerical analysis.
Although multi-dimensional array expressions can be
defined, an extensible expression system is provided. Thus,
lazy broadcasting, tools for array expression manipulation
and an API following the C++ stardard library are enabled.

6.6.4 OPeN-DAP

The Open-source Project for a Network Data Access Pro-
tocol (OPeN-DAP) [72] is both a transport protocol and an
data architecture for earth scientists. Standards for encapsu-
lation of structured data, addition of semantics describing
such data, and annotation of data with attributes are defined.
Arrays are one-dimensional. Multi-dimensional arrays are
defined as arrays of arrays. Constraint expressions allow
clients to request variables or parts of variables.

6.6.5 Ophidia

A full software stack enabling data analytics and manage-
ment of big datasets is provided by Ophidia [73]. Server-
side approach, hierarchically distributed storage, and par-
allel and in-memory computation are main features in this
system. Processing of multi-dimensional array-based data is
supported by the implementation of the datacube abstrac-
tion in its data model. A wide set of operations is provided
for data analytics.

6.6.6 Google earth engine

Google Earth Engine [74] relies on grid systems with files.
With a functional programming language in its heart, code
can be submitted to Google Earth Engine by users and
executed in Google’s own distributed environment.

6.6.7 TileDB

A library for management of sparse and dense arrays is
provided by TileDB [75]. Any number of attributes of
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different data types can be stored in each multi-dimensional
array in TileDB. High I/O on several data persistence
backends, compression and integration with well known
data science ecosystems are relevant features on this library.

6.6.8 boost::geometry

Primitives and algorithms for solving geometry problems
are defined in this boost.Geometry [76]. A generic def-
inition of a multi-dimensional array is provided by the
interface Boost.MultiArray interface. Some common imple-
mentations of this interface are also defined.

6.6.9 Open DataCube

A free and accessible exploitation architecture is provided
by the Open Data Cube (ODC) initiative [77] to boost the
impact of satellite Earth observation data.

6.6.10 Xarray

Xarray [78] is an open source project which aims to provide
a pandas-like [79] toolkit to support analytics on multi-
dimensional arrays.

7 ML in Array DBMSs
7.1 System comparison

The importance of several database concepts, such as par-
titioning, caching and compression, applied to the efficient
processing of algorithms in ML systems was stated in
Section 4. This section provides an overview of the imple-
mentation state of those concepts in the above databases.
Tables 3 and 4 summarize the information detailed below.

7.2 Partitioning

When size of arrays is larger than server RAM or disk
partitions, partitioning becomes indispensable for handling
them. SciQL, Teradata Arrays, TensorFlow, Ophidia, Google
Earth Engine, boost::geometry, Open Data Cube, and xarray
do not support array partitioning. Rasdaman and EXTAS-
CID provide full support for multi-dimensional arrays with
any tiling. Some solutions provide limited support, Post-
GIS Raster supports partitioning only for small arrays,
Oracle GeoRaster only perfoms partitioning during raster
creation, SciDB only implements partitioniong for regular
multi-dimensional arrays, OPen-DAP provides partitioning
per NetCDF file, and TileDB supports regular tiling.
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Table 4 Database features in ML

Array Tools
Features wendelin.core TensorFlow OPen-DAP  Ophidia Google Earth TileDB boost:: Open Data xarray
Engine geometry Cube
[69] [70] [72] [73] [74] [75] [76] [77] [79]
Partitioning maybe indi- no per NetCDF  no no regular tiling no no no
rectly
Compression no sparse tensor per NetCDF  zlib no per tile no no no
Distribution maybe indi- Cloud ML no yes no only if VFS no no no
rectly supports it
Caching yes yes no ? yes yes no yes no
Query rewriting no no no no no no no no no
Common subexpres- no no no no yes no no no no
sion elimination
Cost-based no no no no yes no no no no

optimization

Implementation on array Tools
7.3 Compression

Both lossy and lossless compression techniques are included.
The impact of lossless compression is highly dependent on
the data properties, e.g., natural images can compress to
about 80% whereas thematic map layers can compress to
about 5%. Lossy compression is also used in some systems
but it may introduce inaccuracies in tile boundaries. Both
lossy and lossless compression schemas are offered by Ras-
daman, e.g., Zlib, RLE, wavelets. Some systems do not pro-
vide compression at all, e.g., SciQL, EXTASCID, PostGIS
Raster, Teradata Arrays, wendelin.core, Google Earth Engine,
boost::geometry, Open Data Cube, and xarray. JPEG and
DEFLATE schemas are provided by Oracle GeoRaster, whereas
SciDB only supports run lenght encoding (RLE). TensorFlow
provide compression support for sparse tensors. OPeN-DAP
also provides compression per NetCDF file. Zlib is supported
in Ophidia. TileDB supports compression per tile.

7.4 Distribution

Horizontal scaling is enabled when either complete arrays or
tiles of an array can be partitioned. Of course, this requires
from dynamic reassembly which have to be performed
carefully to ensure a satisfying performance in computation-
ally expensive operations. SciQL, PostGIS Raster, Teradata
Arrays OPeN-DAP, Google Earth Engine, boost::geometry,
Open Data Cube, and xarray do not provide support for
array distribution. A shared nothing strategy is provided by
SciDB. Rasdaman offers automatic query distribution in a
peer federation environment with a shared nothing strat-
egy as well. EXTASCID supports differents options: shared
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nothing, shared memory and shared disk. TensorFlow pro-
vide support for distribution on Cloud ML. TileDB relies on
the underlying VFS to support distribution.

7.5 Caching

A significant speed-up can be accomplished by caching.
Some relevant questions arise when implementing caching
strategies, e.g., should intermediate results be cached or
only complete results?, can we reuse approximate cache
hits or exact cache content is required?. Rasdaman, SciDB,
Oracle Raster, wendelin.core, TensorFlow, Google Earth
Engine, TileDB, and Open Data Cube provide caching
capabilities. While Rasdaman also allows for the reuse
of approximate cached results, SciDB implements both
persistent chunk caching and temporary chunk caching.

7.6 Query rewriting

This technique has two main advantages: (1) replacing
query expressions by more efficient versions can have a
significant impact, as shown in Section 6, and (2) users are
free from providing the most efficient formulation. Both
a query language and runtime analysis of incoming code
are required to implement this feature. Query rewriting is
supported by Rasdaman, SciDB and SciQL.

7.7 Common subexpression elimination
Query engines implementing this technique are able to

identify identical parts within a query, appearing several
times in the query execution tree, and evaluate them only
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once. Similarly to query rewriting, this frees users from
write their queries in the most efficient way. Support for
common subexpression elimination has been documented
only for Rasdaman and Google Earth Engine.

7.8 Cost-based optimization

As already stated in Section 6, cost-based optimizacion tries
to find the most efficient expression taking into account
information about the execution costs of operators, rather
than following pre-defined rules. For illustration purposes,
let us think in an join operation between array A and array B,
stored in execution nodes A and B respectively. Depending
on whether array A is copied to the node B, or array B is
copied to the node A, or a shared approach is implemented,
a significant difference in the execution time may occur.
Many impact factors (e.g., the actual tiling of both arrays)
can be taken into account in the decision making. Only
Rasdaman and Google Earth Engine have documented this
optimization feature.

7.9 ML implementations

To the best of these authors knowledge, only Rasdaman
and SciDB are able to implement ML algorithms. This
section explores these two different approaches, providing a
depeer view of ML implementation in both systems, through
two examples of ML algorithms implemented in both
systems.

7.10 Rasdaman

Since its first publication in 1992, rasdaman has pioneered
the field of array databases. Extraction, retrieval, fusion and
aggregation on distributed arrays is performed in the server
through parallelization, effective optimization and hetero-
geneous hardware. Arrays can be stored either in the opti-
mized array store or in standard databases. A SQL-based
query language, called rasQL, is also provided. Rasdaman is
also a pattern for several Big Data stardards, such as the ISO
SQL/MDA (Multi-Dimensional Arrays) [67] and the OGC
Web Coverage Service (WCS) with its geo datacube query
language, Web Coverage Processing Service (WCPS).

UDTs and UDFs allow the use of linear algebra and
machine learning specific libraries. However, this could lead
to a decrease in the efficiency of machine learning algo-
rithms since different database optimization strategies can
not be applied. On the contrary, these optimization strate-
gies might be applied in the case of the implementation of
those algorithms in the database. Currently, the implemen-
tation of several machine learning algorithms can be done
in Rasdaman through UDFs implementing the underlying
linear algebra operations directly over the arrays.

Since machine learning algorithms can be implemented
as UDFs within the system, they can be called in rasQL
queries. Thus, users only need to call them with appropriate
parameters in a rasQL query. An example rasQL query to
train a simple univariate gradient descent linear regression
algorithm with regularization is shown below.

rasql -g ’'SELECT encode (

IICSVII)
from S1_windspeed w as ¢’ --out string

ml.linear regression(c[274:312,1238,380], 37, 1500, 0.01, 0.0),

Code 10 rasQL query.

where c is a stored coverage, the number of examples in the
training set is 37, the number of iterations of the gradient

Fig.4 Training (red) and
predicted (blue) wind speed
values for the linear regression
algorithm
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The code of the user-defined function linear.
regression, called by the above rasQL query, is shown
below.

long num examples, double alpha, double lambda) {

long i, count;
thetal[0] = 0.0;
thetall] = 0.0;
double k = 0.0;
double grad[2];

if (mum examples > OL) {
k = alpha / num examples;

for (i = OL; i < rum iter; i++)(
grad[0]
grad[1]

= 0.0;
= 0.0;

7

grad[0] = grad[0] + interm;
grad[l] = grad[l] + (interm » x[count]);

thetal0]

}
}

theta[0] - k % grad[0];

}

LinearRegression: :LinearRegression (double xx, double sy, long num iter,

for (count = OL; count < num examples; count++){
double interm = (1 * thetal[0] + x[count] = theta[l]) - ylcount];

theta[l] = theta[l] - k % grad[l] - (k * lambda * thetall]);

Code 11 User-Defined Linear Regression function.

Note that computations in this algoritm are applied
directly on the input training arrays x and y. An interme-
diate pre-processing step obtains the input arrays x and y
from the coverage c provided by the user rasQL query.

By using the Web Coverage Processing Service (WCPS) [80]
exposed by Rasdaman we can send queries to the Rasdaman
database. An example WCPS query that predicts the wind
speed at a specific georeferenced point for the requested dates
using a linear regression algorithm trained with wind speeds
of previous dates selected by the user is shown below.

for ¢ in (S1_windspeed w)
return encode (
ml.linear regression (
c[ansi("2018-11-08":"2019-03-27"),
Lat(53.866278),
Long (8.304296)1,
"2019-03-28,2019-04-05,2019-05-03"
)

"csv)
Code 12 WCPS query.

where

e c iterates over all the coverages stored in the array
datacube S1_windspeed._w.

@ Springer

e "2018-11-08":"2019-03-27" is the set of pre-
vious dates selected to train the model.

® (53.866278,8.304296) and "2019-03-28,
2019-04-05, 2019-05-03" are, respectively, the
georeferenced point and the dates for which the user
want to predict the wind speed.

Figure 4 depicts the predicted values for this example
together with training values. Predicted values are colored
in blue and training values are colored in red.

7.11 SciDB

Similarly to rasdaman, SciDB is an array DBMS that
provides an Array Query Language (AQL) and an Array
Functional Language (AFL). A modified Postgres kernel
is the basis for its architecture, plus UDFs implementing
array functionality. Users need to use the provided linear
algebra operators as building blocks to implement the
ML algorithms. One of the most basic and used ML
algorithm for classification is the logistic regression
algorithm shown in Algorithm 6. In this case, the iterative
optimization algorithm is the Batch Gradient Descent
(BGD).
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Algorithm 6 Logistic regression with BGD.

1: X <« features (training dataset)
2: 'y < labels (training dataset)

3: I < number of iterations

4: o < step size

5: fori = 1to 1 do

6 wew—a- X' ﬁ—y)
7: end for

The example code to implement the above logistic regres-
sion algorithm in SciDB, available for download!, is shown
below.

logit_iter = "nn
store (
project (
apply (
Jjoin(
w,
project (
apply (
gemm (
{x},
project (
apply(
join(gemm({X}, w, ZN), {y}),
delta,
val - pow(1+EXP(-gemm),-1)),
delta),
ZK,
transa:true),
norm,
0.001+gemm/{N}),
norm)
).
update,
val+norm),
update),
w_new)
min format (X=X table name, y=y table name, N=N)

iteration = 0

while iteration < iterations:
print ‘Iteration: (f}’.format (iteration)
cxn.iquery(logit iter)
cxn.iquery (' remove (w) /)

iteration += 1

def logit (X table name, y table name, cxn, iterations=3):

cxn.iquery (’ store (project (apply (w_new, yval, update), val), _w)’)

Code 13 Built-in Linear Regression function.

The outer loop of the BGD algorithm is implemented in
Python because SciDB lacks form iterative constructs. For

Uhttps://github.com/ADALabUCSD/SLAB/blob/master/tests/
MLAIlgorithms%?20(Single%20Node%20Dense)/src/scidb_algs.py

each iteration, a SciDB query is first executed to calculate
the partial resulting model and the final resulting model is
updated. Notice that the code below must be implemented
by users. SciDB only provides the basic linear algebra
operand for matrix multiplication (gemm).

@ Springer
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8 Conclusions

Different strategies towards the integration of ML and
database systems have been surveyed in this paper. Special
emphasis has been devoted to the integration of ML
algorithms and arrays databases.

We have seen how linear algebra operations can be imple-
mented in relational databases. From simple straightforward
SQL implementations to more elaborated approaches, e.g,
by using user-defined functions. Iterative algorithms can
also be implemented in current relational databases by using
simple user-defined aggregates.

More sophisticated solutions go beyond the simple SQL
implementation and aim to leverage the underlying relational
data model. Two main approaches were overviewed. Learn-
ing over join leverages database dependencies to accelerate
ML algorithms. Statistical relational learning uses the struc-
ture information in the underlying data model to learn over
multiple-table datasets without making the IID asumption.

The list of linear algebra operations that array databases
should efficiently implement has been provided. An
exhaustive study of the linear algebra foundations of four
core ML learning algorithms has been undertaken.

Previous approaches are devoted to relational databases,
but many ML algorithms use different types of data. Thus,
several systems have been developed to process large amounts
of non-relational data. Specifically, those devoted to large
arrays of data, which are the main focus of this paper.

Then, a brief description of the most relevant DB-based
optimization techniques used in ML systems was provided.
Both logical and physical optimization rewrites were
exposed, e.g., common subexpression elimination, loop
vectorization, caching, partitioning. Moreover, data access
techniques in databases have been also adapted to be used in
ML systems to improve efficiency in ML algorithms. Both
lossy and lossless compression techniques were discussed.

Beginning with the array data model, current features of
array databases have been described. Depending on their
architecture, array databases may be grouped into four cate-
gories. A brief description of the most relevant frameworks
for array data processing in each category was provided. For
each category, a detailed discussion on the implementation
of the aforementioned optimization techniques was pointed
out. A summary is provided below.

e Except for TensorFlow, Array Tools do not provide
ML capabilities at all. Although TensorFlow is widely
used in ML, it has some drawbacks, e.g., it does not
provide Partitioning, Query rewriting and Cost-based
Optimization.

e  Xtensor, Ophidia and Xarray are the Array Tools that pro-
vide the underlying mathematical operations required
to implement ML algorithms. However, none of them
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provide built-in ML functionality. Moreover, Xarray do
not provided any of the database features in ML, and
Ophidia only provides Compression and Distribution.
None of the Array Add-ons provide ML capability.
Only EXTASCID and PostGIS Raster provide the
required mathematical operations for ML implemen-
tation. However, PostGIS Raster only provides Parti-
tioning for small arrays, while EXTASCID provides
Partitioning and Distribution.

® Regarding full-stack databases, both Rasdaman and
SciDB provide the underlying mathematical operators
but none of them provide built-in implementation of
ML algorithms. Rasdaman provides full implementa-
tion of the required database features in ML, while
SciDB provide limited functionality of some features,
e.g., Partitioning, Compression and Distribution.

Finally, two examples of ML algorithm implementation
have been described. As stated above, only those systems
categorized as full-stack array databases provide full
support to implement ML algorithms but do not provide
built-in ML algorithms. Thus, the implementation of more
complex machine learning algorithms, such as deep learning
methods, requires a large implementation effort from the
users of such databases.

Final judgments on machine learning in array databases
are stated below.

® Much research effort has to be undertaken to raise
the ML support in array databases to the level of ML
support in relational databases.

e TensorFlow is the only array tool currently used to
implement ML algorithms. However, the lack of some
database features makes the execution of models with
very large matrices (data matrix and/or model matrix)
very slow and sometimes unfeasible.

® None of the remainder array tools nor the array add-ons
provide the database features required for the efficient
implementation of ML algorithms.

e In our opinion, the most appropriate tools to provide
built-in implementation of complex ML algorithms
are those categorized as full-stack array databases,
since only they provide all the necessary features
and required mathematical operations. However, as
shown in Section 7.9, none of them currently provide
such functionality and users have to implement ML
algorithms from the scratch.

9 Future work

Several issues arise when designing and implementing ML
algorithms in array databases. A key feature that allows
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array databases to achieve good performance is related to
the efficient implementation of linear algebra operations on
distributed array data. Current ML algorithms may have to
perform computations on large matrices because both the
training dataset matrix and the model matrix may be very
large. When these matrices do not fit in main memory, both
data and model need to be distributed. Fortunately, array
databases can model these matrices as distributed arrays
and provide efficient storage techniques. However, the
efficient implementation of linear algebra operations (e.g,
matrix multiplication) involving such distributed arrays still
remains as a challenging problem which deserves research
efforts.

One of the most important research topics is related to the
declarative specification of iterative algorithms. Currently,
many array databases provide SQL-based query languages
but do not provide constructs for implementing For loops.
But even if they were provided, their execution would not
be efficient. Thus, constructs for declarative specification
of such iteration algorithms in provided query languages is
required.

Related to the above, declarative specification of iterative
algorithms give rise to very large execution plans. How
array databases can compile and execute these large and
complex computations is also a challenging research topic.
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