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Abstract

In this study, which aims at early diagnosis of Covid-19 disease using X-ray images, the deep-learning approach, a state-of-the-art
artificial intelligence method, was used, and automatic classification of images was performed using convolutional neural networks
(CNN). In the first training-test data set used in the study, there were 230 X-ray images, of which 150 were Covid-19 and 80 were
non-Covid-19, while in the second training-test data set there were 476 X-ray images, of which 150 were Covid-19 and 326 were
non-Covid-19. Thus, classification results have been provided for two data sets, containing predominantly Covid-19 images and
predominantly non-Covid-19 images, respectively. In the study, a 23-layer CNN architecture and a 54-layer CNN architecture were
developed. Within the scope of the study, the results were obtained using chest X-ray images directly in the training-test procedures
and the sub-band images obtained by applying dual tree complex wavelet transform (DT-CWT) to the above-mentioned images.
The same experiments were repeated using images obtained by applying local binary pattern (LBP) to the chest X-ray images.
Within the scope of the study, four new result generation pipeline algorithms having been put forward additionally, it was ensured
that the experimental results were combined and the success of the study was improved. In the experiments carried out in this study,
the training sessions were carried out using the k-fold cross validation method. Here the k value was chosen as 23 for the first and
second training-test data sets. Considering the average highest results of the experiments performed within the scope of the study, the
values of sensitivity, specificity, accuracy, F-1 score, and area under the receiver operating characteristic curve (AUC) for the first
training-test data set were 0,9947, 0,9800, 0,9843, 0,9881 and 0,9990 respectively; while for the second training-test data set, they
were 0,9920, 0,9939, 0,9891, 0,9828 and 0,9991; respectively. Within the scope of the study, finally, all the images were combined
and the training and testing processes were repeated for a total of 556 X-ray images comprising 150 Covid-19 images and 406 non-
Covid-19 images, by applying 2-fold cross. In this context, the average highest values of sensitivity, specificity, accuracy, F-1 score,
and AUC for this last training-test data set were found to be 0,9760, 1,0000, 0,9906, 0,9823 and 0,9997; respectively.

Keywords Covid-19 -Corona2019 - Convolutional neuralnetworks (CNN) - Deeplearning - Dual tree complex wavelettransform
(DT-CWT) - Local binary pattern (LBP) - Chest X-ray classification

1 Introduction

In the last few months 0f 2019, a new type of virus, which is a
member of the family Coronaviridae, emerged. The virus in
question is considered to have had a zoonotic origin [1]. The
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virus that emerged in the city of Wuhan in Hubei province in
China affected this region first and then spread all over the
world in a short time. The virus generally affects the upper and
lower respiratory tract, lungs, and, less frequently, the heart
muscles [2]. While the virus generally affects young and
middle-aged people and people who do not have any chronic
diseases to a lesser extent, it can cause severe consequences,
resulting in death, in people who suffer from diseases such as
hypertension, cardiovascular disease, and diabetes [3]. The
epidemic, which was declared to be a pandemic in
March 2020 by the World Health Organization; as of the first
week of October of the same year, had a number of cases
approaching thirty-six million, while the death toll reached
one million hundred thousand. Also, a modeling study carried
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out by Hernandez-Matamoros et al. [4] indicates that the ef-
fects of the epidemic will become more severe in the future.

In people suffering severely from the disease, the serious
adverse effects are generally in the lungs [3]. In this context,
many literature studies have been carried out in a short time in
which these effects of the disease in the lungs were shown
using CT scans of lungs and chest X-ray imaging. Literature
studies indicate that radiological imaging, along with clinical
symptoms, blood, and biochemical tests, is an effective and
reliable diagnostic tool for the diagnosis of Covid-19 disease.

Many clinical studies in which X-ray images were examined
[5—24] have shown that Covid-19 disease causes interstitial in-
volvement, bilateral and irregular ground-glass opacities, paren-
chymal abnormalities, a unilobar reversed halo sign, and consol-
idation on the lungs. The recent review article published by Long
and Ehrenfeld [25] highlighted the importance of using artificial
intelligence methods to quickly diagnose Covid-19 disease and
reduce the effects of the outbreak crisis. In this context, some
literature studies have been carried out that diagnose Covid-19
disease (Covid-19 and non-Covid-19) through X-ray images and
using deep learning methods. Table 1 contains some summary
information about the number of images, study methods, and
study results used in these literature studies.

CT imaging generally contains more data than X-ray imaging.
However, it has some disadvantages for the follow-up of all
stages of the disease due to the excess amount of radiation that
the patients are exposed to. For this reason, an artificial intelli-
gence application using X-ray images was created and tested in
the study.

In this study, which aims at early diagnosis of Covid-19 dis-
ease with the help of X-ray images, a deep learning approach,
which is an artificial intelligence method applying the latest tech-
nology, was used. In this context, automatic classification of the
images was carried out through the two different convolutional
neural networks (CNNs). In the study, experiments were carried
out for the use of images directly, using local binary pattern
(LBP) as a pre-process and dual tree complex wavelet transform
(DT-CWT) as a secondary operation, and the results of the auto-
matic classification were calculated separately. Within the scope
of the study, four new classification approaches that involve
performing the experiments together and combining the results
through a result generation algorithm, have been proposed and
tested. The results of the study show that in the diagnosis of
Covid-19 disease, the analysis of chest X-ray images using deep
learning methods provides fast and highly accurate results.

2 Methods
2.1 Used Data

The chest X-ray images of patients with Covid-19 used in the
study were obtained by combining metadata data sets that

were made open access over GitHub after being created by
Cohen et al. [42] and over Kaggle after being created by
Dadario [43]. The images that these data sets contain in com-
mon and the clinical notes related to these images were com-
bined and a mixed Covid-19 image data set consisting of 150
chest X-ray images was created. In the study, images obtained
while the patients were facing the X-ray device directly were
used. In the studies, the images taken from the same patient
were obtained on different days of the course of the disease
and therefore do not contain exactly the same content. The
dimensions of the images in question vary between 255 px X
249 px and 4280 px x 3520 px (px is pixel abbreviation) and
show a wide variety. Also, these images have different data
formats such as png, jpg, jpeg and two different bit depths
such as 8-bit (gray-level) and 24-bit (RGB). Standardization
of the images is an essential process for use in this study. In
this context, all of the images have been converted to 8-bit
gray-level images. Then, to clarify the area of interest on the
images, manual framing was performed so as to cover the
chest area. After this process, all the images were rearranged
to 448 px x 448 px and saved in png format.

For the non-Covid-19 X-ray images in the study, two data
sets, a Montgomery data set [44] and a Shenzhen data set [44],
were used separately. These databases contain 80 and 326
non-Covid-19 X-ray images, respectively. The first training-
test data set contains a total of 230 X-ray images, of which 150
are Covid-19 images and 80 are non-Covid-19 images, while
the second training-test data set contains 476 X-ray images, of
which 150 are Covid-19 images and 326 are non-Covid-19
images. Thus, it was ensured that classification results were
obtained for the two data sets that contained predominantly
Covid-19 images and predominantly non-Covid-19 images,
respectively. The processes applied to the Covid-19 images
were likewise applied to the non-Covid-19 images. In Fig. 1,
original and edited versions of the X-ray images are shown;
one belonging to a patient with Covid-19 and two belonging
to people without Covid-19 (non-Covid-19 people).

2.2 Local Binary Pattern (LBP)

Local binary pattern (LBP) is an approach that was proposed
by Ojala et al. [45] to reveal local features. The method is
basically based on comparing a pixel on the image to the
neighboring pixels one by one, in terms of size.

In Fig. 2, the images obtained by applying the LBP opera-
tion to the X-ray images given in Fig. 1 are included. The
purpose of benefiting from LBP operation within the scope
of this study is to observe the effects of using LBP images,
which reflect the local features in the CNN input on the study
results, rather than the original images. Additionally, the aim
of the study is to increase the image feature depth used in the
new result generation algorithm.
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Fig. 1 a) X-ray image of a patient
with Covid-19 (Phan et al. [23])
b) Non-Covid-19 X-ray image
(Montgomery data set [44])) ¢)
Non-Covid-19 X-ray image
(Shenzhen data set [44]))

2.3 Dual Tree Complex Wavelet Transform (DT-CWT)

Dual tree complex wavelet transform (DT-CWT) was first in-
troduced by Kingsbury [46—48]. This method is generally sim-
ilar to the Gabor wavelet transform. In the Gabor wavelet trans-
form, low-pass and high-pass filters are applied to the rows and
columns of the image horizontally and vertically. In this way,
two different sub-band groups are formed in rows and columns
as low (L) and high (H). Crossing is made during the conversion
of the said one-dimensional bands into two dimensions. At the
end of the process, a low sub-band, named LL, is obtained. In
addition, three sub-bands containing high bands, LH, HL, and
HH, are formed. Further sub-bands (such as LLL, LLH) can be
obtained by applying the same operations to the LL sub-band.
Unlike the Gabor wavelet transform, instead of a single
filter, DT-CWT uses two filters that work in parallel. These
two trees contain real and imaginary parts of complex num-
bers. That is, as a result of the DT-CWT process, a sub-band
containing more directions than the Gabor wavelet transform
is obtained. When DT-CWT is applied to an image, the pro-
cesses are performed for six different directions, +15, —15,
+45, =45, +75, and — 75 degrees. Three of these directions
represent real sub-bands and the other three represent imagi-
nary sub-bands. Figure 3 shows the DT-CWT decomposition

tree. In Fig. 4, real and imaginary sub-band images obtained
by applying the DT-CWT process (scale=1) to the X-ray
images given in Fig. 1, are shown. Within the scope of the
study, the DT-CWT process was used with a scale (level)
value of 1, and the dimensions of the sub-band images obtain-
ed were half'the size of the original images. Since the complex
wavelet transform has been successful in many studies
[49-51] where medical images have previously been used,
this conversion was preferred in the study.

2.4 Convolutional Neural Network (CNN)

Deep learning has come to the fore in recent years as an arti-
ficial intelligence approach that provides successful results in
many image processing applications from image enhancement
(such as [52]) to object identification (such as [53, 54]).
Convolutional neural network (CNN) has been the pre-
ferred deep learning model in image processing applications
in recent years. The CNN classifier, in general, consists of a
convolution layer, activation functions, a pooling layer, a flat-
ten layer, and fully connected layer components. In this con-
text, Fig. 5 describes the general operation of the CNN clas-
sifier. It is possible to examine more detailed information

@ Springer
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Fig. 2 Images created by
applying LBP and resizing the
images in Fig. 1

about the functions and operating modes of the layers in the
CNN classifier from the studies [55-59].

Within the scope of the study, a CNN architecture with a
total of 23 layers was designed. An effective design was aimed
at, since increasing the number of layers in the CNN architec-
ture leads to increased processing time in the training and
classification processes. Table 2 contains details of the first
CNN architecture used in the study. Also, a second CNN
architecture was used to check whether the proposed pipeline
approaches applied to other CNN architectures. In this con-
text, an architecture modeled on VGG-16 CNN was used.
However, to reduce the processing load, the number of filters
and the fully connected layer sizes have been reduced.
Additionally, normalization layers were added after the inter-
mediate convolution layers. Details of this second CNN archi-
tecture used are given in Table 3.

In the context of the study, Matlab 2019a program was pre-
ferred as software. The layer names and parameters in Tables 2
and 3 are the names and parameters used directly in the soft-
ware. In the study, more than one experiment was carried out
and the sizes of the input images used in the experiments differ.
For this reason, there are different sizes in the input layer in
Tables 2 and 3. Those CNN architectures were used in all the
experiments carried out within the scope of the study.

@ Springer

2.5 Evaluation Criteria of the Classification Results

Within the scope of the study, confusion matrix and statistical
parameters obtained from this matrix were used to evaluate
the results. It is possible to examine detailed information about
the confusion matrix, i.e., sensitivity (SEN), specificity (SPE),
accuracy (ACC), and F-1 score (F-1), from the studies [60].

Receiver operating characteristic (ROC) analysis was also
used to evaluate the results. In addition, the sizes of the areas
under the ROC curve (Area Under Curve (AUC)) were calcu-
lated. ROC analysis basically reflects graphically the variation
of sensitivity (SEN) (y-axis) relative to 1-SPE (x-axis) for the
case that the threshold value is gradually changed with a cer-
tain precision between the minimum and maximum output
predicted for the classification.

2.6 Pipeline Methodology
First of all, in the proposed pipeline algorithm, training and
test procedures for images of size of 448 x 448 were per-

formed and results were obtained.

+ Before the experiments after the first experiment were
conducted, DT-CWT was applied to the images of size



of 448 px x 448 px (scale=1) and 224 px x 224 px sub-
band images were obtained.

In the second experiment, results were obtained for
the case of giving the real part of the LL sub-band
image obtained by applying DT-CWT, as input to
the CNN.

LH
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In the third experiment, training and testing procedures
were carried out and results were obtained for the case of
giving the imaginary part of the LL sub-band image ob-
tained by applying DT-CWT, as input to the CNN.

In the fourth experiment, training and testing procedures
were carried out and results were obtained for the case of

Real Part

Imaginary Part

HL
Fig. 4 Real and imaginary sub-band images obtained by applying DT-CWT to the X-ray Image (scale =1)
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Table 2 First CNN architecture
used within the scope of the study Layer Layer Name

-
Convolutional Pooling
Layer Layer

Fig. 5 General operation of the CNN classifier

giving the real parts of LL, LH and HL sub-band images
obtained by applying DT-CWT as input to the CNN,
together.

In the fifth experiment, training and test procedures were
carried out and results were obtained for the case of giving
the imaginary parts of the LL, LH and HL sub-band im-
ages obtained by applying DT-CWT as input to the CNN,
together.

In the sixth experiment, results were obtained for the case
of giving the real and imaginary parts of the LL sub-band
image obtained by applying DT-CWT as input to the
CNN, together.

PClass-1

PClass2

PClass-3

PClass4

Flattening Fully Connected .
Layer Layer

* In the seventh experiment, results were obtained for the
case of giving the real and imaginary parts of the LL, LH,
HL sub-band images obtained by applying DT-CWT, as
input to the CNN, together.

A block diagram of the experiments carried out in the
study is shown in Fig. 6. The first seven experiments con-
ducted were repeated using new images obtained by apply-
ing LBP to the X-ray images, and the first stage experi-
ments were completed. Since the image size decreases after
LBP processing, these images were rearranged as 448 px x
448 px in size.

Layer Parameters (Matlab)

1 imagelnputLayer

2 convolution2dLayer

3 batchNormalizationLayer
4 reluLayer

5 maxPooling2dLayer

6 convolution2dLayer

7 batchNormalizationLayer
8 reluLayer

9 maxPooling2dLayer

10 convolution2dLayer

11 batchNormalizationLayer
12 reluLayer

13 maxPooling2dLayer

14 convolution2dLayer

15 batchNormalizationLayer
16 reluLayer

17 maxPooling2dLayer

18 convolution2dLayer

19 batchNormalizationLayer
20 reluLayer

21 fullyConnectedLayer

22 softmaxLayer

23 classificationLayer

[448,448 1], [224,224 1], [224,224 2], [224,224 3] and [224,224 6]
(3,4,'Padding’,'same’)
default

default

(2,'Stride’,2)
(3,8,'Padding’,'same’)
default

default

(2,'Stride’,2)
(3,16,'Padding’,'same’)
default

default

(2,'Stride’,2)
(3,32,'Padding’,'same’)
default

default

(2,'Stride’,2)
(3,64,'Padding’,'same’)
default

default

2

default

default
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Table 3 Second CNN architecture used within the scope of the study

Layer Layer Name Layer Parameters (Matlab)
1 imagelnputLayer [448,448 1], [224,224 1], [224,224 2], [224,224 3] and [224,224 6]
2 convolution2dLayer (3,8,'Padding’,'same’)
3 batchNormalizationLayer default

4 reluLayer default

5 convolution2dLayer (3,8,'Padding’,'same’)
6 batchNormalizationLayer default

7 reluLayer default

8 maxPooling2dLayer (2,'Stride’,2)

9 convolution2dLayer (3,16,'Padding’,'same’)
10 batchNormalizationLayer default

11 reluLayer default

12 convolution2dLayer (3,16,'Padding’,'same’)
13 batchNormalizationLayer default

14 reluLayer default

15 maxPooling2dLayer (2,'Stride’,2)

16 convolution2dLayer (3,32,'Padding’,'same’)
17 batchNormalizationLayer default

18 reluLayer default

19 convolution2dLayer (3,32,'Padding’,'same’)
20 batchNormalizationLayer default

21 reluLayer default

22 convolution2dLayer (3,32,'Padding’,'same’)
23 batchNormalizationLayer default

24 reluLayer default

25 maxPooling2dLayer (2,'Stride’,2)

26 convolution2dLayer (3,64,'Padding’,'same’)
27 batchNormalizationLayer default

28 reluLayer default

29 convolution2dLayer (3,64,'Padding’,'same’)
30 batchNormalizationLayer default

31 reluLayer default

32 convolution2dLayer (3,64,'Padding’,'same’)
33 batchNormalizationLayer default

34 reluLayer default

35 maxPooling2dLayer (2,'Stride’,2)

36 convolution2dLayer (3,64,'Padding’,'same’)
37 batchNormalizationLayer default

38 reluLayer default

39 convolution2dLayer (3,64,'Padding’,'same’)
40 batchNormalizationLayer default

41 reluLayer default

42 convolution2dLayer (3,64,'Padding’,'same’)
43 batchNormalizationLayer default

44 reluLayer default

45 maxPooling2dLayer (2,'Stride’,2)

46 fullyConnectedLayer 512

47 reluLayer default

48 dropoutLayer 0,5

49 fullyConnectedLayer 512

50 reluLayer default

51 dropoutLayer 0,5

52 fullyConnectedLayer 2

53 softmaxLayer default

54 classificationLayer default

In the ongoing part of the study, four pipeline classification
algorithms were designed using the principle of parallel opera-
tion. These algorithms are based on combining the results of
previous experiments to obtain new results. The first two pipe-
line classification algorithms mentioned above work as follows:

If the numbers of labeling (threshold value for 0,5) obtain-
ed in the experiments (with and without LBP) for an im-
age are not equal to each other, the labeling result obtained
in more than half of the experiments is considered to be
the algorithm labeling result for Covid-19 or non-Covid-
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Fig. 6 Block diagram representation of the study of the experiments

19. In this case, if the algorithm labeling result is Covid-
19, the real experiment result is the closest to the number
0; if the algorithm labeling result is non-Covid-19, the
closest to the number 1, respectively, is assigned as the
algorithm result.

e If the numbers of labeling (for threshold value 0,5)
obtained in the experiments (with and without LBP)
for an image are equal to each other, the actual test
results obtained in the experiments conducted for the
image are mixed (50%—50% and 75%—-25%, respec-
tively), and the result is accepted as the algorithm
result. After that, the labeling of the image is realized
as Covid-19 or non-Covid-19 (for the threshold value
0,5) according to this result obtained.

The basic coding of the first two pipeline classification
approaches is included in Table 4. In the codes between
Tables 4 and 6, Result-1 and Label-1 represent the actual test
result and the label obtained without using LBP, while Result-
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2 and Label-2 represent the actual test result and the label
obtained using LBP.

In the third and fourth pipeline algorithms, unlike the
first two pipeline algorithms, if the tags obtained as a
result of the classification experiment differ from each
other, the result obtained without applying LBP has been
taken into consideration with priority. Accordingly, in the
case where the two classification tags are different from
each other in the third pipeline algorithm, if the tag result
obtained without applying LBP was abnormal, the result
was considered abnormal. In the fourth pipeline algo-
rithm, in the case of the two classification tags being
different from each other, if the tag result obtained with-
out applying LBP was normal, the result was considered
normal. The other procedures are the same as for the first
two pipeline algorithms. A mixing rate of 50% -50% was
applied in the third and fourth pipeline algorithms. The
basic coding of the third and fourth pipeline classification
approaches is given in Tables 5 and 6.
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Table 4 Basic coding of the pipeline algorithms (pipeline-1 and -2) proposed in the study

if Label-1==Covid-19 && Label-2==Covid-19
Label-New=Covid-19
Result-New=min(Result-1,Result-2)

end

if Label-1==Non-Covid-19 && Label-2==Non-Covid-19
Label-New=Non-Covid-19
Result-New=max(Result-1,Result-2)

end

if (Label-1==Non-Covid-19 && Label-2==Covid-19) || (Label-1==Covid-19 && Label-2==Non-Covid-19)

Result-New=Result-1*0,5+Result-1*0,5 (Pipeline-1)
Result-New=Result-1*0,75+Result-1*0,25 (Pipeline-2)
if Result-New <= 0,5
Label-New=Covid-19

else
Label-New=Non-Covid-19
end

end

3 Results

3.1 Experiments

In this study, which aims to detect Covid-19 disease early
using X-ray images, the deep learning approach, which is
the artificial intelligence method applying the latest technolo-
gy, was used and automatic classification of the images was
performed using CNN. In the first training-test data set used in
the study, there were 230 X-ray images, of which 150 were

Table 5

Covid-19 and 80 were non-Covid-19, while in the second
training-test data set there were 476 X-ray images, of which
150 were Covid-19 and 326 were non-Covid-19. Thus, it was
ensured that the classification results were obtained separately
from the two data sets containing predominantly abnormal
images and predominantly normal images. The information
from the training-test data sets is given in Table 7.

Within the scope of the study, chest X-ray images were
manually framed to cover the lung region, primarily to deter-
mine the areas of interest on the image. Then, standardization

Basic coding of the pipeline algorithm (pipeline-3) proposed in the study

if Label-1==Covid-19 && Label-2==Covid-19
Label-New=Covid-19
Result-New=min(Result-1,Result-2)
end
if Label-1==Non-Covid-19 && Label-2==Non-Covid-19
Label-New=Non-Covid-19
Result-New=max(Result-1,Result-2)
end
if Label-1==Covid-19 && Label-2==Non-Covid-19
Label-New=Covid-19
Result-New=Result-1
end
if Label-1==Non-Covid-19 && Label-2==Covid-19
Result-New=Result-1*0.5+Result-1*0.5

if Result-New <= 0.5

Label-New=Covid-19

else

Label-New=Non-Covid-19

end
end
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Table 6 Basic coding of the pipeline algorithm (pipeline-4) proposed in the study

if Label-1==Covid-19 && Label-2==Covid-19
Label-New=Covid-19
Result-New=min(Result-1,Result-2)

end

if Label-1==Non-Covid-19 && Label-2==Non-Covid-19

Label-New=Non-Covid-19
Result-New=max(Result-1,Result-2)
end
if Label-1==Non-Covid-19 && Label-2==Covid-19
Label-New=Non-Covid-19
Result-New=Result-1
end
if Label-1==Covid-19 && Label-2==Non-Covid-19
Result-New=Result-1*0.5+Result-1*0.5
if Result-New <= 0.5
Label-New=Covid-19
else
Label-New=Non-Covid-19
end
end

was carried out since the images used were of very different
sizes, formats, and bit depths. The areas of interest on the
image were resized and the image sizes were arranged as
448 px x 448 px. After that, the images in question were saved
in png format so as to be as gray-scale and 8-bit depth. These
operations were applied to all the abnormal and normal im-
ages used in the study.

In the ongoing part of the study, a 23-layer CNN architec-
ture and a 54-layer CNN architecture were designed and used,
the details of which have been previously described. Those
CNN architectures were used in all the experiments. Due to
the fact that more than one experiment was performed within
the scope of the study, only the images given to the CNN input
differ in size.

In the experiments conducted in the study, the trainings
were carried out with the k-fold cross validation method. In
this context, the k value was chosen as 23. Since the first
training-test data set consists of 230 images, 220 images, ex-
cept for ten images at each stage (fold), were used for the
training operations, and the remaining ten images were used
for the testing operations. The second training-test data set
consists of 476 images, and, in the same way, except 20/21
(16 groups consisting of 21 images and seven groups of 20

Table 7  Information about the images used in the study

Data set Covid-19 Image Normal Image Total
1. Data set 150 ([42, 43]) 80 (Montgomery [44]) 230
2. Data set 150 ([42, 43]) 326 (Shenzhen [44]) 476
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images) images, 456/455 images were used in the training
operations, and the remaining 20/21 images were used in the
testing operations. The test procedures were repeated 23 times
and classification results were obtained for all the images.

Finally, within the scope of the study, all the images were
combined and the training and testing procedures were repeat-
ed by applying a 2-fold cross for a total of 556 X-ray images
comprising 150 Covid-19 images and 406 non-Covid-19 im-
ages. Considering the length of the study as well, the results
that have been shared in the study are only for the input data
that provided the best results for the first and second data sets.

In this part of the study, a total of 14 experiments were
carried out. Some initial weights and parameters in the CNN
are randomly assigned. To make the study results stable, each
experiment was repeated five times in itself, and average re-
sults in the study are shown.

Within the scope of the study, the CPU time taken for an
experiment to be completed entirely, including the training
and testing, was divided by the total number of images proc-
essed, and the processing CPU time per image was measured.
The experiments of this study were carried out using
MATLAB 2019 (a) software running on a computer with
64 GB RAM and Intel(R) Xeon (R) CPU E5-2680 2.7 GHz
(32 CPUs).

4 Results

In the first experimental group within the scope of the study, the
training and testing procedures were first performed using the
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Table 8 Results obtained directly using chest X-ray images (first training-test data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 146,238 768 32 09747 09600 09696 09766 09961 18,964
With LBP 1478 22 71,6 84 09853 08950 09539 09655 09939 18,226
Pipeline-1 1486 14 762 38 09907 09525 09774 09828 09968 37,190
Pipeline-2 1468 32 766 34 09787 09575 09713 09780 09968 37,190
Pipeline-3 1488 1,2 758 42 09920 09475 09765 09822 09968 37,190
Pipeline-4 1460 40 772 28 09733 09650 09704 09772 09969 37,190

Second CNN Architecture ~ Without LBP 1442 58 766 34 09613 09575 09600 09691 09949 33,105
With LBP 1426 74 740 6,0 09507 09250 09417 09551 09815 36,433
Pipeline-1 1472 28 784 1,6 09813 09800 09809 09853 09977 69,538
Pipeline-2 1444 56 774 26 09627 09675 09643 09724 09973 69,538
Pipeline-3 1480 20 766 34 09867 09575 09765 09821 09972 69,538
Pipeline-4 1434 66 784 1,6 09560 09800 09643 09722  0,9958 69,538

chest X-ray images, and the results were obtained. LBP opera-
tion was then applied to the images in question, and then the
training and testing procedures were repeated and the results
were calculated. Finally, the results were calculated using the
pipeline classification algorithms, the details of which were
previously described and proposed within the scope of the
study. Due to the random assignment of some initial variables
used in the internal structure of the CNN, each experiment
group was repeated five times in order to make the results more
stable. The image sizes given to the CNN as input for this
experiment were 448 x 448 x 1. The results obtained from the
experimental group are given in Table 8§ (first training-test data
set) and Table 9 (second training-test data set).

In the second experimental group within the scope of
the study, the training and testing procedures were per-
formed using the real part of the LL sub-image obtained
by applying DT-CWT to the chest X-ray images, and the

results were obtained. Then, the training and testing pro-
cedures were performed using the real part of the LL sub-
image obtained by applying the LBP and DT-CWT oper-
ations to the X-ray images, respectively. Finally, the re-
sults were calculated using the pipeline classification al-
gorithms, the details of which were previously described
and proposed within the scope of the study. The image
sizes given to the CNN as input for this experiment were
224 x 224 x 1. The results obtained from the experimental
group are given in Table 10 (first training-test data set)
and Table 11 (second training-test data set).

In the third experimental group within the scope of the
study, the training and testing procedures were performed using
the imaginary part of the LL sub-image obtained by applying
DT-CWT to the chest X-ray images, and the results were ob-
tained. Then, the training and testing procedures were per-
formed using the imaginary part of the LL sub-image obtained

Table 9  Results obtained directly using chest X-ray images (second training-test data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1444 5,6 3220 40 0,9627 09877 09798 09678 09975 24,878
With LBP 1372 128 3164 9,6 09147 09706 09529 09246 09899 24,995
Pipeline-1 146,0 4,0 3220 40 09733 09877 09832 09733 09982 49,872
Pipeline-2 146,0 4,0 3218 42 09733 09871 09828 09726  0,9983 49,872
Pipeline-3 1470 3,0 3210 50 0,9800 09847 09832 09735 09981 49,872
Pipeline-4 1434 6,6 3230 3,0 0,9560 09908 09798 09676 09979 49,872

Second CNN Architecture ~ Without LBP  146,0 4,0 3230 3,0 0,9733 09908 09853 09766 09977 51817
With LBP 1338 162 3156 104 0,8920 09681 09441 09096 09885 54,239
Pipeline-1 1480 2,0 3226 34 09867 09896 09887  0,9821  0,9987 10,6056
Pipeline-2 147,0 3,0 3232 28 09800 09914 09878  0,9806  0,9988 10,6056
Pipeline-3 1488 1,2 3220 40 0,9920 09877 09891 09828 09991 10,6056
Pipeline-4 1452 48 3236 24 09680 09926 09849 09758 09975 10,6056
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Table 10  Results obtained by using the LL real sub-band obtained by applying DT-CWT to the chest X-ray images (first training-test data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP  146,6 34 774 2,6 09773  0,9675 09739  0,9800 0,9983  0,6090
With LBP 1460 40 726 74 09733 09075 09504 09624 09890  0,6252
Pipeline-1 1490 1,0 774 26 09933 09675 09843  0,9881  0,9988 12,342
Pipeline-2 1470 30 774 26 0,9800 09675 09757 09813 09989 12,342
Pipeline-3 1492 08 76,6 34 0,9947 09575 09817 09862  0,9990 12,342
Pipeline-4 1464 36 782 18 09760 09775 09765 09819 09986 12,342

Second CNN Architecture ~ Without LBP 141,882 778 272 09453 09725 09548  0,9646  0,9934 12,146
With LBP 1412 88 636 164 09413 07950 0,8904 09183 09580 12,339
Pipeline-1 1466 34 776 24 09773 09700 09748 09806  0,9963 24,485
Pipeline-2 1440 6,0 780 2,0 09600 09750 09652 09729  0,9962 24,485
Pipeline-3 1474 26 772 28 0,9827 09650 09765  0,9820 09961 24,485
Pipeline-4 1410 90 782 1.8 0,9400 09775 09530 09631  0,9944 24,485

by applying the LBP and DT-CWT operations to the X-ray
images, respectively. Finally, the results were calculated using
the pipeline classification algorithms, the details of which were
previously described and proposed within the scope of the
study. The image sizes given to the CNN as input for this
experiment were 224 x 224 x 1. The results obtained from the
experimental group are given in Table 12 (first training-test data
set) and Table 13 (second training-test data set).

In the fourth experimental group within the scope of the
study, the training and testing procedures were performed
using the real part of the LL, LH and HL sub-images obtained
by applying DT-CWT to the chest X-ray images, and the
results were obtained. Then, the training and testing proce-
dures were performed using the real part of the LL, LH and
HL sub-images obtained by applying the LBP and DT-CWT
operations to the X-ray images, respectively. Finally, the re-
sults were calculated using the pipeline classification

algorithms, the details of which were previously described
and proposed within the scope of the study. The image sizes
given to the CNN as input for this experiment were 224 x
224 x 3. The results obtained from the experimental group
are given in Table 14 (first training-test data set) and
Table 15 (second training-test data set).

In the fifth experimental group within the scope of the
study, the training and testing procedures were performed
using the imaginary part of the LL, LH and HL sub-images
obtained by applying DT-CWT to the chest X-ray images, and
the results were obtained. Then, the training and testing pro-
cedures were performed using the imaginary part of the LL,
LH and HL sub-images obtained by applying the LBP and
DT-CWT operations to the X-ray images, respectively.
Finally, the results were calculated using the pipeline classifi-
cation algorithms, the details of which were previously de-
scribed and proposed within the scope of the study. The image

Table 11 Results obtained by using the LL real sub-band obtained by applying DT-CWT to the chest X-ray images (second training-test data set)
CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time
First CNN Architecture Without LBP 1436 64 3208 5.2 0,9573 09840 0,9756 0,9611  0,9973  0,7571
With LBP 1352 148 3112 148 09013 09546 09378 09013 09865 0,7569
Pipeline-1 1464 3,6 3222 38 09760 09883  0,9845 0,9753 0,9978 15,140
Pipeline-2 1450 5,0 3216 44 0,9667 09865 09803 09685 09979 15,140
Pipeline-3 146,8 32 3204 5.6 0,9787 09828 09815 0,9709 0,9981 15,140
Pipeline-4 1432 68 3226 34 09547 09896 09786  0,9656  0,9973 15,140
Second CNN Architecture ~ Without LBP  146,0 4,0 3220 4,0 0,9733 09877 09832 09733 09983 15,029
With LBP 131,8 182 3054 20,6 08787 09368 09185 08718 09770 18,120
Pipeline-1 1476 24 321,6 44 0,9840 09865 0,9857 0,9775 0,9977 33,149
Pipeline-2 1466 34 3224 3,6 09773 09890 0,9853  0,9767 0,9980 33,149
Pipeline-3 1482 1.8 3208 5.2 0,9880 09840 09853  0,9770  0,9984 33,149
Pipeline-4 1454 46 3228 32 09693 09902 09836 0,9739 09975 33,149
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Table 12 Results obtained by using the LL imaginary sub-band obtained by applying DT-CWT to the chest X-ray images (first training-test data set)
CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time
First CNN Architecture Without LBP 1464 3,6 774 26 0,9760  0,9675  0,9730 09792 09972  0,6033
With LBP 1456 44 736 64 0,9707  0,9200 09530 09643 09889  0,5979
Pipeline-1 1478 22 770 3,0 0,9853  0,9625 09774 09827 09980 12,012
Pipeline-2 146,6 34 774 26 09773  0,9675 09739 09799 09981 12,012
Pipeline-3 1482 1.8 764 3,6 0,9880  0,9550 09765 09821 09985 12,012
Pipeline-4 146,0 40 780 2,0 09733  0,9750 09739 09799 09977 12,012
Second CNN Architecture ~ Without LBP 1410 9,0 772 28 0,9400  0,9650  0,9487 09599 09803 12,156
With LBP 1436 64 602 198 09573 07525 0,8861 09167 09645 12,086
Pipeline-1 146,8 32 758 42 0,9787  0,9475  0,9678 09754 09923 24243
Pipeline-2 1430 7,0 774 26 0,9533  0,9675 09583 09675 09909 24243
Pipeline-3 146,8 32 748 52 0,9787 09350 09635 09722 09898 24,243
Pipeline-4 1410 90 782 18 0,9400  0,9775 09530 09631 09849 24,243

sizes given to the CNN as input for this experiment were
224 x 224 x 3. The results obtained from the experimental
group are given in Table 16 (first training-test data set) and
Table 17 (second training-test data set).

In the sixth experimental group within the scope of the
study, the training and testing procedures were performed
using the real and imaginary parts of the LL sub-image ob-
tained by applying DT-CWT to the chest X-ray images, and
the results were obtained. Then, the training and testing pro-
cedures were performed using the real and imaginary parts of
the LL sub-image obtained by applying the LBP and DT-
CWT operations to the X-ray images, respectively. Finally,
the results were calculated using the pipeline classification
algorithms, the details of which were previously described
and proposed within the scope of the study. The image sizes
given to the CNN as input for this experiment were 224 x

224 x 2. The results obtained from the experimental group
are given in Table 18 (first training-test data set) and
Table 19 (second training-test data set).

In the seventh experimental group within the scope of the
study, the training and testing procedures were performed
using the real and imaginary parts of the LL, LH, HL sub-
images obtained by applying DT-CWT to the chest X-ray
images, and the results were obtained. Then, the training and
testing procedures were performed using the real and imagi-
nary parts of the LL, LH, HL sub-images obtained by apply-
ing the LBP and DT-CWT operations to the X-ray images,
respectively. Finally, the results were calculated using the
pipeline classification algorithms, the details of which were
previously described and proposed within the scope of the
study. The image sizes given to the CNN as input for this
experiment were 224 x 224 x 6. The results obtained from

Table 13 Results obtained by using the LL imaginary sub-band obtained by applying DT-CWT to the chest X-ray images (second training-test data

set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1450 5,0 3220 4,0 0,9667  0,9877  0,9811  0,9699  0,9970  0,7587
With LBP 1348 152 3120 140 0,8987 09571 09387 09022 09861 07578
Pipeline-1 1472 28 3220 4,0 0,9813 09877 0,9857 0,9774 0,9981 15,164
Pipeline-2 146,0 4.0 3222 38 09733 09883 09836 0,9740 0,9982 15,164
Pipeline-3 1476 24 3210 50 0,9840 09847 0,9845 0,9755 0,9985 15,164
Pipeline-4 1446 54 3230 3,0 0,9640  0,9908 0,9824  0,9718  0,9969 15,164

Second CNN Architecture ~ Without LBP  146,0 4,0 3232 28 0,9733  0,9914 0,9857 0,9772  0,9981 15,022
With LBP 1288 21,2 3060 200 08587 09387 09134 08615 09773 16,851
Pipeline-1 1474 2,6 3226 34 0,9827  0,9896  0,9874  0,9800 09979 31,874
Pipeline-2 1462 38 3230 3,0 0,9747  0,9908 0,9857  0,9773  0,9984 31,874
Pipeline-3 1478 22 3220 4,0 0,9853 09877 0,9870  0,9794 0,9983 31,874
Pipeline-4 1456 44 3238 22 0,9707  0,9933  0,9861 0,9778  0,9982 31,874
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Table 14  Results obtained using the LL, LH, HL real sub-bands obtained by applying DT-CWT to the chest X-ray images (first training-test data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 146,22 38 778 22 09747 09725  0,9739 09799  0,9976 10,596
With LBP 1474 26 71,6 84 0,9827 0,8950 09522 09642  0,9926 10,598
Pipeline-1 1484 16 774 26 09893 09675 09817 09860 09984 21,193
Pipeline-2 1470 30 778 22 09800 09725 09774 09826 09984 21,193
Pipeline-3 1484 1,6 770 30 0,9893 09625 09800 09847 09983 21,193
Pipeline-4 1462 38 782 18 09747 09775 09757 09812 09983 21,193

Second CNN Architecture ~ Without LBP 1426 74 768 3.2 0,9507  0,9600  0,9539 09642 09876 16,868
With LBP 1412 88 642 158 09413 08025 0,8930 09201 09664 16,890
Pipeline-1 146,8 32 764 3.6 09787 09550 09704 09774 09948 33,757
Pipeline-2 1438 62 768 32 09587 09600 09591 09684 09944 33,757
Pipeline-3 1474 2,6 758 42 0,9827 09475 09704 09775 09945 33,757
Pipeline-4 1420 80 774 26 09467  0,9675 09539 09640  0,9903 33,757

Table 15  Results obtained using the LL, LH, HL real sub-bands obtained by applying DT-CWT to the chest X-ray images (second training-test data

set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1454 4,6 3228 32 0,9693  0,9902 0,9836 0,9739 0,9974 13,986
With LBP 132,0 18,0 3098 16,2 0,8800 09503 09282 0,8852 09807 14,043
Pipeline-1 146,6 34 320,8 52 09773 09840 09819 09715 09979 28,029
Pipeline-2 1464 3,6 3226 34 0,9760  0,9896  0,9853  0,9766 09982 28,029
Pipeline-3 147,8 22 3206 54 0,9853 09834 09840 0,9749  0,9986 28,029
Pipeline-4 1442 58 323,0 3,0 09613  0,9908 09815 09704 09970 28,029

Second CNN Architecture ~ Without LBP 1446 54 3234 26 0,9640 09920 09832 09730 0,9985 21,551
With LBP 1350 150 3082 17,8 09000 09454 09311 0,8918 09828 21,720
Pipeline-1 146,6 34 3230 30 09773  0,9908 09866  0,9786  0,9987 43271
Pipeline-2 145,66 44 323,0 3,0 0,9707  0,9908 0,9845 09752  0,9989 43271
Pipeline-3 1472 28 3224 36 09813 09890 0,9866 0,9787 0,9987 43271
Pipeline-4 1440 6,0 3240 20 0,9600  0,9939 09832 09729 0,9987 43,271

Table16  Results obtained using the LL, LH, HL imaginary sub-bands obtained by applying DT-CWT to the chest X-ray images (first training-test data

set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1452 48 774 2,6 0,9680  0,9675  0,9678 09751 0,9967 10,667
With LBP 146,8 32 71,8 82 0,9787  0,8975 09504 09628  0,9916 10,593
Pipeline-1 148,4 .6 774 26 09893 09675 09817 09861 09982 21,261
Pipeline-2 1458 42 774 26 0,9720 09675 09704 09772 09980 21,261
Pipeline-3 148,6 14 768 32 0,9907  0,9600  0,9800  0,9848  0,9983 21,261
Pipeline-4 1450 50 780 2,0 0,9667  0,9750  0,9696 09764 09970 21,261

Second CNN Architecture ~ Without LBP 1436 64 762 38 0,9573  0,9525 09557 09657 09876 16,952
With LBP 1404 9,6 668 13,2 09360 0,8350 0,9009 09252  0,9684 16,866
Pipeline-1 1464 36 768 32 0,9760 09600 09704 09773 09940 33818
Pipeline-2 1442 58 76,0 40 09613 09500 09574 09671 0,9943 33,818
Pipeline-3 1476 24 750 50 09840 09375 09678 09755 09936 33818
Pipeline-4 1424 76 780 2,0 09493 09750 09583 09674 09907 33818
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Table 17  Results obtained using the LL, LH, HL imaginary sub-bands obtained by applying DT-CWT to the chest X-ray images (second training-test

data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 145,842 3228 32 0,9720 09902 09845 09752 09980 14,026
With LBP 1348 152 3114 146 08987 09552 09374 0,9004 0,9839 14,067
Pipeline-1 1462 38 3220 4,0 09747 09877 09836 09740 09982 42,160
Pipeline-2 146,0 4,0 3224 36 09733 09890 09840 09746  0,9983 70,253
Pipeline-3 1474 26 3212 48 0,9827 09853 09845 09755 09988 11,2414
Pipeline-4 1446 54 323,66 24 09640 09926 09836 09737 09977 18,2667

Second CNN Architecture ~ Without LBP 1452 4.8 3230 30 0,9680  0,9908 09836 09738  0,9987 21,541
With LBP 1300 20,0 3044 21,6 08667 09337 09126 0,8615 09733 21,514
Pipeline-1 1472 28 321,8 42 09813 09871 09853 0,9768 09979 43,054
Pipeline-2 1454 46 3228 32 09693 09902 09836 09739 09984 43,054
Pipeline-3 1478 22 3216 44 0,9853 09865 09861 09782 09986 43,054
Pipeline-4 1446 54 3232 28 0,9640 09914 09828 09724 09982 43,054

Table 18  Results obtained by using the LL real and imaginary sub-bands obtained by applying DT-CWT to the chest X-ray images (first training-test

data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1458 42 776 24 0,9720 09700 09713  0,9779  0,9970 0,8271
With LBP 1458 42 688 11,2 09720 0,8600 09330 09500 09883  0,8273
Pipeline-1 1482 18 772 28 0,9830 09650  0,9800 0,9847  0,9982 16,544
Pipeline-2 1470 3,0 780 2,0 0,9800 09750 09783 09833  0,9983 16,544
Pipeline-3 1484 1,6 764 3,6 0,9893 09550 09774  0,9828  0,9986 16,544
Pipeline-4 1456 44 784 1,6 0,9707 09800 09739 09798 09970 16,544

Second CNN Architecture ~ Without LBP 1430 7,0 764 3,6 09533 09550 09539 09643 09902 14416
With LBP 1426 74 672 128 09507 08400 09122 09340 09738 14,399
Pipeline-1 1480 20 774 26 0,9867 09675 09800 09847 09969 28815
Pipeline-2 1442 58 774 26 09613 09675 09635 09717  0,9957 28,815
Pipeline-3 1480 20 756 44 0,9867 09450 09722 09789  0,9957 28,815
Pipeline-4 1430 70 782 1,8 09533 09775 09617 09701 09922 28,815

Table 19  Results obtained by using the LL real and imaginary sub-bands obtained by applying DT-CWT to the chest X-ray images (second training-

test data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1430 7,0 3230 3,0 0,9533  0,9908 0,9790  0,9662  0,9980 10,808
With LBP 1352 148 313,6 124 09013 09620 09429 0,9086 09863 10,820
Pipeline-1 146,8 3,2 3218 42 09787 09871 09845 09754 09983 21,627
Pipeline-2 1454 4,6 3230 3,0 09693 09908 09840 09745 09983 21,627
Pipeline-3 1472 28 3214 46 0,9813 09859 09845 09755 09987 21,627
Pipeline-4 1426 74 3234 26 09507 09920 09790 09661 09977 21,627

Second CNN Architecture ~ Without LBP 1452 4.8 3228 32 0,9680 09902 09832 09732 09982 18,172
With LBP 131,2 188 3060 20,0 08747 09387 09185 08711 09797 18,135
Pipeline-1 1474 2,6 3230 3,0 09827 09908 09882 09813 09985 36,307
Pipeline-2 1456 44 3232 28 09707 09914 09849 09758 09986 36,307
Pipeline-3 1480 2,0 3218 42 0,9867 09871 09870 09795 09990 36,307
Pipeline-4 1446 54 3240 2,0 09640 09939 09845 09750 09980 36,307
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Table 20  Results obtained by using the LL, LH, HL real and imaginary sub-bands obtained by applying DT-CWT to the chest X-ray images (first

training-test data set)

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1470 30 776 24 09800 09700 09765 09819 09975 17,203
With LBP 1454 46 742 58 09693 09275 09548 09655  0,9902 17,311
Pipeline-1 148,2 1.8 774 26 0980 09675 09809 09854 09984 34,513
Pipeline-2 1472 28 778 22 09813 09725 09783 09833 09984 34,513
Pipeline-3 148,8 12 772 28 09920 09650 0,9826 09867 0,9986 34,513
Pipeline-4 1464 36 778 22 09760 09725 09748 09806 09981 = 34,513

Second CNN Architecture ~ Without LBP 1428 72 768 32 09520 09600 09548  0,9648  0,9884 24,206
With LBP 1420 80 704 96 09467 08800 09235 09417 09763 24,210
Pipeline-1 1466 34 776 24 09773 09700 09748  0,9806 09956 48417
Pipeline-2 1446 54 774 26 09640 09675 09652 09731 09948 48417
Pipeline-3 1478 22 764 36 09853 09550 09748 09808  0,9953 48417
Pipeline-4 1416 84 780 20 09440 09750 09548 09646 09909 48417

he experimental group are given in Table 20 (first
training-test data set) and Table 21 (second training-
test data set).

Finally, all the training-test data sets were combined to test
the performance of the proposed method and the pipeline ap-
proaches. In this context, a collective training-test data set
containing a total of 556 X-ray images comprising 150
Covid-19 and 406 non-Covid-19 images was created. Then
the k value was determined as 2 (cross training and testing for
75 Covid-19 and 203 non-Covid-19 images). The training and
testing processes were realized for the input images (original
image and the LL (real sub-band)), ensuring the best results in
the first and second training-test data sets. The results obtained
are given in Tables 22 and 23.

Table 21
training-test data set)

5 Conclusion

In this section, first of all, the results that were obtained with-
out using pipeline algorithms are compared. When the results
of the study given between Tables 8 and 23 are examined
within the scope of the study, it can be seen that the results
of the study obtained without using LBP are generally better
than the results of the study using LBP, for the same input
image. In this context, it is understood that there are excep-
tions for the sensitivity parameter of some results obtained
using the first CNN architecture for the first training-test data
set. Within the scope of the study, the highest mean sensitiv-
ity, specificity, accuracy, F-1 score, and AUC values obtained
without using the pipeline algorithms were, respectively;

Results obtained by using the LL, LH, HL real and imaginary sub-bands obtained by applying DT-CWT to the chest X-ray images (second

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 144,852 3230 3,0 0,9653 09908 09828 09724 09982 23,185
With LBP 129.2 208 3086 174 08613 09466 09197 0,8710 09786 23,401
Pipeline-1 147,0 3,0 3216 44 09800 09865 09845 09755 09974 46,586
Pipeline-2 1452 48 3228 32 09680 09902 09832 09732 09978 46,586
Pipeline-3 1476 24 3214 46 0,9840 09859  0,9853  0,9768  0,9984 46,586
Pipeline-4 1442 58 3232 28 09613 09914 09819 09710 09975 46,586

Second CNN Architecture ~ Without LBP 1446 54 3234 2,6 0,9640 09920 09832 09731 09984 31,573
With LBP 1314 18,6 3048 21,2 08760 09350 09164 0,8686 09806 31,369
Pipeline-1 1474 2,6 3224 3,6 09827 09890 09870 09794 09982 62,942
Pipeline-2 1450 5,0 3226 34 0,9667 09896 09824 09719 09986 62,942
Pipeline-3 1482 1,8 3218 42 0,9880 09871 09874 09802 09986 62,942
Pipeline-4 1438 6,2 3240 2,0 09587 09939 09828 09723 09983 62,942
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Table 22 Results obtained directly using chest X-ray images (k=2 and a total of 556 images (150 Covid-19 and 406 non-Covid-19 images))

CNN Type Method TP FN N FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP 1388 11,2 401,6 44 09253 09892 09719 09468 09937 0,1460
With LBP 1334 16,6 4008 52 0,8893 09872 09608 09241 09932  0,1401
Pipeline-1 1448 52 406,0 0,0 09653  1,0000 09906 09823 09997 0,2861
Pipeline-2 139,8 10,2 4024 3,6 09320 09911 09752 0,9529 09991  0,2861
Pipeline-3 1464 3.6 401,6 44 0,9760 09892 09856 09734 09984  0,2861
Pipeline-4 1372 12,8 4060 0,0 09147  1,0000 09770 09554 09977 0,2861

Second CNN Architecture ~ Without LBP  138,6 11,4 4032 28 0,9240 09931 09745 09511 09949  0,2853
With LBP 1206 294 3950 11,0 08040 09729 09273 08565 09786 02811
Pipeline-1 1430 7,0 4054 0,6 09533 09985 09863 09740  0,9994 0,5664
Pipeline-2 141,0 9,0 4046 14 0,9400 09966 09813 09644 09992  0,5664
Pipeline-3 1456 44 4030 3,0 09707 09926 09867 09752 09991 0,5664
Pipeline-4 1360 140 4056 04 0,9067  0,9990 09741 09495 09964  0,5664

0,9853, 0,9725, 0,9765, 0,9819, 0,9983 for the first training-
test data set and the first CNN architecture, 0,9613, 0,9725,
0,9600, 0,9691, 0,9949 for the first training-test data set and
the second CNN architecture, 0,9720, 0,9908, 0,9845, 0,9752,
0,9982 for the second training-test data set and the first CNN
architecture, and 0,9733, 0,9920, 0,9857, 0,9772, 0,9987 for
the second training-test data set and the second CNN architec-
ture. In this context, it can be seen that the achievements of the
first and second CNN architectures are generally close to each
other. However, when a comparison is made in terms of CPU
run-time, it is understood that the second CNN architecture is
two times slower than the first CNN architecture in terms of
CPU run-time. The main reason for this is that the number of
layers in the second CNN architecture is approximately twice
that as high as in the first CNN architecture. A similar situation
arose in the experiments performed by combining all the data

Table 23
Covid-19 and 406 non-Covid-19 images))

and using 2-fold cross. For these experiments, the highest
mean sensitivity, specificity, accuracy, F-1 score, and AUC
values obtained without using the pipeline algorithms are re-
spectively; 0,9253, 0,9892, 0,9719, 0,9468, 0,9939 for the
first CNN architecture and 0,9240, 0,9936, 0,9745, 0,9511,
0,9975 for the second CNN architecture.

Within the scope of the study, DT-CWT was used to
reduce the image dimensions. In this way, DT-CWT tol-
erated the increase in result-producing time due to the use
of the pipeline algorithm. In this context, when the results
obtained using the original images and the ones obtained
using DT-CWT are compared, it can be seen that there is
no serious decrease in the results, in general. Using DT-
CWT, the image sizes were reduced successfully and a
reduction in the result-producing times was achieved, in
the study.

Results obtained using the LL real sub-band obtained by applying DT-CWT to the chest X-ray images (k =2 and a total of 556 images (150

CNN Type Method TP FN TN FP SEN SPE ACC F-1 AUC CPU Time

First CNN Architecture Without LBP  136,2 13,8 4014 4,6 0,9080 09887  0,9669  0,9366  0,9939  0,0496
With LBP 121,6 284 3960 10,0 08107 09754 09309 0,8634 09798  0,0492
Pipeline-1 1408 9,2 4054 0,6 09387 09985 09824 0,9663 09987  0,0987
Pipeline-2 1388 11,2 4032 28 09253 09931 09748 09519 09985  0,0987
Pipeline-3 1428 7.2 4014 46 0,9520 09887 09788  0,9603  0,9981  0,0987
Pipeline-4 1342 158 4054 0,6 0,8947 09985 09705 09423 09965  0,0987

Second CNN Architecture ~ Without LBP 1378 122 4034 2,6 09187 09936 09734 09486 09975  0,0932
With LBP 99,2 50,8 3950 11,0 0,6613 09729 0,8888  0,7580  0,9553  0,0920
Pipeline-1 1364 13,6 4060 0,0 0,9093  1,0000 09755 09523 09988  0,1852
Pipeline-2 1392 10,8 4046 14 09280 09966 09781 09577 09987  0,1852
Pipeline-3 1410 9,0 4034 2,6 0,9400 09936 09791 09603 09983  0,1852
Pipeline-4 1332 168 4060 0,0 0,8830  1,0000 09698 09401 09987  0,1852
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The pipeline algorithms proposed within the scope of the
study are based on combining the results obtained without
using LBP and with using LBP, as detailed previously. After
this stage, the study results obtained by using the pipeline
algorithms were analyzed. With the introduction of the pipe-
line algorithms, improvements were achieved in all the param-
eters obtained by using both training-test data sets and the
CNN architectures. In this context, an improvement was
achieved in general, according to the highest results obtained
without LBP and with using LBP, in terms of percentage
ranging between 0,67% and 3,73% for the sensitivity param-
eter, between 0,06% and 2,25% for the specificity parameter,
between 0% to 2,61% for the accuracy parameter, between
0,03% and 2,04% for the F-1 score parameter, and between
0% and 1,20% for the AUC parameter.

It was also observed that similar improvements were
achieved for the experiments performed by combining all data
and using 2-fold cross. In this context, according to the highest
results obtained without LBP and with using LBP, an im-
provement was achieved generally in terms of percentage
ranging between 2,13% and 5,07% for the sensitivity param-
eter, between 0,59% and 1,08% for the specificity parameter,
between 0,58% and 1,87% for the accuracy parameter, be-
tween 1,18% and 3,55% for the F-1 score parameter, and
between 0,13% and 0,59% for the AUC parameter.

When comparing the success of pipeline algorithms in im-
proving the results in general, it can be seen that the algo-
rithms of pipeline-1 and pipeline-3 obtain the highest sensitiv-
ity values; pipeline-4 obtains the highest specificity values;
pipeline-1 and pipeline-3 obtain the highest accuracy values;
pipeline-1 and pipeline-3 obtain the highest F-1 scores values;
and pipeline-1, pipeline-2 and pipeline-3 algorithms success-
fully obtained the highest AUC values.

‘When the input data with the best results obtained by using
the pipeline algorithms are examined, it can be seen that using
the real part of the LL sub-image band for the first training-test
data set and using the original images for the second training-
test data set provided the best results. Experiments performed
using the 2-fold cross by combining all the data also confirm
this situation. For this reason, only the results of the experi-
ments mentioned were included in the study, in consideration
of the length of the study.

The highest mean sensitivity, specificity, accuracy, F-1
score, and AUC values obtained using the study pipeline
algorithms are as follows, respectively; 0,9947, 0,9800,
0,9843, 0,9881, 0,9990 for the first training-test data set
and the first CNN architecture; 0,9867, 0,9800, 0,9809,
0,9853, 0,9977 for the first training-test data set and the
second CNN architecture; 0,9853, 0,9926, 0,9857,
0,9774, 0,9988 for the second training-test data set and
the first CNN architecture; and 0,9920, 0,9939, 0,9891,
0,9828, 0,9991 for the second training-test and the second
CNN architecture.
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The highest mean sensitivity, specificity, accuracy, F-1
score and AUC values obtained in the experiments performed
by combining all data and using the 2-fold cross were respec-
tively; 0,9760, 1,0000, 0,9906, 0,9823, 0,9997 for the first
CNN architecture; and 0,9707, 1,0000, 0,9867, 0,9752,
0,9994 for the second CNN architecture.

Within the scope of the study, the best results obtained
before and after using the pipeline algorithm and the compar-
ison of these results with the recent literature studies are given
in Table 24.

6 Discussion

As aresult of our study on the automatic classification of chest
X-ray images and using one of the deep learning methods, the
CNN, some important and comprehensive test results were
obtained for early diagnosis of Covid-19 disease. When the
results obtained within the scope of the study are compared
with the literature studies detailed in Tables 1 and 24, the
results of the study were found to be better than the 14 out
of the 16 studies in which this value was calculated for the
sensitivity parameter, than all the 13 studies in which this
value was calculated for the specificity parameter, than the
13 out of the 15 studies in which this value was calculated
for the accuracy parameter, than the eight out of the nine
studies in which this value was calculated for the F-1 score
parameter, and than all the 3 studies in which this value was
calculated for the AUC parameter. Moreover, if it is necessary
to make a comparison in terms of run-times, it was found that
it produced a result at least three times faster in terms of run-
time than the result was obtained in the study conducted by
Mohammed et al. [29]. This study is the only study in which
this parameter was calculated. Also, it is at least ten times
faster than the study conducted by Toraman et al. [39].
These two studies were studies in which the run-times were
shared. No information was given about run-times in the other
previous studies.

Overall, the results obtained within the scope of the study
lagged behind the results obtained in studies conducted by
Tuncer et al. [26], Benbrahim et al. [35], and Loey et al.
[38]. However, in order to make a more detailed comparison,
the number of images used in these studies should be com-
pared with the number of images used in our study. The num-
ber of images used in our study is higher than the number of
images used in these studies. In particular, the number of
images used in our study is almost three times the number of
images used by Loey et al. [38]. Another important issue is the
procedure for training and testing. There was no cross valida-
tion in the studies by Benbrahim et al. [35] and Loet et al. [38].
In our study, cross-validation in the training-test processes is
one of the important measures taken against the overfitting
problem that occurs during the training of the network.
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Table 24  Comparison of the results obtained, within the scope of the study, with previous studies

Study SEN SPE ACC F-1 AUC
Tuncer et al. [26] 0,8149-1,0000 0,9380-1,0000 0,9049-0,9955 X X
Panwar et al. [27] 0,9762 0,7857 0,881 X X
Ozturk et al. [28] 0,9513 0,953 0,9808 0,9651 X
Mohammed et al. [29] 0,706-0,974 0,557-1,000 0,620-0,987 0,555-0,987 0,800-0,988
Khan et al. [30] 0,993 0,986 0,990 0,985 X
Apostolopoulos and Mpesiana [31] 0,9866 0,9646 0,9678 X X
Waheed et al. [32] 0,69-0,90 0,95-0,97 0,85-0,95 X X
Mahmud et al. [33] 0,978 0,947 0,974 0,971 0,969
Vaid et al. [34] 0,9863 0,9166 0,9633 0,9729 X
Benbrahim et al. [35] 0,9803-0,9811 X 0,9803-0,9901 0,9803-0,9901 X
Elaziz et al. [36] 0,9875-0,9891 X 0,9609-0,9809 X X
Martinez et al. [37] 0,97 X 0,97 0,97 X
Loey et al. [38] 1,0000 1,0000 1,0000 X X
Toraman et al. [39] 0,28-0,9742 0,8095-0,98 0,4914-0,9724 0,55-0,9724 X
Duran-Lopez et al. [40] 0,9253 0,9633 0,9443 0,9314 0,988
Minaee et al. [41] 0,98 0,751-0,929 X X X

Our Study (Before Pipeline-First data set) 0,9853 0,8950 0,9539 0,9655 0,9939
Our Study (Before Pipeline-First data set) 0,9747 0,9725 0,9739 0,9799 0,9976
Our Study (Before Pipeline-First data set) 0,9800 0,9700 0,9765 0,9819 0,9975
Our Study (Before Pipeline-First data set) 09773 0,9675 0,9739 0,9800 0,9983
Our Study (Before Pipeline-Second data set) 0,9733 0,9914 0,9857 0,9772 0,9981
Our Study (Before Pipeline-Second data set) 0,9640 0,9920 0,9832 0,9730 0,9985
Our Study (Before Pipeline-Second data set) 0,9680 0,9902 0,9832 0,9732 0,9982
Our Study (Before Pipeline-Combined data set) 0,9253 0,9892 0,9719 0,9468 0,9937
Our Study (Before Pipeline-Combined data set) 09187 0,9936 0,9734 0,9486 0,9975
Our Study (Before Pipeline-Combined data set) 0,9240 0,9931 0,9745 0,9511 0,9949
Our Study (After Pipeline-First data set) 0,9947 0,9575 0,9817 0,9862 0,9990
Our Study (After Pipeline-First data set) 0,9813 0,9800 0,9809 0,9853 0,9977
Our Study (After Pipeline-First data set) 0,9933 0,9675 0,9843 0,9881 0,9988
Our Study (After Pipeline-Second data set) 0,9920 0,9877 0,9891 0,9828 0,9991
Our Study (After Pipeline-Second data set) 0,9640 0,9939 0,9845 0,9750 0,9980
Our Study (After Pipeline-Combined data set) 0,9760 0,9892 0,9856 0,9734 0,9984
Our Study (After Pipeline-Combined data set) 0,9653 1,0000 0,9906 0,9823 0,9997

However, it is known that cross validation improves the reli-
ability of the study results while balancing the study results. In
this context, these issues should be taken into consideration
when making a comparison.

In the context of the study, if an evaluation should be based
on the differentiation made between giving the images to the
CNN as input directly and after the LBP was applied, it can be
seen that the images obtained by applying the LBP produced
worse results than the original images. However, the pipeline
classification algorithm presented in the context of this study
enabled the results obtained to be improved by combining the
original and LBP-applied images. In this context, a significant

part of the best results obtained in the study was provided
using the pipeline classification algorithm. In this sense, it
can be seen that the results of the study support some other
literature studies [61-66] where the CNN and LBP methods
are used together and use of the LBP was shown to increase
the success of the relevant study.

The success achieved through the pipeline approaches in
the study is due to the fact that some classification results that
could not be revealed without using the LBP alone and with
using the LBP alone were revealed by using the two methods
together. Feeding the results from the two sources in the pipe-
line approaches results in an increase in running time.
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However, the results obtained within the scope of the study
show that this time cost can be eliminated by using DT-CWT.
In this way, it has been observed that working success can be
increased significantly without time cost. It is considered that
this model is within the scope of the study and can be used in
many other deep learning studies.

It was evaluated that another important factor in achieving
the successful results in this study was the framing process,
which included the chest region and clarified the area of in-
terest before the training and test procedures started. Hence,
thanks to this pre-process carried out in this context, the parts
lacking medical diagnostic information were removed from
the images and only the relevant areas on the images were
used in the procedures.

As the size of the inputs given to the CNN increases, the
time taken for the training and testing increases. The DT-
CWT transformation used in the study reduces the size of
the image by half. Although the image sizes are reduced by
half, there is no serious adverse effect on the study results. By
contrast, some of the best results achieved in the study were
obtained using the DT-CWT. In this context, although the
pipeline classification algorithms proposed in the study in-
crease the time to produce the results for the image, the times
in question are less than half the time required for the images
to be used directly without applying LBP and DT-CWT. Also,
all the training and test procedures provided in the study re-
flect the amount per image. However, approximately 98% of
these periods are spent on the training procedures. In this
context, in the case where the results obtained by the transfer
learning approach are used with the pipeline classification
algorithm proposed in the study, the periods mentioned will
decrease accordingly.

The pipeline algorithms revealed within the scope of the
study were tested for data sets with different weights in terms
of the number of Covid-19 and non-Covid-19 images, for
different training-test ratios and different CNN architectures.
The pipeline algorithms were successful for all these situations
that may have affected the results. This shows that the pro-
posed pipeline algorithms are not partial but are general solu-
tions. From this point of view, it is obvious that if the pipeline
algorithms mentioned above are added to the algorithms used
in other literature studies, this would increase the success of
these studies.

The results of the study show that analyzing chest X-ray
images in the diagnosis of Covid-19 disease using deep learn-
ing methods will speed up the diagnosis and significantly
reduce the burden on healthcare personnel. To further improve
the results of the study, increasing the number of images in the
training set, i.e., the creation of databases in which the clinical
data of patients with Covid-19 that are accessible to the public,
is of prime importance.

@ Springer

After this stage, it is aimed to realize applications using CT
images of the lungs an important diagnostic tool, such as chest
X-ray images, in Covid-19 disease diagnosis. In addition, it is
planned to analyze the effects of using the results obtained,
through direct transfer learning in pipeline classification algo-
rithms, on the study results. This is evaluated as another im-
portant application to classify the complex-valued sub-bands
of images obtained by applying DT-CWT, with the help of
using the complex-valued CNN directly.
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