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Abstract
With the outbreak of COVID-19, medical imaging such as computed tomography (CT) based diagnosis is proved to be an
effective way to fight against the rapid spread of the virus. Therefore, it is important to study computerized models for infectious
detection based on CT imaging. New deep learning-based approaches are developed for CT assisted diagnosis of COVID-19.
However, most of the current studies are based on a small size dataset of COVID-19 CT images as there are less publicly
available datasets for patient privacy reasons. As a result, the performance of deep learning-based detection models needs to be
improved based on a small size dataset. In this paper, a stacked autoencoder detector model is proposed to greatly improve the
performance of the detection models such as precision rate and recall rate. Firstly, four autoencoders are constructed as the first
four layers of the whole stacked autoencoder detector model being developed to extract better features of CT images. Secondly,
the four autoencoders are cascaded together and connected to the dense layer and the softmax classifier to constitute the model.
Finally, a new classification loss function is constructed by superimposing reconstruction loss to enhance the detection accuracy
of the model. The experiment results show that our model is performed well on a small size COVID-2019 CT image dataset. Our
model achieves the average accuracy, precision, recall, and F1-score rate of 94.7%, 96.54%, 94.1%, and 94.8%, respectively. The
results reflect the ability of our model in discriminating COVID-19 images which might help radiologists in the diagnosis of
suspected COVID-19 patients.
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1 Introduction

Coronavirus severe acute respiratory syndrome (SARS)-CoV-
2 broke out in December 2019. All patients infected with
COVID-19 virus developed symptoms of mild or severe re-
spiratory disease COVID-19 [1, 2]. In the following months,
COVID-19 spreads rapidly around the world. On March 11,
2020, the World Health Organization declared COVID-19
disease to be a global pandemic [3, 4]. The inefficiency of
the global detection of the disease is one of the reasons for
its rapid spread [5]. Since the isolation and genome

sequencing of COVID-19 virus [6, 7], the current diagnostic
methods for detection of COVID-19 virus include nucleic acid
detection kit method (TR-PCR method) and COVID-19
nucleic acid sequencing method. However, TR-PCR method
requires at least 4 hours to obtain the test results. And nucleic
acid sequencing method takes much longer [8, 9]. Moreover,
for some countries and regions with insufficient funds, the
reagent and equipment needed for these diagnostic methods
will be relatively tight, thus delaying the rapid diagnosis of
infected people, which led to the rapid spread of COVID-19 in
the world [10].

Chest CT images play a significant role in the auxiliary
diagnosis of COVID-19. The COVID-19 chest CT assisted
diagnosis method based on deep learning might take a few
seconds to obtain accurate test results [11–13]. Currently,
many researchers have proposed the chest CT diagnostic mod-
el of COVID-19 [14–17], such as patch-based deep neural
network architecture [14], and dual-sampling attention net-
work [17]. However, a little chest CT images are available
obtained because of patient privacy. Therefore, most of these
diagnostic models are trained on a small chest CT dataset of
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COVID-19 patients. However, these detection models based
on deep learning have large variances and are prone to gradient
disappearance and overfitting. The performance of these detec-
tion models still has great room for improvement. To solve the
problem of gradient disappearance and overfitting, a stacked
autoencoder detector model is proposed to improve the perfor-
mance of COVID-19 diagnostic in this paper. The stacked
autoencoder detector model is trained on the currently available
small chest CT dataset of COVID-19 patients. And comparing
the performance of our model with the baseline model, we
achieved an average 10% improvement in the accuracy of our
model. In this paper, our main contributions include:

& A new stacked-autoencoder-based model was proposed
for COVID-19 diagnosis that can overcome the gradient
disappearance and overfitting caused by deep neural net-
work training on a small dataset to some extent.

& A new reconstruction loss was constructed as a regular
term, which can improve the detection accuracy.

& The average performance of our model outperforms the
current binary baseline COVID-19 diagnostic model
based on the same small chest CT dataset.

The remainder of this paper is organized as follows: the
previous work is presented in Section 2, the methodologies
including the proposed model, datasets, and training strategy
are described in Section 3, and the experimental design and
results are presented and analyzed in Section 4. Section 5 and
Section 6 discusses and summarizes this paper.

2 Previous works

In recent years, deep learning technology has achieved prom-
ising results in the automatic analysis of multimodal medical
images to complete radiological tasks [18–20]. Deep
convolutional neural networks are a powerful deep learning
architecture, which has been widely applied to image classifi-
cation, pattern recognition, and other fields [21]. In previous
studies, deep convolutional neural networks have been
exploited to classify chest CT images and successfully diag-
nosed common chest diseases such as Tuberculosis screening
[22] and mediastinal lymph nodes in CT images [23]. During
the current COVID-19 outbreak, researchers are trying to
make their efforts to alleviate the epidemic through their re-
search [14–17]. Based on the previous studies, the application
of deep convolutional neural networks in the COVID-19 aux-
iliary diagnosis of chest CT is a worthy research direction.
Many researchers are working in this direction. Generally,
there are two different kinds of deep learning diagnostic
models for COVID-19.

One kind of COVID-19 diagnostic methods is binary clas-
sification diagnostic model, including DenseNet [24], DRE-

Net [25], M-Inception [26], etc. In [24], a publicly available
COVID-CT dataset was built, in which there were 275 chest
CT scans of COVID-19 positive patients. A deep
convolutional neural network was trained on this dataset and
the model achieved an accuracy rate of 84.7%. In [25], a deep
learning model was built for pneumonia (COVID-19) classi-
fication. By tuning hyperparameters according to the valida-
tion set, the model achieved an accuracy rate of 86%. In [26],
an inception migration neural network was constructed, and
which achieved 82.9% accuracy finally.

The other is multi-classification diagnostic model, includ-
ing location-attention oriented model [27], CoroNet [28],
COV-Net [29], etc. In [27], it used Res-Net to extract features
from CT images together with a location-attention mechanism
model, could accurately distinguish COVID-19 cases from
Influenza-A viral pneumonia cases and health cases, with an
overall accuracy rate of 86.7%. In [28], a deep convolutional
neural network was trained on the dataset which included
COVID-19 positive chest CT images, pneumonia bacterial,
pneumonia viral, and normal CT images. And the model
achieved an overall accuracy of 89.5%. In [29], a deep
learning-based CT diagnostic system was developed to iden-
tify COVID-19 patients based on the collected CT datasets.
The experimental results showed that the accuracy of the mod-
el was 87%.

These chest CT assisted diagnostic models using deep
learning for COVID-19 are mostly based on a limited number
of COVID-19 CT datasets. The performance indicators of
these models, such as accuracy and recall rate have not
reached the requirements for the actual detection of COVID-
19. And the application of deep learning techniques to identify
and detect novel COVID-19 in chest CT is still quite limited
so far. Therefore, this paper aims to propose a new framework
of deep learning classifiers to assist radiologists to automati-
cally diagnose COVID-19 in chest CT images.

3 Methodology

3.1 Overall architecture of the proposed model

Generally, the better experimental results are obtained by deep
network fitting training based on large datasets. Deep learning
modeling is usually to establish a deeper network structure,
and the deeper the neural network is in theory, the higher the
fitting degree of the model. However, since the traditional
mult i- layer neural network uses the way of loss
backpropagation, the smaller the loss of propagation as the
deeper the network layer, which results in the problem of
gradient disappearance [30]. For the training of deep neural
networks on a small dataset, the problem of gradient disap-
pearance is more and more serious. Solving the gradient dis-
appearance problem in the training process of a small CT
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image dataset is of great importance. Kaiming He put forward
by using deep residual network structure to improve the gra-
dient disappeared. By adding a shortcut connection structure
in the deep neural network, the gradient can be transferred
from the first layer to the last layer of the network, which
can alleviate the problem of gradient getting smaller and
smaller in the deep neural network to some extent. Different
from this approach, stack autoencoder improves gradient dis-
appearance from the perspective of improved training way. In
general, stack autoencoder uses a separate encoding and
decoding network for all convolution layers in the network
for separate training. In single layer encoding and decoding
networks, gradient disappearance is generally not easy to oc-
cur, thus avoiding the problem of gradient disappearance that
may occur during the training of the entire deep network. This
is also the core idea of a stacked autoencoder neural network
[31, 32]. A stacked autoencoder neural network is a modeling
method to use an autoencoder neural network. The overall
architecture of the stacked autoencoder detector model is
shown in Fig. 1.

In Fig. 1a, a 3 by 3 convolution layer is used to extract the
feature layer by layer, in which Local Response
Normalization(LRN) and Max-Pooling are conducted before
the convolution operation of feature h2、h3 and h4 (feature
h2、h3 and h4 are the encoding outputs of Autoencoder 2, 3
and 4). LRN is proposed in Alex-Net by Hinton [33]. LRN
layer simulates the lateral inhibition mechanism of the biolog-
ical nervous system and creates a competitive mechanism for
the activity of local neurons, making the relatively large value
of response relatively larger and improving the generalization
ability of the model. In Fig. 1b, Chest CT images are used
directly for encoding and decoding. The layer 1 network in-
cludes the encoder part for feature extraction and decoder part
for restoring the original feature map of the input. Different
from Fig. 1b, the input feature map of Fig. 1 is firstly operated
by LRN andMax-Pooling. Figure 1c shows the network of the

Autoencoder 2 of the whole stacked autoencoder diagnosis
model.

The network of layer 3 and layer 4 is the same as that of the
layer 2. It is important to note that the loss functions of the first
four layers of autoencoder networks are different. The loss of
the layer 1 autoencoder network is the reconstruction loss, as
shown in Eq. (1):

J1 ¼ 1

N

XN
i¼1

L f decoding1 w; xð Þ; x
� �

ð1Þ

Where N denotes the size of batch size, w is the parameter
matrix of layer 1,x is the input CT image, andL is loss function
Mean-Squared-Error (MSE), as shown in Eq. (2):

LMSE f decodingðw; xÞ; x
� �

¼ f decodingðw; xÞ � x
� �2

ð2Þ

The loss function term selected for the first fourth
layers of the model is the mean squared error, aiming
to approximate the real data as much as possible [34].
The value of the loss function becomes smaller and
smaller after iteration training until it is reduced to the
minimum. The layer 2 loss function is based on the layer
2 itself reconstruction loss plus the layer 1 autoencoder
network loss function J1 as the regularization term, as
shown in Eq. (3):

J2 ¼ J1 þ 1

N

XN
i¼1

L f decoding2 w
0
; h1

� �
; h1

� �
ð3Þ

Where J1 denotes the layer 1 autoencoder network loss

function as the regularization item, w
0
is the parameter matrix

of layer 2, and h1 is the output of layer 1 f encoding, as shown in
Eq. (4):

h1 ¼ fencoding w; xð Þ ð4Þ

Fig. 1 Stacked autoencoder model structure, a the overall architecture of the stacked autoencoder detection model, b stacked autoencoder layer 1
structure, c stacked autoencoder layer 2 structure
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The loss function of layer 3 and 4 are similar to those of the
layer 2. The loss function of layer 3 is the reconstruction loss
of layer 3 plus the loss function of the first two layers of the
autoencoder network as shown in Eq. (5). The loss function of
layer 4 is the reconstruction loss of layer 4 plus the loss func-
tion of the first three layers of the autoencoder network as
shown in Eq. (6).

J3 ¼ J2 þ 1

N

XN
i¼1

L f deconding3; h2
� �

ð5Þ

J4 ¼ J3 þ 1

N

XN
i¼1

L f deconding4; h3
� �

ð6Þ

Where h2 and h3 are the output of layer 2 f encoding and the
output of layer 3 f encoding . And when calculating the classifi-

cation loss, we add the loss function of each of the four layers
autoencoder networks as the regular term, as shown in Eq. (5):

Jclassification ¼
X4
i¼1

J i þ 1

N

�
XN
i¼1

L
0
f classification w

0 0
; h5

� �
; y

� �
ð7Þ

Wherew
0 0
denotes the parameter matrix of the last layer,y is

the label of CT image,h5 is the output of layer 5, andL
0
is loss

function term Lcross�entropy, as shown in Eq. (6):

Lcross�entropy f classification w
0 0; h5

� �
; y

� �

¼ �ylog f classification w
00; h5

� �� �
ð8Þ

The loss function term selected for the last layer of the
model is the cross-entropy loss, aiming to obtain the probabil-
ity values of COVID-19 and non-COVID-19.

The optimization function acts on the loss function in the
process of backpropagation, and the optimizer wants to find a
minimum loss value, that is, the local optimal solution. We
build new global loss functions by continually adding the loss
function of the previous layer as regular terms to the loss of the
current layer. On this new loss function, the optimizer can find
a better local optimal solution. In other words, this new global
loss function not only makes the feature extraction effect of
each layer better but also improves the effect of the final
classification.

3.2 The detection model

In this section, we introduce the modeling approach of the
stacked autoencoder detection model. Our model is a neural
network composed of autoencoders that train multi-layer net-
works layer by layer, which trains the convolution kernel of
each layer by autoencoder in the order from front to back. The
output of the last layer is taken as the input feature of the
softmax classifier, and the classification results are output by
softmax. Here we present the entire modeling process of our
model in three steps.

Firstly, an autoencoder is trained to obtain the input first-
order feature h1 of the original CT scan image data, as shown
in Fig. 2. We can use a formula to represent this process:

yout ¼ f decodingðw
0
; f

encoding
w; xð ÞÞ ð9Þ

Where x represents the input CT image,w is the weight

matrix of layer 1 encoder,w
0
is the weight matrix of the layer

1 decoder. In general, the result of training a convolutional
neural network is equivalent to obtaining a complex encoding
function f encoding. The entire convolutional network is a high-

level function with numerous parameters. In this process,
there is generally no decoding process. Here we train each
layer separately by adding a decoding process to get the cor-
responding encoding function f encoding. The output yout of the
decoding function f decoding is required to be as similar as

Fig. 2 Stacked autoencoder layer 1 structure
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possible to the input. Thus, after each layer is trained separate-
ly, the weightw learned by the encoding function f encoding has
a better ability to extract features than the weight w obtained
by the traditional training method. And we can get the feature
h1, which is the output of f encoding, as shown in Eq. (4).

Secondly, the output feature h1 in the previous step is taken
as the input to acquire feature h2 through layer 2 autoencoder,
as shown in Fig. 3. In the same way, feature h2 can be used as
the input to obtain feature h3 through autoencoder on the next
layer. Again, we can get feature h4. After getting feature h4,
feature h4 is used as the input to obtain h5 through the next
dense layer.

Thirdly, we connect the feature h5 of the previous step to
the softmax classifier to get the results of classifying the digital
labels of the image, as shown in Fig. 4. In this step, the
softmax classifier obtains the probability of two types of labels
by combining the feature data calculated from the previous
layers. One is Y1, which is the CT scan image of non-
COVID-19. The other category is Y2, which represents CT
images of COVID-19 positive patients. Finally, these six
layers are combined to form a stacked autoencoder detector
with four convolution layers、one dense layer, and one
softmax layer, which can classify CT scan images.

3.3 Training

3.3.1 Datasets

A baseline chest CT dataset of COVID-19 collected and pub-
lished by UC San Diego is used in our research [24]. The
artificial intelligence method for CT image detection of
COVID-19 have the advantages of fast speed, low cost, and
high accuracy. However, due to privacy concerns, the CT
scans used in these works are not shared with the public.
This greatly hinder the research and development of more
advanced AI methods for more accurate testing of COVID-
19 based on CT. To address this issue, the dataset collectors
build a COVID-CT dataset that contain 275 COVID-19 pos-
itive chest scan images and 195 COVID-19 negative chest
scan images. And the dataset is open-sourced to the public,

to foster the R&D of CT-based testing of COVID-19. The
published website for this dataset is in the footnote section
of this page1. The COVID−CT dataset have been uploaded
to GitHub by dataset collectors and is being continuously
supplemented. The dataset collectors extract publicly avail-
able CT images from 760 preprints, which are from
medRxiv and bioRxiv, and manually select images with clin-
ical manifestations of COVID−19 by reading the image de-
scriptions. The CT images vary in size, with the minimum,
average and maximum heights of 153, 491, and 1853. The
minimum, average, and maximum widths are 124, 383, and
1485. These scans are from 143 patient cases. Before training
the model using the CT scan images, uniform resizing and
standardization are adopted for these data. The final process-
ing size is 224 by 224.

3.3.2 The training strategy

In this section, we describe the training methods of our model
from three aspects: the division of training set, training pro-
cess, and training results. Before training the model, the first
step is to partition the dataset. By the hold-out method, the
original dataset is divided into three mutually exclusive sets,
which are divided into a training set, verification set, and test
set. Table 1 describes the partitioning of the dataset. The train-
ing set includes 183 COVID-19 positive CT images and 146
COVID-19 negative CT images. The verification set includes
57 COVID-19 positive CT images and 15 COVID-19 nega-
tive CT images. The test set includes 35 COVID-19 positive
CT images and 34 COVID-19 negative CT images. And the
purpose of setting up the dataset is to maintain the consistency
of the dataset with the baseline model on the current COVID-
2019 binary classification. So that, we can provide more fair
comparisons in the experiments

To obtain a reliable and stable model, the 5-fold cross-
validation method is used here. Cross-validation is effective
in overcoming the overfitting problem. It can make full use of
all CT images in the limited dataset for training, and finally

Fig. 3 Stacked autoencoder layer 2 structure

1 https://github.com/UCSD-AI4H/COVID-CT.
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take the average of the results of cross-validation, which
makes the evaluation results more convincing. We mix the
training set and the test set into a new dataset. Then the new
dataset is divided into 5-fold cross-validation, as shown in Fig.
5. The new dataset is bisected into five mutually exclusive
subsets, selecting one of them as the test set each time and
training the model five times. And the test results of the five
test sets are summed and averaged to obtain the comprehen-
sive performance evaluation parameters of the model.

After the dataset is divided, the next step was to train the
model with the divided training set. According to the sequence
of the network layer, the training starts from layer 1
autoencoder of the stacked autoencoder detector model. To
improve the robustness of the model, gaussian noise is added
to the CT scan images. Therefore, the layer 1 network can
perform certain denoising ability on the input image after the
layer 1 autoencoder training is completed. And we save the
training parameters of layer 1 autoencoder to provide a good
initial weight for the training of layer 2. When the layer 2
networks are trained, the original data are firstly inputted to
the layer 1 network to acquire the input of layer 2. Similarly,
the layer 3 and 4 are trained separately after the layer 2 net-
work is trained.

When each layer network is trained separately, the optimi-
zation function selected is Adam optimizer [35]. The key to
the neural network is to calculate each neuron, asfollows:

z l½ � ¼ w l½ �a l�1½ � þ b l½ �

a l½ � ¼ g z l½ �� �

8<
: l ¼ 1; 2; ::; nð Þ ð10Þ

Where l is the number of layers,w l½ � is the parameter matrix,

b l½ � is the deviation,a l½ � is the output matrix of each layer, and g
is the activation function. The Relu function is used for better
normalization with LRN [36]. By this formula, each layer of
neurons in the neural network is calculated simultaneously.
The predicted value is obtained by a series of calculations on
the hidden layer. Then, the stochastic gradient descent method
shown in Eq. (11) is applied to the backpropagation, so that

the weight w l½ � and partial positive b l½ � of each layer can be
fitted appropriately [37, 38].

z l½ � ¼ w l½ � � � @J
@w l½ �

b l½ � ¼ b l½ � � � @J
@b l½ �

8<
: l ¼ 1; 2; ::; nð Þ ð11Þ

To further improve the performance of the model, a cas-
caded approach is used to further optimize network parame-
ters. Cascading all layers together to create a new network.
Here, the output of the first layer is reused, and the input data
is also the original CT scan image data. Like the layer 1 of the
cascade network structure, the other layers are redefined, but
the parameters such as the weights trained in each layer are
shared.

After the whole model is trained, we get the end-to-end
stack autoencoder detection model. In the third step, we intro-
duce our model hyperparameters and loss in the training pro-
cess. Table 2 shows the model parameters that had been tested
a lot. And we get the best-stacked autoencoder detection mod-
el through these parameters. The training loss of the first four
layers of the autoencoder network is shown in Fig. 6a-d. As
shown in Table 2, we set the epochs to be 500 rounds. During
the training, we set the loss value to be saved every 1 round. In
Fig. 6a, we can see that the initial loss value of layer 1 is above
1.0, which is a relatively high loss. Because the initial weight
and other parameters of the autoencoder network in layer 1 are
randomly initialized [39], and the CT image sent into the
network for training is the image with added noise. The loss
reduces to about 0.5 after 30 epochs, after which the loss is
reduced to the minimum and starts to appear slight fluctua-
tions. In Fig. 6b, since the input of the layer 2 autoencoder

Fig. 4 Stacked autoencoder layer 5 structure

Table 1 Original statistics of data split

Classes Non- COVID COVID − 2019 Total

Train 146 183 329

Validation 15 57 73

Test 34 35 69
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network is obtained through the layer 1 encoder network, the
initial value of the layer 2 training loss is a small value like
0.55. Then it drops to about 0.45. The descending curves of
the training loss in layer 3 and layer 4 are similar to that in
layer 2, as shown in Fig. 6c-d.

The decline of classification loss in the last layer seemsmuch
more gradual than that in the first four layers, as shown in
Fig. 6e. And the training loss after the drop is still larger in
Fig. 6b-d. It shows that the overall loss has not fallen much.
This is because the loss functions of the layer 2, 3, 4 and last
layer each add the previous reconstruction loss. In the process of
gradient descent and back-propagation, the encoding function of
each layer can further improve the ability of feature extraction.

In Fig. 6f, we can preliminarily see the effect of the new loss
function constructed by the superposition reconstruction loss.
Figure 6f is the training loss obtained from unified training by
connecting all levels. This cascading network shares the param-
eters such as the weight of the trained decoding function, so it
can be seen from the Fig. 6f that the initial training loss is small,
and its value is below 0.4, and then down to about 0.3. And the
training accuracy has been above 0.9.

4 Experimental design and results

4.1 Evaluation metrics

In the experiment, the following performance metrics are used
tomeasure the performance of the stack autoencoder detection
model. TP represents the true positive. TN represents the true
negative. FP represents the false positive. FN represents the
false negatives. The matrix consisting of the parameters of the
four-test metrics is the confusion matrix. The values of each
performance index can be calculated from the confusion ma-
trix [40], where:

Accuracy ¼ TPþ FN

TPþ TNþ FPþ FN
ð12Þ

Accuracy reflects the judgment ability of the detection
model to the whole test set, it can judge the positive as positive
and the negative as negative.

Recall ¼ TP

TPþ FN
ð13Þ

Recall refers to the proportion of the predicted positive
cases in the total positive cases.

Fig. 5 Schematic representation
of training and testing schemes
employed in the 5-fold cross-val-
idation procedure

Table 2 The parameters of the model

Parameters Values

Hidden layer 5

Neurons #1 3x3x16

#2 3x3x32

#3 3x3x64

#4 3x3x128

#5 6272

Learning rate 0.001

Activation function #1#2#3#4#5 Relu

#6 Softmax

Loss function #1#2#3#4 Mean squared loss

#6 Sparse softmax cross entropy

Optimizer Adam

Epochs 500

Batch size 128
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Precision ¼ TP

TPþ FP
ð14Þ

Precision refers to the proportion of the real positive exam-
ple in the positive example judged by the detection model.

F1 ¼ 2TP

2TPþ FPþ FN
ð15Þ

F1 refers to the harmonic mean of precision rate and recall
rate and represents the discriminant ability of the model for
each category.

4.2 Experimental results

In this section, we report the experimental results of our model
on the test set and compare them with some existing models.
The stacked autoencoder detection model has trained a total of
six times. For the first time, we trained and tested our model
with the dataset obtained by the original dataset partitioning
method in Table 1. The test results of the confusion matrix are
shown in Fig. 7a. Figure 7b-f is the test results of the confusion
matrix obtained by using the 5-fold cross-validation method
shown in Fig. 5. Also, accuracy, precision, F1-score, and re-
call results for the binary classification task are given in
Table 3.

It can be noted from Table 3 that the proposed model has
achieved an average accuracy of 94.7% in detecting COVID-
19 and the obtained average precision, recall, and F1-score

values of 96.54%, 94.1%, and 94.8%, respectively. This result
is significantly better than the model performance trained by
the dataset divided by the original method. From the results of
5-fold cross-validation, we speculate that this is because the
distribution of the dataset divided by the original method de-
viates from the distribution of the standard COVID-19 CT
image data. As a result, the model trained by this dataset can
only detect COVID-19 CT images with certain features, so its
test results in the test set are worse than the results of 5-fold
cross-validation. The training set obtained by the method of
Fold-1 and the original division method contain CT images
deviating from the standard distribution, so the experimental
result of Fold-1 is similar to the experimental result of the
original division method. And the other four cross-validation
models showed high generalization on the test set.

Fig. 6 Training loss of stacked autoencoder model: a is the training loss
of autoencoder layer 1, b is the training loss of autoencoder layer 2, c is
the training loss of autoencoder layer 3, d is the training loss of

autoencoder layer 4, e is the training loss of the last classification layer,
f is the training loss and accuracy of cascaded stacked autoencoder model

Table 3 Performance metrics the proposed model including each fold,
an average of 5 folds, and the original dataset

Folds Accuracy (%) Precision (%) Recall (%) F1 Score (%)

Fold-1 86.2 100 75.0 85.7

Fold-2 93.7 89.7 100 94.6

Fold-3 97.4 97.6 97.6 97.6

Fold-4 97.5 97.7 97.7 97.7

Fold-5 98.7 97.7 100 98.8

Average 94.7 96.54 94.1 94.8

Original 88.4 100 77.1 87.1
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Meanwhile, in addition to training our model, we also
trained the baseline model in [26] on the original partitioned
dataset and obtained test results, as shown in the first row of
Table 4. Moreover, we build the same convolutional network
detection model as our model framework. Similarly, we train
the convolutional network detection model on the original
partitioned data sets and obtain the test results, as shown in
the second row of Table 4. The first three models in Table 4
are all trained and tested with the data sets obtained by the
original data partitioning method. The fourth and fifth rows
show the performance of the model presented in recent related
studies. Both the two models focus on the COVID-19 CT im-
age binary classification task. The performance of all models is

shown in Table 4. From the comparison of the performance, we
can see that our model archives the best performance. And it is
the first time to use a stacked autoencoder to train the COVID-
19 detection model on a small CT dataset. Our technical con-
tribution lies in we build a stacked convolutional autoencoder
and design a new loss function which adds the reconstruction
loss to classification loss for our detection model. The compar-
ison results show that our stacked autoencoder model is indeed
effective. This is mainly due to the stacked autoencoder neural
network has a strong feature expression ability and the advan-
tages of deep convolutional neural network. It can usually ob-
tain the hierarchical grouping structure feature or the partial-
whole structure feature of the input. The stacked autoencoder

Fig. 7 The original and 5-fold confusionmatrix results for the binary classification task: aOriginal confusionmatrix, b Fold-1 CM, c Fold-2 CM, d Fold-
3 CM, e Fold-4 CM, and f Fold-5 CM

Table 4 Performance comparison
of different deep learning models The Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)

Baseline Model [26] 84.7 97 76.2 85.3

Convolution Model 84.2 90 77.1 83.1

Our Model (Original dataset) 88.4 100 77.1 87.1

DRE-Net [27] 86.0 79.0 96.0 87.0

M-Inception [28] 82.9 73.0 88.0 77.0

Our Model (Average of 5 folds) 94.7 96.54 94.1 94.8
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Fig. 8 The process of extracting features in the stacked autoencoder detection model. From top to bottom: twelve different feature extraction operations.
From left to right: ten different CT scan images feature maps

Fig. 9 Test results of layer 1
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tends to learn the characteristic vector corresponding to the
sample, which can better represent the data characteristics of
the high-level sample.

Besides, after 5-fold cross-validation, the average perfor-
mance metrics of our model are much better than that of the
baseline model except for precision. The average precision of
our model is not higher than that of the baseline model.
Through further analysis and verification, we find that is be-
cause many samples in the training set divided by Fold-2 have
special characteristics, which interferes with the discriminant
results of the model. We can also see that from the Fold-2
experiment in Table 3. In the experimental results of Fold-2,
the precision of the model is only 89.7%, which is quite differ-
ent from the precision of the other four crossover experiments.
This also proves that our analysis results are reasonable. The
inspiration is to try to screen out those special samples that have
a great influence on the model when training the model.

5 Discussions

In this section, we discuss the reasons why our model can
achieve better detection performance. We find that this is
mainly because the stacked autoencoder detector model has
the following advantages:

Firstly, each layer of the stacked autoencoder detector
model can be trained separately, which ensures the controlla-
bility of the dimensionality reduction of the CT scan image
features. The training results of each convolution layer can be
obtained. Figure 8 shows the process of extracting features
from each layer convolution in the stacked autoencoder detec-
tion model. In Fig. 8, there are a total of ten columns, and each
column displays different CT images feature maps extracted
by each layer in the stacked autoencoder model. Besides, the
figure has 12 rows, and each row shows feature maps obtained

by a feature extraction operation. The 12 operations were di-
vided into four blocks, and the operations of each block are 3
by 3 convolution, Max-Pooling, and LRN. The first, fourth,
seventh, and tenth rows are the feature maps obtained after the
convolution operation. These four convolution layers have
been trained by the autoencoder. After convolution, the max-
imum pooling operation and LRN normalization are per-
formed to reduce the dimensionality of the feature maps and
improve the response value of useful features.

From the last raw feature maps of Fig. 8, we can see that
our model can extract sample features useful for binary clas-
sification from the original CT input image after four-layer
autoencoder training alone. But it is worth noting that if the
original input image has some special features that are not
related to classification, it will have an impact on the final
classification result. For example, in the extraction process
of the sixth column of the feature maps in Fig. 8, we found
that there are some useless features outside the chest CT range.
However, these useless features are characterized in the last
row of the feature map, which will interfere with the subse-
quent classification operations. This was alsomentioned when
discussing the experimental results earlier.

Secondly, the regularization item added in each layer also
plays an important role in improving the detection accuracy of
the detection model. The regularization term is helpful for the
model to find a better local optimal point when gradient de-
scent is carried out so that the model finally achieves a good
convergence effect. Figures 9 and 10 respectively show the
testing effect of autoencoder layer 1 and layer 2. In Fig. 9, the
first row is the original image after adding noise, and the
second row is the original CT image. The third row is the
recovered output image by the layer 1 decoding. As can be
seen from Fig. 9, the Gaussian noise added in the original CT
scan image can be removed, and some high-dimensional fea-
tures of the original data can be extracted. In Fig. 10, the first

Fig. 10 Test results of layer 2
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two rows of images are the original CT images and the CT
images after adding noise. The third row is the output of the
original CT image after the dimension reduction of the first
layer. The fourth row is the decoding output of the layer 2.We
can see from Fig. 10 that the output of features after deeper
extraction is in a state of low-dimensional features. And the
detection model can quickly obtain the low-dimensional fea-
tures of this layer and optimize the parameters of this layer
through gradient descent. We can also see from Figs. 9 and 10
that the input and output feature maps of autoencoder layer 1
and layer 2 are very close. This is also the obvious manifes-
tation of the regularization effect after adding the reconstruc-
tion loss as the regularization item in each layer.

Thirdly, a stacked autoencoder network is a method of
using an autoencoder network, which is a neural network
composed of multi-layer trained autoencoder. Since each layer
in the network is trained separately, it is equivalent to initialize
a reasonable value for the parameters of each layer in the
network before the cascade training. So, this network is easier
to train and has faster convergence and higher accuracy. It is
usually not easy to build a complete set of available models for
high-dimensional classification problems. Only blindly in-
creasing depth will only make the results more and more un-
controllable. And the network will be an uncontrollable black
box in the end [41]. The dimension reduction layer by layer
can simplify the complex problem. The stacked autoencoder
detector can be used to train any deep network. For the stacked
autoencoder, the features after dimensionality reduction are
directly used for the secondary training. The depth of arbitrary
layers can be deepened without worrying about the gradient
disappearance in the training.

6 Conclusions

In this paper, we have proposed a fast and accurate stacked
autoencoder detection model to detect COVID-19 cases from
chest CT images. And our model is fully automated with an
end-to-end structure without the need for manual feature ex-
traction. In the current severe epidemic, our model can detect
COVID-19 positive cases quickly and efficiently. The stacked
autoencoder detector model can help front-line clinicians to
diagnose suspected cases. And the auxiliary diagnostic model
developed by using artificial intelligence methods such as
deep learning is of great significance to the prevention and
control of epidemic diseases in countries and regions with a
shortage of medical materials and equipment in the world.
Besides, with the release of more and more COVID-19 chest
CT scan image datasets, the detection accuracy of such deep
learning models as the stacked autoencoder detector will be
greatly improved. It will play a great role in the prevention and
control of the COVID-19 epidemic and cutting off the trans-
mission chain.
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