
Annals of Operations Research
https://doi.org/10.1007/s10479-021-04490-6

ORIG INAL RESEARCH

An extended robust mathematical model to project
the course of COVID-19 epidemic in Iran

Reza Lotfi1,2 · Kiana Kheiri3 · Ali Sadeghi1 · Erfan Babaee Tirkolaee4

Accepted: 7 December 2021
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
This research develops a regression-based Robust Optimization (RO) approach to efficiently
predict the number of patients with confirmed infection caused by the recent Coronavirus
Disease (COVID-19). The main idea is to study the dynamics of the COVID-19 outbreak at
the first stage and then provide efficient insights to estimate the necessary resources accord-
ingly. The convex RO with Mean Absolute Deviation (MAD) objective function is utilized
to project the course of COVID-19 epidemic in Iran. To validate the performance of the
suggested model, a real-case study is investigated and compared to several well-known fore-
casting models including Simple Moving Average, Exponential Moving Average, Weighted
Moving Average and Exponential Smoothing with Trend Adjustment models. Furthermore,
the effect of parameter uncertainties is examined using a set of sensitivity analyses. The
results demonstrate that by increasing the degree (coefficient) of regression up to 8, MAD
value decreases to 1378.12, and consequently, the corresponding equation becomes more
accurate. On the other hand, from the 8th degree onwards, MAD value follows an upward
trend. Furthermore, by increasing the level of regression uncertainty, MAD value follows
a downward trend to reach 1309.28 and the estimation accuracy of the model increases
accordingly. Finally, our proposed model achieves the least MAD and the greatest correla-
tion coefficient against the other models.

Keywords COVID-19 pandemic · Prediction · Regression · Robust optimization · Mean
absolute deviation

1 Introduction

For the first time in December 2019, a new strain of Coronavirus was identified in Wuhan,
China. People were diagnosed with pneumonia for no apparent reason and existing vaccines,
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and treatments were ineffective. The novel Coronavirus disease took the official name of
COVID-19 from World Health Organization (WHO) when the number of deaths surpassed
1000 people. On January 30, 2020,WHO issued a statement declaring the novel Coronavirus,
a public health emergency, posed a threat to the entire world, not just China. Following the
COVID-19 pandemic crisis in various regions of the world, the government of Iran officially
confirmed the epidemic on 19 Feb 2020. Since the beginning of the Coronavirus epidemic
coincided with the H1N1 flu epidemic, the health system mistakenly recognized it as flu and
was slow to notice the onset of the disease (Mardani et al., 2020). One of the challenging
issues in the outbreak of COVID-19 is the incubation period, which varies from 3 to 14 days
(Tirkolaee, Abbasian, et al., Tirkolaee, Hadian, et al., 2020). That is why the treatments did
not work on patients infected by the COVID-19.

To date, some countries product vaccine and only some of them is successful. According
to WHO, COVID-19 is an acute respiratory syndrome that is transmitted through respira-
tory droplets and airways. The examination of this disease needs the serious attention of
governments to take the essential measures to reduce the impact of this global epidemic.

From 22 Feb 2020, the COVID-19 risk status went from white to yellow in Iran. In
mid-February 2020, Iran became the second focal point for spreading the Coronavirus in
the world after China. In early March 2020 and after the COVID-19 epidemic in Iran, the
Iranian minister of health stated that health centers throughout the country should be ready
to provide services to the COVID-19 patients. Meanwhile, many public places and events,
including schools, higher education institutions and universities, movie theaters, concerts and
theater performances, national sports competitions and leagues inTehran and other citieswere
gradually closed and government office hours were reduced in several provinces. According
to official statistics published by WHO, Iran had the highest number of COVID-19 deaths
after the USA, Brazil, India, Mexico, UK, Italy and France by the end of November 2020
(WHO, 2020).

On the other hand, the COVID-19 spread in Iran coincided with the increase in US sanc-
tions against the country, which has profoundly affected the Iranian economy and posed
challenges to the Iranian government in terms of economics and healthcare (Khalilpourazari
& Doulabi, 2021). As a result, it is necessary for the Iranian government to consider the
required measures and facilities (as resources) to increase the number of recoveries and pre-
vent the loss of people under these conditions as much as possible. As it turns out, making the
necessary estimates and arrangements to deal with this virus is a critical and basic condition
for dealing with it. Therefore, in order to obtain estimates in the future circumstances for
providing and allocating space, location, equipment and manpower, it is inevitable to model
the prevalence and trend of the virus. One of the effective and practical methods in this field
is the application of a combination of statistical techniques and Operations Research (OR)
under an uncertain environment (Choi, 2021).

Accordingly, the main contributions of this research are given as follows:

• Developing a novel regression-basedRobust Optimization (RO)model to predict the statis-
tics of patients infected by COVID-19,

• Testing the performance of the proposed methodology compared to Simple Moving Aver-
age (SMA), Exponential Moving Average (EMA), Weighted Moving Average (WMA)
and Exponential Smoothing with Trend Adjustment (ESTA) models,

• Investigating a real case study in Iran, discussing the practical implications and suggesting
useful managerial insights through a set of sensitivity analyses,

• Analyzing the capability of the proposed model for estimating the required facilities and
equipment during the pandemic.
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The structure of the remaining sections is as follows. Section 2 reviews different models
proposed by researchers in the field of COVID-19 outbreak. Section 3 explains the prob-
lem and develops the proposed regression-based robust optimization model. The real case
study and computational results are presented in Sect. 4. Managerial insights and practical
implications of the study are discussed in Sect. 5, and finally, Sect. 6 concludes the main
achievements and limitations, and provides a useful outlook for the research.

2 Survey on relatedmodels

During the outbreak of the COVID-19 pandemic, not only Iran but also all countries through-
out the world have been involved and it has caused irreparable problems such as death and
destruction of the economic situation and life manner of the people. The sooner the govern-
ments and people can get out of this crisis, the less destructive its effects will be as well as
the better health and economic situation. In this regard, many researchers tried to model the
prevalence and effects of this pandemic, which is reviewed as follows:

2.1 Regressionmodel

Velásquez and Lara (2020) exploited the Gaussian process regression space for chaotic
dynamic systems using the information related to 82 days with continuous learning. Accord-
ing to the latest results, COVID-19 can be predicted by Gaussian models and can be fully
employed for epidemic outbreaks, along with infections, mortality and recovery rates. The
findings show that new quarantine measures with more restrictions on restraint and control
strategies implemented in the United States can be successful, but at a late period, can lead
to infection and critical mortality for the next 2 months.

Pavlyshenko (2020) examined different regression methods to model the spread of
COVID-19 and its influence on the stock market. A Bayesian regression logistic curve model
was utilized to analyze the prediction of Coronavirus spread.Moreover, the effect of COVID-
19 was examined using the regression model and then compared to the other effects of the
crisis. The results demonstrated that different crises have different effects on similar stocks
for different reasons. It is important to investigate their impacts independently. The Bayesian
inference in the analysis of uncertainty makes possible the effects of the crisis.

In the study conducted by Sannigrahi et al. (2020) the global and local spatial relationships
between key socio-demographic variables, cases of COVID-19 and mortality in European
regions were evaluated using spatial regressionmodels such that 31 countries were evaluated.
Out of 28primary socio-demographic variables, 2 cases forCOVID-19patients and3 cases for
death fromCOVID-19 were filtered as key variables for regression modeling. Germany, Aus-
tria, Slovenia, Switzerland and Italy yielded the highest correlations with socio-demographic
variables. Oztig and Askin (2020) inspected the relationship between human mobility and
the number of Coronavirus patients in different countries in 2019. The dataset covered 144
countries and evaluated the relationship between human mobility and COVID-19-infected
individuals. They took into account the air travel volume and the number of airports within
the Schengen system. Negative binomial regression analysis was employed to investigate the
diversity in people infected with COVID. The findings proved a positive relationship between
the higher passenger traffic in airlines and the greater number of patients with COVID-19.
Countries with more airports were also associated with more COVID-19 cases. Schengen
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countries, countries with higher population densities and a greater percentage of the aged
population, are more likely to get infected with COVID-19 than other countries.

Rath et al. (2020) analyzed the daily statistics of infected people to predict the trend in
active cases in Odisha as well as the whole of India. In this research, linear and multi-linear
regression models were applied for the infection process of cases. The results showed that
the linear and multi-linear regression models have a strong correlation of 0.99 and 1.0, which
expresses a strong predictive model for predicting active cases in the coming days. While
the quarantine has become a widely-used control trajectory during the outbreak of COVID-
19, Lu et al. (2020) stated that empirical research on the quarantine and attitudes toward
COVID-19 affects mental health very little. It was demonstrated how these relationships vary
in the distribution of mental health scores using a cross-sectional online study. Moreover,
quantitative regression analysis figured out that the quarantine at home reduces depression
and increases satisfaction. In contrast, quarantine at the community level reduces vitality,
especially for people with lower fragility.

Li et al. (2020) utilized an ML approach to defining novel factors related to the COVID-
19 transmission and fatality. They employed the logistic regression model and stated critical
factors related to COVID19 infection, death, and case fatality rates in 154 countries and
50 U.S. states. According to the results, high temperature, economic inequality and sports
events can facilitate the COVID-19 outbreak, but blood types B and AB and increasing
hospital beds decrease it. Duhon et al. (2021) surveyed the impact of non-pharmaceutical
interventions (NPIs) including social, demographic and climatic components on the growth
rate of COVID-19. They found out that all NPIs do not affect the initial growth rate of
COVID-19 but social-demographic and climatic variables are very effective on COVID-19
outbreak.

2.2 MCDMmodel

Ashraf et al. (2020) proposed a spherical intelligent fuzzy decision model to manage and
detect theCOVID-19 infected cases in terms of transmission and propagation.Moreover, they
developed a newmethod based on the Ideal Solution-like Preference Sequence (TOPSIS) and
Complex Proportional Assessment (COPRAS) techniques in a spherical fuzzy environment.
Eventually, an overview of the COVID-19 emergency was presented to demonstrate the
efficacy of the proposed methodology, accompanying sensitivity and comparative analysis,
feasibility and reliability of the results. Hezer et al. (2021) applied several Multi-Criteria
Decision-Making (MCDM) techniques include to evaluate the safety levels of 100 regions
in the world affected by COVID-19.

2.3 SEIRmodel

Chatterjee et al. (2020) surveyed the healthcare impact ofCOVID-19 epidemicwith a stochas-
tic mathematical model. The results showed that all Indian people will be overwhelmed by
the end of May 2020 unless accurate attention and effort pay off by considering India’s
healthcare resources.

Liang (2020) revealed the propagation laws of three phenomena: COVID-19, SARS and
MERS. He compared the expansion peculiarities of COVID-19 with the characteristics of
SARS and MERS. He could realize that a growth model is obtained for their growth by
regarding the growth rate and inhibition of infectious diseases. The growth rate of COVID-
19 is almost double the SARS and MERS. The doubling cycle of COVID-19 growth is
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2–3 days, indicating that the number of patients doubles 2–3 days. Sarkar et al. (2020)
presented a mathematical model to predict the dynamics of COVID-19 in 17 provinces
of India and finally throughout India. The results revealed that to decrease the incidence of
infection, the amount of contact between infected and non-infected people through quarantine
of susceptible people should be effectively reduced.Moreover, based on themodel simulation,
SARS-CoV-2 pandemic can be eliminated by combining limited social distances and contact
tracking.

Hengjian and Tao (2020) introduced different nonlinear growth curves for the cumulative
prediction of COVID-19 patients. The Richards curve was shown to be logical and flexible
in this prediction. Furthermore, a new nonlinear regression model was developed to predict
COVID-19 patients. They demonstrated that the COVID-19 situation prediction in China has
been well done, including time-based and sequential forecasts. According to Pandey et al.
(2020), the COVID-19 epidemic has become a major threat to India that needs to be treated
by all means. In this study, the prevalence of the disease for India was analyzed by March
30, 2020 and predictions were made for the number of cases over 2 weeks. They used both
Susceptible-Exposed-Infectious-Removed (SEIR) model and regression models to conduct
the predictions based on the data obtained from Johns Hopkins University between January
30, 2020 and March 30, 2020. They concluded that the number of cases may increase up to
5000–6000 in the considered 2 weeks.

Pan et al. (2021) performed an ecological research in 202 locations (in 8 countries) to
survey the effects of meteorological elements (relative humidity, temperature, wind speed
and UV radiation) on the transmission of COVID19. The obtained results showed that
meteorological conditions did not have a noticeable effect on the transmission statistically.
Khalilpourazari and Doulabi (2021) designed a hybrid reinforcement learning algorithm and
SIDARTHE to predict the trend of COVID-19 pandemic in Quebec, Canada. They showed
that the proposed methodology provides quality solutions for most complex benchmarks.
Kumar et al. (2021) developed a dynamic transmission and SEIR-V model to investigate the
impact of social media on the number of influenza and COVID-19 cases in terms of infection
and deaths. The main findings indicated that social media help to respond to similar disasters.

2.4 Neural networkmodel

Pirouz et al. (2020) used a Binaural Grouping Model (BGM) based on Group Method of
Data Handling (GMDH) as one of the Artificial Intelligence (AI) techniques. To this end,
Hubei province in China was considered to evaluate the built-up model. Several important
components, including minimum, maximum, and average daily temperature, relative humid-
ity, the density of a city, and wind speed, were taken into account as the input data (criteria).
It was unfolded that the proposed BGM model represents a greater performance capacity in
predicting confirmed items for 30 days. Furthermore, the regression analysis and trend of
confirmed items were performed in comparison with variations of daily climatic parameters.
The findings showed that relative humidity and maximum daily temperature have the great-
est effect. Nikolopoulos et al. (2020) provided some predictive analysis tools for immediate
application during the COVID-19 pandemic. They used the data collected from the middle
of April 2020 data in the United Kingdom, United States, India, Germany, and Singapore to
forecast COVID-19 growth rates nationwide. The growth rate of COVID-19was predicted by
epidemiological, statistical, Machine Learning (ML) and in-depth models and a new hybrid
approach based on nearest neighborhoods and clustering techniques. Using ancillary data
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(Google trends) and simulating government decisions, they modeled and predicted excessive
demand for products and services during pandemics.

Dansana et al. (2020) utilized the convolutional neural network (CNN) to scan X-ray
images, computed tomography (CT) and decision tree model to detect COVID-19. It was
revealed that the exact version of the decision tree model shows a very satisfactory perfor-
mance.

Table 1 categorizes the most relevant research in the literature and compares the method-
ology, goal, and country (origin) of the case study.

Given the research gap in Table 1, the main novelty of this study is the provision of a
regression-based robust optimization model concerning possible changes in the statistics. In
other words, it is necessary to design a model to predict the incidence of COVID-19 under its
complicated uncertainty that can be efficiently utilized in future decision-making processes.

3 Problem statement

Coronaviruses are a large family of viruses that can infect both humans and certain types of
animals. Many of the known coronaviruses make a range of respiratory infections happen
in humans. The newly-discovered Coronavirus is not exempt from these infectious diseases.
The emerging virus was unknown before the recent disease outbreak in December 2019 in
Wuhan, China.

According to these conditions, the statistics of daily patients (yi ) and its prediction can
be very helpful for effective planning and dealing with this disease. As can be considered,
day counter (xi ) that represents the statistics of daily patients of COVID-19 (yi ) is predicted
based on the proposed methodology (Fig. 1). The aim is to draw and define related between
day i (xi ) and daily patients (yi ), and because of uncertainty in daily patients (yi ), the convex
RO method is utilized. The number of daily patients (yi ) have a nominal value (ỹi ) and take
value in yi ∈ [ỹi − ŷi , ỹi + ŷi ].

3.1 Proposedmodel

This sections introduces our proposed model which is applicable for short-term forcasting.
To do so, relative days and number of cases are taken into consideration for projecting the
course of COVID-19. In the following, the indices, parameters and variables to develop the
proposed model are defined first.

Indices
i Index of days; i ∈ {1, ..., |I |},
k Index of regression degree; k ∈ {1, ..., |K |}.
Parameters
xi Day counter (day i),
yi Number of infected people in day i, yi ∈ [ỹi − ŷi , ỹi + ŷi ],
ỹi Nominal valusse of infected people in day i,
ŷi Tolerance of infected people,
ρ Uncertainty coefficient of robustness,
�i Robustness budget (conservatism level) in day i.
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Table 1 Most relevant studies in the field of COVID-19 prediction trend

Reference Methodology Goal Country of case
study

(Mashayekhi & Aghaye,
2020)

System dynamics models COVID-19 forecast Iran

(Chatterjee et al., 2020) SEIR model COVID-19 forecast India

(Liang, 2020) SEIR model COVID-19 forecast China

(Sarkar et al., 2020) SEIR model COVID-19 forecast India

(Hengjian & Tao, 2020) SEIR model COVID-19 forecast China

(Velásquez & Lara,
2020)

Gaussian process
regression

COVID-19 forecast USA

(Pavlyshenko, 2020) Logistic Bayesian
regression

Impacts of COVID-19 on
the stock market

USA

(Pandey et al., 2020) SEIR and regression
model

COVID-19 forecast India

(Pirouz et al., 2020) Artificial neural network COVID-19 forecast China

(Sannigrahi et al., 2020) Regression and GIS COVID-19 forecast 31 European
countries

(Oztig & Askin, 2020) Negative binomial
regression

Relationship between
human mobility and the
number of coronavirus
patients

144 countries

(Nikolopoulos et al.,
2020)

Machine learning and
deep learning

Growth rate of COVID-19 UK, USA, India,
Germany and
Singapore

(Dansana et al., 2020) Convolution neural
networks

Diagnosis of COVID-19 360 patients from
database

(Ashraf et al., 2020) TOPSIS and Fuzzy
COPRAS

Diagnosis of COVID-19 China

(Rath et al., 2020) Multi-linear regression COVID-19 forecast India

(Lu et al., 2020) Regression Statistics of depressed
people from COVID-19

China

(Li et al., 2020) Logistic regression model Factors related to
COVID-19 transmission

154 countries and
in the 50 U.S.
states

(Duhon et al., 2021) Logistic regression model Rate growth COVID-19 All country

(Pan et al., 2021) SEIR model Meteorological factors China

(Khalilpourazari &
Doulabi, 2021)

Hybrid reinforcement
learning algorithm +
SIDARTHE

COVID-19 forecast Quebec Canda

(Kumar et al., 2021) Dynamic transmission
and SEIR-V model

COVID-19 forecast HealthTweets.org

(Hezer et al., 2021) TOPSIS, VIKOR and
COPRAS

Ranking safety 100 regions

(Khalilpourazari et al.,
2021)

Gradient-based grey wolf COVID-19 forecast US

(Khalilpourazari &
Hashemi Doulabi,
2021)

Robust modelling COVID-19 forecast Canada
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Table 1 (continued)

Reference Methodology Goal Country of case
study

Current research Regression-based robust
optimization approach

COVID-19 forecast Iran

Fig. 1 System configuration under the COVID-19 pandemic

Variables
ak Coefficient k-regression function,
y′
i Number of forecasted infections in day i,
hpi , hmi Auxiliary variables for linearizing the absolute functions,
zi , ri0 Auxiliary variables related to robust optimization approach,
R2 Coefficient of correlation.

Model 1. Polynomial regression with MAD

min MAD =
∑

i

∣∣yi − y′
i

∣∣
|I | (1)

subject to

y′
i =

∑

k

ak−1x
k−1
i ∀i, (2)

ak ∈ R ∀k. (3)
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The objective function (1) tries to minimize the Mean Absolute Deviation (MAD). The
MAD includes the mean deviation of the number of infected people in day i and the number
of forecasted infected people (Jeyakumar et al., 2014). Constraint (2) represents functional
forecasting regression, including parameters and decision variables. Constraint (3) indicates
the decision variables of xi which take real numbers. In other words, it shows the range of
regression function coefficients.

3.2 Linearization of proposedmodel

Given the absolute function in Model 1, it should be linearized using the following equations
in Model 2. Therefore, two new positive variables are employed to do.

If k = |�|, therefore, we can consider the following replacements in the model;k =
α + β, � = α − β, α, β ≥ 0.

Model 2. Linearization of Model 1.

min MAD =
∑

i

hpi + hmi

|I | (4)

subject to

yi − y′
i = hpi − hmi ∀i, (5)

hpi , hmi ≥ 0 ∀i, (6)

Constraints (2) and (3).

3.3 Robust optimization

Given the conditions and challenges of the census and the problems raised by identifying
patients, the impacts of uncertainty in modeling should be considered. One of the issues that
medical centers have encountered is the ambiguities in identifying the number of patients.

As the modeling trend shifted from certainty to uncertainty, different methods have been
proposed according to the depth of uncertainty. First of all, techniques based on historical
data, robust stochastic programming, and by increasing the uncertainty, fuzzy possibilis-
tic programming, and finally, robust convex programming can be found in the literature
(Bairamzadeh et al., 2018). Therefore, a robust convex counterpart model is developed in
this research with respect to the type of uncertainty.

Among different methods developed to cope with uncertainty, RO approaches are among
the most efficient and applicable ways to deal with uncertainty in optimization problems
(Golpîra & Tirkolaee, 2019; Lotfi et al., 2020; Tirkolaee, Abbasian, et al., 2021; Tirkolaee,
Goli, et al., 2020; Tirkolaee, Hadian, et al., 2020). Bertsimas and Sim (2004) developed an
optimization technique based on a set of multidimensional uncertainties. They claimed that
rarely all the uncertainty parameters of a constraint take values different from their nominal
values. Accordingly, they define the uncertainty for each parameter that has uncertainty, it
has nominal value ãi j and takes value in ai j ∈ [ãi j − âi j , ãi j + âi j ] that is as follows:

zi j = ai j − ãi j
ãi j

∈ [−1, 1], (7)

∑

j

∣∣zi j
∣∣ ≤ �i ∀i, �i ∈ [0, |Ji |]. (8)
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where Ji refers to the set of uncertainty parameters in the i-th row in the constraint coefficient
matrix. Constraint coefficients have uncertainties such that they take a central or a nominal
value ãi j and a radius value âi j . Here, the interval is represented by [ãi j − âi j , ãi j + âi j ].
Moreover, �i represents the level of conservatism and is called budget uncertainty. When
�i = 0, all the uncertainty parameters of the problem take the nominal value of the interval
and the robust model results in a deterministic model.

Conversely, the robust model turns into the robust model proposed by Soyster’s model
if �i = |Ji |(Ben-Tal & Nemirovski, 2002). It takes all the uncertainty coefficients in the
worst possible case (as the upper limit of the interval). By assigning the value to which is
selected from the interval, there is an exchange between robustness and optimization in the
problem. In fact, the decision-maker controls the parameter in terms of risk aversion and the
importance of the constraint. Now, the RO model proposed by Bertsimas and Sim (2004) is
given as follows

min Z =
∑

j

c j x j (9)

subject to
∑

j

ai j x j ≤ bi ∀i, ⇒
∑

j

ãi j x j + zi�i +
∑

j∈Ji

ri j ≤ bi ∀i, (10)

l j ≤ x j ≤ u j ∀ j . zi + ri j ≥ âi j E j ∀i, j, (11)

−E j ≤ x j ≤ E j ∀ j, (12)

l j ≤ x j ≤ u j ∀ j . (13)

where ri j , zi and E j are the dual variables preventing the model from being non-linearized.
The violation probability of ith constraint is denoted by Eq. (14):

Pr

⎛

⎝
∑

j

ai j x
∗
j ≥ bi

⎞

⎠ ≤ 1 − φ

(
�i − 1√|Ji |

)
∀i, (14)

whereas,

φ(θ) = 1√
2π

θ∫

−∞
exp

(
− y2

2

)
dy. (15)

Here, φ(θ) follows a normal distribution. Hence, the advantage of Eq. (8) is revealed such
that the worth of the budget parameter is not equivalent to different constraints and depends
on its importance.

3.4 Robust optimization of the proposedmodel

Regression models use OR tools for forecasting, but in some situations that a specific con-
straint is needed to be taken into account in the model, such as convex uncertainty, we cannot
employ regression models. Accordingly, RO is recommend as an efficient approach consid-
ering the computational accuracy. Now, using the RO framework proposed by Bertsimas and
Sim (2004), Model 3 presents the regression-based robust optimization model of the study
(Khalilpourazari & Pasandideh, 2021):
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Model 3. Robust optimization of the proposed model (Model 2) subject to

minMAD =
∑

i

hpi + hmi

|I |
y′
i + hpi − hmi + zi�i + ri0 = ỹi ∀i, (16)

zi�i + ri0 ≥ ρ ỹi ∀i, (17)

ri0 ≥ 0, �i = 1 ∀i, (18)

Constraints (2), (3), (6).

3.5 Correlation coefficient of the proposedmodel

After estimating the parameters of polynomial regression, we need to measure dependency
and quality of response.We employed the coefficient of correlation (R2) andMAD tomeasure
the quality of response. Finally, the correlation coefficient is calculated according to Eq. (19):

R2 = n
∑

i y
′
i ỹi − ∑

i y
′
i

∑
i ỹi[(

n
∑

i y
′
i − (∑

i y
′
i )
2
))(

n
∑

i ỹ
2
i − (∑

i ỹi
)2)1/2

] − 1 ≤ R2 ≤ 1. (19)

3.6 Well-knownmethods and compared with the proposedmodel

To further validation of our proposed model, several well-known forecasting models include
Simple Moving Average (SMA), Exponential Moving Average (EMA), Weighted Moving
Average (WMA) and Exponential Smoothing with Trend Adjustment (ESTA) are taken into
account and explained in the following.

SMA

y′
i =

∑
i
ỹi

n
∀i (20)

EMA

y′
i+1 = α(ỹi − y′

i ) + y′
i ∀i (21)

WMA

y′
i =

∑
i

wi ỹi
∑
i

wi
∀i (22)

ESTA

y′
i = Ti + Fi ,

Fi = α(ỹi−1 − y′
i−1) + y′

i−1,

Ti = β(Fi − Fi−1) + Ti−1. ∀i (23)
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4 Findings

In this section, the computational results of the research are provided based on the real-world
data and parameterswhichwere taken fromWorldometers (2020) betweenFebruary 15, 2020,
and April 5, 2020, related in Iran. The parameters are given in Table A in the Appendix. The
number of infections (total case) in Iran is shown in Fig. 2. As can be understood from
Fig. 2, the number of patients follows an upward trend. In this regard, many strategies and
restrictions have been set in Iran to possibly control it such as curfew at night, mandatory use
of masks in all spaces and centers and reduction in work time. Various tools and applications
have also been utilized to inform the people. Therefore, it was necessary to estimate the
patients’ statistics and determine the estimation function to predict the status of COVID-19.

CONOPT solver/GAMS and Python software are employed, running on the system with
Core™ i5 CPU @ 2.4 GB and 6 GB RAM to solve the proposed Model. Here, 80% of the
data was used for training and 20% for testing. It can be concluded that this method can
be extended and applied to other countries and data. The output results of Model 3 under
different regression coefficients are delineated in Fig. 3. Moreover, we can see forecasting
from results and draw with a dotted line in Fig. 3.

The behavior of MAD is drawn from degrees 1 to 15 in Fig. 4. Accordingly, by increasing
the regression coefficient until degree 8, the MAD value decreases and the equation becomes
more accurate, and from the 8th coefficient onwards, the MAD value increases (c.f. Table 2
and Fig. 4).

The coefficients of the prediction function are also estimated in Table 2 and the correlation
value R2 for each estimation function is given. The higher correlation with minimum MAD
is the superior prediction function of estimating the values. As a result, regression degree 8
is suitable for estimating the number of infections (total case). Moreover, the output results
predict the growth in the number of patients, according to Fig. 3. Moreover, the Ordinary
Least Squares (OLS) assumptions (Craven& Islam, 2011) are employed to validate and apply
Models 2 and 3. According to Table 3, with increasing the level of regression uncertainty,

Fig. 2 Number of infections (Total case) COVID-19 in Iran
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Fig. 3 Number of infections (Total case) COVID-19 under different regression coefficients

Fig. 4 MAD values for regression degrees 1 to 15

the amount of MAD also decreases, and the equation becomes more accurate (see Table 3
and Fig. 5).

Furthermore, the prediction results of Model 3 are shown in Fig. 6, and considering the
level of uncertainty, the future trend is also predicted which yields a lower MAD value.
According to Table 4 and comparison made between our models and the other four models.
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Table 3 Effects of uncertainty in the objective function of the regression-based robust optimization Model (3)

Degree of
Reg. (k)

MAD ρ =
0.00

MAD ρ =
0.01

MAD ρ =
0.02

MAD ρ =
0.03

MAD ρ =
0.04

MAD ρ =
0.05

1 11,046.053 10,935.592 10,825.132 10,714.671 10,604.211 10,493.75

2 4293.613 4250.677 4207.741 4164.805 4121.869 4078.933

3 3378.73 3344.942 3311.155 3277.368 3243.581 3209.793

4 3371.647 3337.93 3304.214 3270.497 3236.781 3203.064

5 2985.311 2955.458 2925.605 2895.751 2865.898 2836.045

6 2395.69 2371.733 2347.776 2323.819 2299.862 2275.905

7 2347.705 2320.0 2300.751 2277.274 2253.797 2230.32

8 1378.123 1364.342 1350.561 1336.779 1322.998 1309.217

Fig. 5 Impacts of studying the uncertainty in the forecasting process

It is revealed that Model 3 has the least MAD and the greatest correlation index than the other
models.

5 Managerial implications and practical insights

In this study, the dynamics of the COVID-19 outbreak were investigated and predicted using
a regression-based robust optimization mathematical model. Five other methods examined
the advantages of the developed model and its superiority was finally concluded. In this
model, the uncertainty role in the problem was comprehensively addressed considering the
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Fig. 6 Comparisons of the results under uncertain and deterministic conditions

Table 4 Comparison of the proposed model with other models

Model Description MAD R2

SMA n = 5 5588.508421 0.999732508

EMA α = 0.9 2085.173042 0.999961538

WMA wi = {5, 4, 3, 2, 1} 4355.62807 0.99983734

ESTA α = 0.9, β = 0.03 2718.277572 0.999961538

Model 3 (ρ = 0.00) – 1378.123 0.99997

Model 3 (ρ = 0.05) – 1309.217 0.99998

dynamics of the virus that can be interpreted in terms of the statistics of confirmed, non-
identified, and also patients who have not yet done the tests. On the other hand, nowadays,
we are encountering new mutations of the COVID-19 that may lead to a significant rising in
the number of patients. Therefore, healthmanagers should consider the issue of uncertainty to
provide the required medical equipment to deal with this disease, such as oxygen generators,
which are one of the most important pieces of equipment. In other words, the managers
need to constantly make accurate predictions of the growing trend of the virus as much as
possible. That is why this paper tried to provide a simple and efficient tool to help them
by investigating the real conditions of the epidemic in Iran. Although WHO suggested the
use of SIR differential models to project the course of COVID-19 pandemic (World Health
Organization, 2020), but it was demonstrated that our proposed methodology can be utilized
to improve the quality of the predictions in IHME (2021), which is one of the reference
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sites to project the current and future situation of countries. It may require more complex
calculations in some cases. However, the reliability and consideration of uncertainty in the
model can efficiently resolve the drawbacks of previous methods.

On the other hand, the outcome of our proposed model can be also utilized by managers
to have a perspective on estimating the required resources. To be more specific, based on the
upward trend of the pandemic and the growing number of confirmed cases, the shortcoming
of oxygen generators in health centers has become a serious problem. Therefore, it is required
to increase the capacity as much as possible. In other words, health centers have changed
the application of regular and special hospital beds (b) and assigned them to the COVID-19
patients who need more oxygen consumption (Qoxygen). In Eq. (24), vb and nb represent the
oxygen consumption coefficient for bed b and the number of bed type b. The beds consist
of ICU, CCU, NICU, operation room, endoscopy and regular hospitalization and recovery),
respectively. Overall, the total consumption amount of oxygen has increased significantly,
which should be regarded in the estimation (Smith, 1995).

Qoxygen =
∑

b

nbvb b ∈ {ICU,CCU,NICU,Operation, Endoscopi, Regular, Recovery}
(24)

The abovemodels can be utilized to predict and estimate the requirements so that according
to theWHO report, acute patients require 5–15 L perminute (LPM) of oxygen, and for critical
patients, 30 LPM of oxygen are needed. In fact, if there is a shortage of equipment, its amount
should be estimated exactly by applying standard coefficients.

6 Conclusion and outlook

As it is clear, making the necessary estimates and arrangements to deal with the Coronavirus
pandemic is a necessary and basic condition to be regarded by the governments. Therefore, to
obtain estimates in future conditions for allocating space, location, equipment andmanpower,
it is inevitable to model the prevalence and trend. One of the good and effective techniques in
this field is to implement a combination of statistical methods and Operation Research (OR)
under uncertainty. On the other hand, it was necessary to study the effects of uncertainty in
modeling due to the conditions of the census and the challenges in identifying patients. The
consideration of the uncertainty positively affected the estimation function of the number of
infections and led to the minimization of the estimated risk value. In fact, we tried to esti-
mate and predict the number of patients in Iran using a regression-based robust optimization
model. The main advantage is related to the estimation of necessary facilities and equip-
ment in the future to control the pandemic. Based on the literature and the current study, it
can be inferred that controlling and reducing the amount of contact between infected and
non-infected people through quarantine of susceptible individuals can effectively reduce the
incidence of Coronavirus. Combining social distances and tracking people can help reduce
the incidence of disease.

The main findings of this study are as follows.

1. By increasing the degree (coefficient) of regression up to 8, the amount ofMADdecreased
to 1378.123 and the applied equation became more accurate, and from the 8th degree
onwards, the amount of MAD increased,

2. Furthermore, by increasing the level of regression uncertainty, the amount of MAD fol-
lowed a downward trend to reach 1309.28 and the accuracy of the model in estimation
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increased. The proposed model (Model 3) had the least MAD and the greatest correlation
index than the other models,

3. Our proposed methodology provided new insights into the COVID-19 pandemic and can
be considered a useful tool for decision-makers.

The main limitation of this study was the inability of the proposed methodology to cope
with large dimensions with more data, and due to this, it is suggested to apply big data ana-
lytics methods (Ayyıldız et al., 2018; Zdravevski et al., 2020) and heuristic/meta-heuristic
algorithms (Alinaghian et al., 2020) for future research opportunities. Furthermore, other
uncertainty techniques such as fuzzy programming (Tirkolaee, Abbasian, et al., 2020; Tirko-
laee, Goli, et al., 2020), robust scenario-based (Chen et al., 2019; Homayouni et al., 2021;
Lotfi et al., 2021a, 2021b; Lotfi et al., 2020; Özmen et al., 2017), optimal control (Savku &
Weber, 2018) and artificial neural network (Graczyk-Kucharska et al., 2020) can be imple-
mented and compared with the proposed RO approach. On the other hand, it is also necessary
to study recovered patients, deaths, and other statistics to develop an efficient mathematical
model.

Appendix

See Table 5

Table 5 Parameters of the model
Date Day counter

(xi )
Total Cases
(ỹi )

15-Feb-20 1 0

16-Feb-20 2 0

17-Feb-20 3 0

18-Feb-20 4 0

19-Feb-20 5 2

20-Feb-20 6 5

21-Feb-20 7 18

22-Feb-20 8 29

23-Feb-20 9 43

24-Feb-20 10 61

25-Feb-20 11 95

26-Feb-20 12 139

27-Feb-20 13 245

28-Feb-20 14 388

29-Feb-20 15 593

1-Mar-20 16 978

2-Mar-20 17 1501

3-Mar-20 18 2336

4-Mar-20 19 2922

5-Mar-20 20 3513
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Table 5 (continued)
Date Day counter

(xi )
Total Cases
(ỹi )

6-Mar-20 21 4747

7-Mar-20 22 5823

8-Mar-20 23 6566

9-Mar-20 24 7161

10-Mar-20 25 8042

11-Mar-20 26 9000

12-Mar-20 27 10,075

13-Mar-20 28 11,364

14-Mar-20 29 12,729

15-Mar-20 30 13,938

16-Mar-20 31 14,991

17-Mar-20 32 16,169

18-Mar-20 33 17,361

19-Mar-20 34 18,407

20-Mar-20 35 19,644

21-Mar-20 36 20,610

22-Mar-20 37 21,638

23-Mar-20 38 23,049

24-Mar-20 39 24,811

25-Mar-20 40 27,017

26-Mar-20 41 29,406

27-Mar-20 42 32,332

28-Mar-20 43 35,408

29-Mar-20 44 38,309

30-Mar-20 45 41,495

31-Mar-20 46 44,605

1-Apr-20 47 47,593

2-Apr-20 48 50,468

3-Apr-20 49 53,183

4-Apr-20 50 55,743

5-Apr-20 51 58,226

6-Apr-20 52 60,500

7-Apr-20 53 62,589

8-Apr-20 54 64,586

9-Apr-20 55 66,220
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Table 5 (continued)
Date Day counter

(xi )
Total Cases
(ỹi )

10-Apr-20 56 68,192

11-Apr-20 57 70,029

12-Apr-20 58 71,686

13-Apr-20 59 73,303

14-Apr-20 60 74,877

15-Apr-20 61 76,389

16-Apr-20 62 77,995

17-Apr-20 63 79,494

18-Apr-20 64 80,868

19-Apr-20 65 82,211

20-Apr-20 66 83,505

21-Apr-20 67 84,802

22-Apr-20 68 85,996

23-Apr-20 69 87,026

24-Apr-20 70 88,194

25-Apr-20 71 89,328

26-Apr-20 72 90,481

27-Apr-20 73 91,472

28-Apr-20 74 92,584

29-Apr-20 75 93,657

30-Apr-20 76 94,640

1-May-20 77 95,646

2-May-20 78 96,448

3-May-20 79 97,424

4-May-20 80 98,647

5-May-20 81 99,970

6-May-20 82 101,650

7-May-20 83 103,135

8-May-20 84 104,691

9-May-20 85 106,220

10-May-20 86 107,603

11-May-20 87 109,286

12-May-20 88 110,767

13-May-20 89 112,725

14-May-20 90 114,533

15-May-20 91 116,635

16-May-20 92 118,392

17-May-20 93 120,198

18-May-20 94 122,492

19-May-20 95 124,603
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Table 5 (continued)
Date Day counter

(xi )
Total Cases
(ỹi )

20-May-20 96 126,949

21-May-20 97 129,341

22-May-20 98 131,652

23-May-20 99 133,521

24-May-20 100 135,701

25-May-20 101 137,724

26-May-20 102 139,511

27-May-20 103 141,591

28-May-20 104 143,849

29-May-20 105 146,668

30-May-20 106 148,950

31-May-20 107 151,466

1-Jun-20 108 154,445

2-Jun-20 109 157,562

3-Jun-20 110 160,696

4-Jun-20 111 164,270

5-Jun-20 112 167,156

6-Jun-20 113 169,425

7-Jun-20 114 171,789

8-Jun-20 115 173,832

9-Jun-20 116 175,927

10-Jun-20 117 177,938

11-Jun-20 118 180,156

12-Jun-20 119 182,545

13-Jun-20 120 184,955

14-Jun-20 121 187,427

15-Jun-20 122 189,876

16-Jun-20 123 192,439

17-Jun-20 124 195,051

18-Jun-20 125 197,647

19-Jun-20 126 200,262

20-Jun-20 127 202,584

21-Jun-20 128 204,952

22-Jun-20 129 207,525

23-Jun-20 130 209,970

24-Jun-20 131 212,501

25-Jun-20 132 215,0 96

26-Jun-20 133 217,724

27-Jun-20 134 220,180

28-Jun-20 135 222,669

29-Jun-20 136 225,205
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Table 5 (continued)
Date Day counter

(xi )
Total Cases
(ỹi )

30-Jun-20 137 227,662

1-Jul-20 138 230,211

2-Jul-20 139 232,863

3-Jul-20 140 235,429

4-Jul-20 141 237,878

5-Jul-20 142 240,438

6-Jul-20 143 243,051

7-Jul-20 144 245,688

8-Jul-20 145 248,379

9-Jul-20 146 250,458

10-Jul-20 147 252,720

11-Jul-20 148 255,117

12-Jul-20 149 257,303

13-Jul-20 150 259,652

14-Jul-20 151 262,173

15-Jul-20 152 264,561

16-Jul-20 153 267,061

17-Jul-20 154 269,440

18-Jul-20 155 271,606

19-Jul-20 156 273,788

20-Jul-20 157 276,202

21-Jul-20 158 278,827

22-Jul-20 159 281,413

23-Jul-20 160 284,034

24-Jul-20 161 286,523

25-Jul-20 162 288,839

26-Jul-20 163 291,172

27-Jul-20 164 293,606

28-Jul-20 165 296,273

29-Jul-20 166 298,909

30-Jul-20 167 301,530

31-Jul-20 168 304,204

1-Aug-20 169 306,752

2-Aug-20 170 309,437

3-Aug-20 171 312,035

4-Aug-20 172 314,786

5-Aug-20 173 317,483

6-Aug-20 174 320,117

7-Aug-20 175 322,567

8-Aug-20 176 324,692

9-Aug-20 177 326,712
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Table 5 (continued)
Date Day counter

(xi )
Total Cases
(ỹi )

10-Aug-20 178 328,844

11-Aug-20 179 331,189

12-Aug-20 180 333,699

13-Aug-20 181 336,324

14-Aug-20 182 338,825

15-Aug-20 183 341,070

16-Aug-20 184 343,203

17-Aug-20 185 345,450

18-Aug-20 186 347,835

19-Aug-20 187 350,279

20-Aug-20 188 352,558

21-Aug-20 189 354,764

22-Aug-20 190 356,792
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Zdravevski, E., Lameski, P., Apanowicz, C., & Ślȩzak, D. (2020). From big data to business analytics: The

case study of churn prediction. Applied Soft Computing, 90, 106164.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

123

https://www.worldometers.info/coronavirus/country/iran/

	An extended robust mathematical model to project the course of COVID-19 epidemic in Iran
	Abstract
	1 Introduction
	2 Survey on related models
	2.1 Regression model
	2.2 MCDM model
	2.3 SEIR model
	2.4 Neural network model

	3 Problem statement
	3.1 Proposed model
	3.2 Linearization of proposed model
	3.3 Robust optimization
	3.4 Robust optimization of the proposed model
	3.5 Correlation coefficient of the proposed model
	3.6 Well-known methods and compared with the proposed model

	4 Findings
	5 Managerial implications and practical insights
	6 Conclusion and outlook
	Appendix
	References




