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Abstract
In this paper, we investigate a novel physician scheduling problem in the Mobile Cabin
Hospitals (MCH) which are constructed in Wuhan, China during the outbreak of the
Covid-19 pandemic. The shortage of physicians and the surge of patients brought great
challenges for physicians scheduling in MCH. The purpose of the studied problem is to
get an approximately optimal schedule that reaches the minimum workload for physicians
on the premise of satisfying the service requirements of patients as much as possible. We
propose a novel hybrid algorithm integrating particle swarm optimization (PSO) and
variable neighborhood descent (VND) (named as PSO-VND) to find the approximate
global optimal solution. A self-adaptive mechanism is developed to choose the updating
operators dynamically during the procedures. Based on the special features of the
problem, three neighborhood structures are designed and searched in VND to improve
the solution. The experimental comparisons show that the proposed PSO-VND has a
significant performance increase than the other competitors.

Keywords Physician Scheduling .MobileCabinHospital . Covid-19 Pandemic . Particle Swarm
Optimization . Variable NeighborhoodDescent

1 Introduction

Covid-19 pandemic since 2019 has been bringing severe threats to human health and society
operations [1]. It is a new infectious disease and spreads worldwide quickly. Patients suffer
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from the pandemic with lower respiratory tract infection and the symptoms include fever, dry
cough, and even dyspnea [2]. Patients who have caught Covid-19 would experience an
incubation period, hence many of them are asymptomatic carriers without being aware of it,
and they may also transmit the disease if not quarantined.

Hospitals in the areas amid an outbreak are under huge pressure due to the strong
infectiousness of the coronavirus and the explosive growth of infected patients [3]. The
inefficiency of isolation, treatment, and management measures of the hospitals will
exacerbate the pandemic. The mobile cabin hospitals (MCHs) can be constructed in a
short time at a low cost with modular health equipment, which can relieve the shortage
of medical sources [4]. MCH is used to quarantine and treat mild patients and asymp-
tomatic carriers, which plays an important role in containing the Covid-19 pandemic in
Wuhan, China [5, 6]. The MCHs are composed of different functional units, including
ward units, severe disease observation and treatment units, medical imaging examination
units, clinic testing units, nucleic acid test units, etc. Taking the ward units as an
example, there are cell-like wards in an MCH.

Because MCHs are built for temporary healthcare cures, the physicians working there
are organized from many regular hospitals in the city or other places [7]. Physicians
arrive at the MCH on different days in batches and all of them need to work in the MCH
for a certain length after arrival. They are supposed to diagnose and treat the patients,
and observe the vital signs of patients, etc. [8]. Mild Covid-19 patients in the MCH
usually have similar symptoms and degrees of illness. Hence, the treatment plans for
these patients are similar [9]. It can help physicians develop a relatively standardized
work model and improve the efficiency of the diagnosis. However, the lengths of stay of
the mild Covid-19 patients are quite different, which leads to the fluctuated number of
patients in the MCH each day.

Considering the above background, a novel physician scheduling problem in MCH during
a pandemic outbreak is investigated in this paper. The studied problem is to generate a
schedule for each physician and make the assignments between physicians and patients, to
satisfy the demand of patients and minimize the number of the assigned shifts for physicians.
To solve the considered problem, a hybrid Particle Swarm Optimization and Variable Neigh-
borhood Descent (PSO-VND) algorithm is presented. Three neighborhood structures are
designed based on the features of the studied problem. The proposed VND applies a deter-
ministic way to change the structures applied in the searching procedure. To improve the
search efficiency, a self-adaptive mechanism is adopted in the proposed PSO-VND that
continues to apply the updating operator to improve the solution.

In the following, the related literature is analyzed in Section 2. The details of the studied
problem are illustrated in Section 3. The proposed PSO-VND is introduced in Section 4. The
experimental results are provided in Section 5. We summarize our work in Section 6.

2 Related work

This section reviews the related work from two aspects, i.e., physician scheduling problem,
and two meta-heuristic algorithms PSO and VNS, which are introduced in Section 2.1 and
Section 2.2, respectively.
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2.1 Physician Scheduling Problem (PSP)

The physician scheduling problem is firstly proposed by Vassilacopoulos [10] in an accident and
emergency department, and the physicians in the department are allocated to weekly shifts. Since
over three decades ago, there are many papers investigating the physician scheduling problem with
various scenarios [11]. The classification of PSP with the length of the planning horizon, such as,
short-term, medium-term, and long-term, is regarded as an important problem feature in PSP
literature [11, 12]. In the following three paragraphs, we review the three classifications of PSP
respectively.

In short-term PSP, it is more common to see daily scheduling or weekly scheduling. For
example, EL-Rifai et al. [13] propose a PSP in the emergency department and the length of the
planning horizon is considered as 24 hours and discretized into many time periods by every
30 minutes. Tohidi et al. [14] consider one-week length scheduling for PSP in ambulatory
polyclinics to arrange physicians from different clinics. An approximate approach is proposed
by Tohidi et al. [14] to solve the studied problem, which combines the iterated local search and
VND. Ten neighborhoods are designed and applied in the VND procedure to explore the
solution in a systematical way. Van Huele & Vanhoucke [15] discuss a weekly integrated
physician and surgery scheduling problem in the operating theatre in order to minimize the
overtime cost for the department. In their study, a mathematical model is formulated for the
proposed integrated physician and surgery scheduling problem and the model is calculated by
the commercial solver CPLEX.

In long-term PSP, the planning horizon often spans one or several years. Most long-
term PSP focuses on the study of physicians in medical school or medical residents in
training stages. For instance, Bard et al. [16] investigate the annual block scheduling for
internal medicine residents. Franz & Miller [17] and Kraul [18] study the medical
residents in teaching schools and formulate the annual schedules for the training of
medical residents. Kraul et al. [19] focus on the training procedure of physicians after
finishing medical school and provide a case study of the training physician for a five-
year duration. The task-related requirements as the important feature in their study which
increase the uncertainty of the problem. A robust mathematical model is proposed for the
problem and then decomposed by the Dantzig-Wolf method and a column generation
heuristic is applied to solve the decomposed problem.

The medium-term PSP usually focuses on the monthly plan and the spans range from
one to several months. Patrick et al. [20] develop a decision support tool for monthly
scheduling in the department of pathology and laboratory medicine. Wickert et al. [21]
also tackle the monthly physician scheduling problem by considering various constraints,
such as the physician’s preferences, the workload balance, etc. Firstly, an integer
programming model is formulated by Wickert et al. [21] for the studied problem. In
order to tackle the large-scale instances, the authors propose a fix-and-optimization
metaheuristic algorithm which combines the integer programming and heuristic tech-
niques. Considering the length of stay of most Covid patients and the working days of
physicians in our problem, we concentrate on a medium-term PSP and the length of the
planning horizon is one month in this paper.

With the spread of Covid-19, the number of patients arises in a short time which
aggravates the shortage of medical resources [3]. In [3], the authors reveal the shortage
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of hospital beds in coping with the Covid-19 pandemic and propose a dynamic program-
ming model to deal with the allocation of patients and hospital beds. Recently, several
studies pay attention to the personnel resources in this scenario, such as the physician
resources considered in this work. For example, Güler and Geçici [22] provide a
decision support system for physician scheduling during the Covid-19 pandemic. The
paper discusses PSP in a new department established for the Covid-19. Different rules
for the working schedule of physicians in the new departments are provided considering
the limited number of physicians in each shift, the day-off limitation for physicians, etc.
Liu et al. [23] address a weekly PSP for fever clinic during the Covid-19 pandemic. The
authors study two kinds of fever clinics for patients with different symptoms. Physicians
are shared by these two clinics and the queue length is considered due to the Covid-19
pandemic. A two-phase strategy is adopted to tackle the proposed complex PSP, which
first solves the staffing model and gets the minimal required number of physicians, and
then applies the branch-and-price algorithm to get the physician scheduling results.
Zucchi et al. [24] study a personnel scheduling problem in a large Italian pharmaceutical
distribution warehouse during the Covid-19 pandemic. A mixed integer linear program-
ming model is designed for the studied problem and solved by an open-source optimi-
zation solver.

2.2 PSO and VNS

PSO, firstly proposed by Kennedy and Eberhart [25] is a stochastic population-based
metaheuristic algorithm. As one of the most popular swarm intelligence algorithms, PSO
is widely applied to tackle different combinational optimization problems. In [26],
Tharwat and Schenck compare five different PSO-style optimization algorithms which
indicate the optimization algorithms follow the framework of PSO. The comparison
results show that there are minor differences between the compared algorithms while
the PSO can obtain competitive results with other competitors. Tasgetiren et al. [27]
adopt PSO to tackle a permutation flowshop sequencing problem. The studied PSO is
continuous and a heuristic rule named smallest position value is proposed in the process
of particle evaluation. Besides, in the searching procedure, the local search algorithm is
applied at each iteration. Two neighborhood structures are designed for the local search
algorithm, one is based on the interchange operator and another is based on the remove
and insert operator. Wu et al. [28] propose a PSO algorithm with a presented refinement
procedure to tackle the studied nurse rostering problem. The initial solution for the
studied PSO is generated based on the workstretch patterns which are designed according
to the features of the rostering problem. Due to the specific structure of the solution, the
solution space is increased and a refinement procedure is proposed to reduce the solution
space and enhance the searching efficiency of the proposed PSO. The experimental
results show the proposed PSO can obtain high-quality solutions. Bozorgi-Amiri et al.
[29] present a modified PSO to solve the disaster relief logistics problem by considering
the uncertain demands and supplies. The solution of the studied modified PSO includes
both binary and continuous cells. Thus, the modified PSO is also named as discrete
continuous PSO by the authors because it combines the original PSO and discrete PSO.
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Hidayati and Wibowo [30] apply the native binary PSO and its variance adaptive binary
PSO to solve the proposed PSP in order to satisfy the various requirements of hospitals.
The requirements of hospitals are reflected by eleven objective functions which include
the factors of fairness, the different requirements of assignments, etc. The experimental
results show that the adaptive binary PSO can obtain better solutions than the native
binary PSO.

Variable neighborhood search (VNS) which is proposed by Mladenović and Hansen
[31], is a search framework for developing heuristics. The main idea of the VNS is to
change the neighborhood in a systematic way and apply the local search to searching
better solution [32, 33]. It means that researchers can design the neighborhoods based on
their own problems and the changing of neighborhood and the design of local search are
adapted by the specific problems. In the past two decades, VNS has been developed and
applied to tackle a number of optimization problems in various fields [14, 34, 35]. For
example, Pěnička et al. [35] design a VNS for a set orienteering problem and apply
randomized VNS (RVNS) as the local search procedure. The greedy strategy is applied
in generating the initial solution. The neighborhood operators are designed based on the
features of the set orienteering problem, in which two operators based on the path move
and path exchange are adopted in the shaking procedure, and other two operators based
on one cluster move and one cluster exchange are proposed in the local search procedure.
The proposed VNS is also used to solve other orienteering problem variants with an
efficient performance. Pei et al. [36] propose a novel VNS approach to solve the
traveling repairman problem with profits considering the changeable profit of repairman.
Based on the studied traveling repairman problem, two routing neighborhood structures
and three neighborhoods for changing the set of visited customers are considered for the
proposed VNS approach. Ranjbar and Saber [37] adopt VNS to solve the studied
transshipment scheduling problem. Four neighborhood operators are designed in [37],
such as λ-opt, λ-reverse, γ-swap, and γ-insert, where λ and γ indicate the detailed
number. In the shaking procedure, the 2-reverse and 2-insert operators are utilized. The
VND is developed as the local search procedure in the study and four types of neigh-
borhood operations are adopted in the proposed VND procedure. Besides, a repairing
procedure is built for guaranteeing the feasibility of the new solution. There are several
variants during the development of VNS, such as the RVNS and VND mentioned above.
VND algorithm as a variant of VNS is more common to be adopted in the literature than
other variants of VNS. It is more concise than the basic VNS because it does not have a
shaking procedure and applies a deterministic mechanism to change the neighborhoods.
In [38], a VND is designed to evaluate the utility of the casualty processing model.
Molenbruch et al. [39] propose a multi-directional local search algorithm to solve a
generalization of a bi-objective dial-a-ride problem and the VND is integrated into the
algorithm as an improvement strategy to reduce the computation time. In [14], Tohidi
et al. propose a hybrid iterated local search and VND to solve the proposed complex
integrated physician and clinic scheduling problem. Christopher et al. [40] develop a
VND algorithm to solve the vehicle routing problem with simultaneous delivery and
pickup. Six neighborhood operators are adopted in the VND algorithm including swap
1–1, swap 2–1, swap 2–2, insertion, exchange, and 2-opt. In the procedure of initial
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solution generation, the proposed VND applies the insertion heuristic algorithm and uses
the neighborhood operator to improve the customer’s position.

In the existing literature, there are successful hybrid applications of PSO and VNS to
deal with complex optimization problems. The VNS algorithm or its variants are often
embedded in the PSO algorithm as the local search procedure for searching the solution
in the underlying framework. For example, Pan et al. [41] develop a discrete PSO
algorithm with embedding the VND algorithm to solve a no-wait flowshop scheduling
problem. The VND is embedded in the proposed discrete PSO algorithm as the local
search algorithm and is invoked for the global best solution. Two neighborhood struc-
tures, including two basic operators, i.e., swap and insert, are designed for the VND
algorithm. Due to the size of the local search, several speed-up methods for swap and
insert operators are proposed to enhance the searching efficiency of the proposed VND
algorithm. In [42], a discrete PSO integrating the local search algorithm and VND
algorithm is developed by Tasgetiren et al. to tackle the generalized traveling salesman
problem. In their work, the personal best population will always be updated by the two-
opt local search algorithm and VND algorithm by sequence. Besides, in the mutation
procedure of the hybrid discrete PSO and VND algorithm, several speed-up methods
based on the insertion operator are designed to speed up the searching efficiency of the
algorithms. The numerical experimental results show that the proposed hybrid discrete
PSO and VND algorithm is better than the other competitors. Chen et al. [43] propose a
two-phase integrated VNS and PSO algorithm to solve the parallel machine scheduling
problems. In their approach, the VNS algorithm is applied to obtain the sequence of
orders in the first phase, and then the PSO algorithm is invoked to deal with the machine
assignment for each order based on the results of the first phase. Kadlec et al. [44] study
an inverse scattering problem and the adopted hybrid PSO and VND algorithm is used to
solve the problem and the experimental results show that the proposed VND can reduce
the computational time effectively. In [45], Mota et al. use the presented hybrid PSO
with VND algorithm to solve the equality constraint problems. The VND algorithm is
not only as the local search procedure but also as a kind of elitism operator and the
current best solution generated by the PSO algorithm will be updated by the VND
algorithm. In [46, 47], the authors focus on exploring a hybrid algorithm integrating
an improved PSO and VND algorithm to solve the vehicle routing problem with
simultaneous pickup and delivery. In these two studies, the VND algorithm works as
the local search algorithm to improve the selected solution. In [46], the solution is
randomly selected to update by the VND algorithms. Differently, in [47], the VND
algorithm is applied to deeply search for the found-optimal solution.

3 Formal problem description of MCH physician scheduling

In this paper, the studied physician scheduling problem considers important features of
Covid-19 patients in MCH. First, all patients in MCH are those exhibiting mild symp-
toms and a portion of the patients may deteriorate and need to be transferred to general
hospitals in future, and the lengths of stay for patients (LoS) are assumed to be different
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and their arrival days at the MCH are also dynamic. Besides, physicians also have
different arrival days at the MCH. In addition, the special shifts are designed for the
physicians which can balance their workload and the requirements of patients’
treatments.

The total number of patients is defined as P and the index of the patient is p. For patient p,
the arrival day AP

p and lengths of stay LoSPp in MCH are considered differently. The planning

horizon has D days and the index of the day is d. Physicians in the MCH are dispatched from
different hospitals. They will work in the MCH for a short period (denoted as L) like one to
three weeks after their arrival. The total number of physicians in the planning horizon is I and
the index of the physician is i. For different physician i, the arrival day AI

i in MCH are not the
same because they arrive in different batches. The schedule for each physician is after his/her
arrival and before leaving the MCH.

Physicians in MCH need to provide clinical treatment and medical observation for patients.
In the whole planning horizon, the total number of shifts is S′=D∗ ∣S∣ and the index of shifts
is s, S denotes the shift set for a day and |S∣ indicates the number of shifts in a day. Taking
Wuhan’s MCH for example, ∣S∣ equals 6 and each shift represents SP1 (8 AM - 0 PM), SP2
(0 PM - 4 PM), SP3 (4 PM - 8 PM), SP4 (8 PM - 0 AM), SP5 (0 AM - 4 AM), and SP6 (4 AM
- 8 AM), respectively. The first three shifts are included in the daytime shift set SDT. The last
three shifts are included in the nighttime shift set SNT. The shift set for a day is defined as
S=SDT∪SNT.

Each patient needs to receive at least one clinical treatment by a physician during the
daytime shifts each day. In the nighttime shifts, physicians are supposed to provide the medical
observation, and it is not needed to assign certain physicians to patients, but the number of
physicians should meet the requirement, which is based on the number of patients in the MCH.
Each physician cannot be assigned to two consecutive shifts (including two adjacent shifts on
two consecutive days). For example, physician i is assigned to SP6 on day 1, then s/he cannot
be assigned to SP1 on day 2 due to the consecutive shift limitation. For each day, a physician
cannot be scheduled for more than two shifts which guarantees that the physician’s workload
will not be exceeded. Also, the total maximum working shifts W is considered in the planning
horizon to avoid overwork for each physician. Besides, at most B patients can be treated/
observed by each physician in a shift.

The objective of the studied problem is to satisfy the demand and the service requirements
of patients as much as possible and to get a schedule that reaches the minimum number of
assigned shifts for physicians and the minimum assignment between physicians and patients.
The objective function for the studied problem can be formulated as below.

Min w ¼ ∑I
i¼1∑

D
d¼1∑s∈S αids þ ∑P

p¼1∑
I
i¼1μpi þM � ∑D

d¼1 ∑s∈SDT∑p∈PAds
γdp þ ∑s∈SNTβds

� �
ð1Þ

In function (1), i, d, p, s denotes the index of physician, day, patient, and shift, respectively.
There are four types of decision variables, i.e., αids, μpi, γdp, and βds in function (1). In detail,
the binary decision variable αids=1 means that physician i works in shift s on day d, otherwise,
αids=0. The binary decision variable μpi=1 means that patient p receives at least one time
treatment from physician i in the planning horizon, otherwise, μpi=0. If binary decision
variable γdp=1, it means that patient p is not assigned to any physician on day d, otherwise,
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γdp=0. PAds is the subset of patients in shift s on day d. The integer decision variable βds
denotes the number of physicians who do not meet the requirements at nighttime shift s on day
d. The first part of function (1) ∑I

i¼1∑
D
d¼1∑s∈S αids aims to minimize the number of assigned

shifts for all physicians. The minimization of ∑P
p¼1∑

I
i¼1μpi means assigning the same physi-

cian to a patient as many times as possible. ∑D
d¼1∑s∈SDT ∑p∈PAds

γdp denotes the number of

untreated patients in all daytime shifts. ∑D
d¼1∑s∈SNT βds is the number of physicians who do not

meet the requirements in all nighttime shifts. The untreated patients and unsatisfied of the
requirements are allowed in our problem because the resource of physicians is in extreme
shortage. In order to penalize the unsatisfied situations, a penalty coefficient M is added to
reduce the number of untreated patients and unsatisfied requirements.

4 The Proposed PSO-VND

In this section, an algorithm that combines the PSO and VND in a self-adaptive mechanism is
designed to solve the considered problem.

4.1 Encoding and objective value

For the studied problem, the encoding of the solution determines the detailed shifts for each
physician. The solution includes I×D× ∣S∣ elements, where I is the number of physicians, D
is the total number of days, and ∣S∣ is the total number of shifts in a day. The value for each
element in the solution is binary and indicates the assignment of physician to the shift. An
example of the encoding scheme is provided in Fig. 1 which includes two physicians, two
days, and three shifts in a day. If the value of an element (i, d, s) is equal to one, it means that
physician i is scheduled in shift s on day d.

Unfeasible solutions may be generated during the searching procedure, so the check and
correction procedure needs to be executed when a new solution is obtained. The procedure has
three parts. 1) Binary value check and correction. The value of each element in the solution
should be 0 or 1. If the value is not an integer, it needs to round at first. If the value is below
zero, it will be set as zero, and if the value is over one it will be set as one. 2) The arrival day
and the length of stay check and correction.When the physician does not arrive at the MCH or
has already left the MCH, the corresponding value in the solution should be set as zero. 3)
Day-shift and Working shifts correction. The day-shift correction for each physician is used to
correct when the physician has consecutive shifts or has been assigned to more than two shifts
in a day. The working shifts correction is to reduce the number of assigned shifts for each
physician until it does not exceed the limit. The details of the check and correction procedure
can be seen in Algorithm 1.

Fig. 1 An example for the encoding scheme
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Algorithm 1: Check and correction procedure
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The encoding of the solution shows the schedule for each physician. Based on the
encoding of the solution, we can obtain a list that records the state of each physician in
the all days’ shifts. Only when a physician is scheduled in the daytime shifts on a day,
the state of the physician is active on that day and a patient can be assigned to her/him.
Similarly, if a patient stays in the MCH on a day, the state of the patient is active, which
means that the patient needs to be treated on that day in a daytime shift. The physician-
patient assignment heuristic is proposed to complete the assignment between physician
and patient. For each physician, the heuristic first obtains the day lists for each physician
when he/she is on duty and the day lists for each patient when in need of treatment.
Then, find the best-matched patient for each physician according to the day lists for the
physician and patients. Considering a physician’s day list and a patient’s day list, we can
calculate the number of the matched days included in both lists. If there are N patients,
then we can get N number of matched days for the physician and all the N patients. The
patient who has the largest matched days with the physician is the best-matched for the
physician. Next, assign the found best-matched patient(s) to the physician and update the
state of the physician and patient(s). Repeat the above operations until it cannot find any
day that matches physicians and patients. The pseudocode for physician-patient assign-
ment heuristic can be found in Algorithm 2.

358 Lan S. et al.



Algorithm 2: Physician-Patient Assignment Heuristics

The objective value of the solution can be obtained after the check and correction procedure
and physician-patient assignment heuristic. The number of assigned shifts for all physicians
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and the number of unsatisfied demands can be directly calculated by the encoding of the
solution. The number of assignments between physicians and patients and the number of
patients who do not receive the treatment over all staying days during the planning horizon can
be obtained after applying the physician-patient assignment heuristic.

4.2 Solution updating operators

In this section, we provide novel solution updating operators for the studied problem, which
hybrids the PSO and VND algorithms with a self-adaptive mechanism. The PSO based on the
rule of the normal distribution is applied as the population updating operator. The VND
procedure based on three designed neighborhood structures is proposed to improve the
solution with two integrated loops.

4.3 Population updating operators

In this paper, the population or swarm includes N particles. The population of the solution is
represented as X={x1, x2,…, xN}. For each particle (solution), the search space is K-dimen-
sional. In this paper, the K-dimension solution is indicated by an I×D× ∣S∣ vector. In
iteration t, an element in the solution for a certain particle n can be denoted as xnk(t),
k=1×1×1, 1×1×2, …, I×D× ∣S∣. Several parameters are recorded during the updated
processes. For example, the best-found solution for a particle (denoted by nBestn(t)) is updated
in iteration t. The gBest(t) denotes the global best-found solution in iteration t. The updating
mechanism in each iteration for each particle is referred to Kiran [48]. After obtaining the
parameters μk(t), σk(t), and z defined in eqs. (2), (3), and (4) respectively, the solution can be
updated by eq. (5).

μk tð Þ ¼ X nk tð Þ þ nBestnk tð Þ þ gBestk tð Þð Þ=3 ð2Þ

σk tð Þ ¼ 1

3
� xnk tð Þ−μk tð Þð Þ2 þ nBestnk tð Þ−μk tð Þð Þ2 þ gBestk tð Þ−μk tð Þð Þ2
h i� �1=2

ð3Þ

z ¼ −2lnK1ð Þ1=2 � cos 2πK2ð Þ ð4Þ

xnk tð Þ ¼ μk tð Þ þ σk tð Þ � z ð5Þ
Where the parameters K1 and K2 are randomly generated in the range of [0, 1].

4.3.1 Variable neighborhood descent

Variable neighborhood descent (VND) is one of the variants for variable neighborhood search
(VNS) which applies a deterministic way to change the neighborhood. In this section, the
proposed VND is adopted to improve the solution during the solution updating procedure.
Three neighborhood structures are designed according to the studied problem and the corre-
sponding search mechanism are provided.
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Neighborhood structures There are three neighborhood structures considered in the paper.
The main neighborhood changing operator is swapping. The first neighborhood structure
named as Two_days_One_phy, is to swap the values in two shifts on two different days
for a physician. The second neighborhood structure is One_day_Two_phys, which swaps
the values in the same shift in the same day for two different physicians. The last one named as
Two_days_Two_phys, is to swap the values in two different shifts in two days for two
physicians. It is worth mentioning that for physician i, the day selected to swap should be in

the range of AI
i ;A

I
i þ L−1

� �
. The examples of the three neighborhoods are provided in Fig. 2.

Neighborhood changing In the proposed VND, the neighborhood for searching is changed
in a deterministic way. In detail, the procedure begins with the first neighborhood structure. If
the solution is improved in the current neighborhood structure, the forward search will be in
the first neighborhood structure with the new improved solution. Otherwise, the forward
search will be in the next neighborhood structure with the current unimproved solution.

(a) _ _ _

(b) _ _ _

(c) _ _ _

Fig. 2 Examples for neighborhood structures
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Acceptance criterion During the VND procedure, the improved solution will be accepted and
the current solution will be replaced by the improved solution.

VND procedure The VND procedure in this work is to search the local optimum by changing
the neighborhood structures in a deterministic way. The input of the VND procedure is a
solution, the fitness of the solution, and the three neighborhood structures. The VND proce-
dure will return a new solution and its fitness. There are two loops in the procedure. These two
loops in VND have different termination conditions. The first loop is the judgment loop for
solution improvement and it nests the second loop. The procedure of the first loop will keep
running until the solution cannot be improved in the second loop. The second loop is applied
to search for better solution in the neighborhood structures. If the index of the current
searching neighborhood structure is larger than the maximum number of neighborhood
structures, it will jump out from the second loop and return the solution to the first loop. At
the beginning of each second loop, the solution is searched in the first neighborhood structure.
The VND procedure is provided in Algorithm 3.

Algorithm 3: Variable Neighborhood Descent

4.4 Framework of PSO-VND

In this section, the framework of the integrated PSO and VND algorithm is explained. The
initial solution is randomly generated, and the check and correction procedure is applied to
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ensure the feasibility of the solution. A self-adaptive mechanism is proposed in the PSO-VND,
which is used to choose the updating operations for the solution. In detail, if the solution is
improved by the population updating operators, then it will continue using the operators in the
next iteration. Otherwise, it will turn to use the VND operator to update the solution. Similarly,
it will continue using the VND operator when the solution is improved by the operator,
otherwise, another updating operator will be used. In addition, in the population updating
operators, the worse solution may be retained if the randomly generated value is smaller than
the pre-defined parameter φ. The details of the proposed PSO-VND can be seen in
Algorithm 4.

Algorithm 4: PSO-VND
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5 Experiments

In this section, all experiments are carried out in Python 3.9 running on Windows 10 with an
Intel (R) Core™ i3–4130 CPU @3.4 GHz and 8GB RAM. The total number of patients is
chosen from the set {100, 150, 200, 250, 300, 350, 400, 450} and the total number of
physicians is chosen from the set {10, 15, 20, 25, 30}. Forty instances are generated for the
following experiments which combine each element in the number-of-patient-set with each
element in the number-of-physician-set. The length of the planning horizon is 30 days. The
penalty coefficientM is set as 10. Each physician can stay in the MCH for at most 15 days. In a
shift, at most 15 patients can be treated/observed by each physician. The maximum number of
total working shifts for a physician is 24. The minimum value of Length of Stay (LoS) for a
patient is 3 and the maximum value of LoS is 14.

For each instance, six algorithms including the proposed PSO-VND, proposed VND,
Multiple Temperature Simulated Annealing (MTSA) algorithm [49], Multi-Verse Optimizer
(MVO) algorithm [50], Aquila Optimizer (AO) algorithm [51], and PSO [48] are compared.
Each algorithm is executed 10 times with the same time limitation (200 seconds). The size of
the population is set to 30. In each instance, three quantitative performance measures on each
algorithm are provided, i.e., the average objective value of 10 runs (denoted by Ave), the
minimum objective value of 10 runs (denoted by Min), and the Relative Percentage Deviation
(denoted by RPD). The RPD is used to measure the performance of the algorithms, which is

defined by RPDa ¼ AveObja−Minimum
Minimum � 100, where RPDa and AveObja represent the RPD value

and the average objective value in 10 runs of the algorithm a, respectively. Minimum is the
best-found objective value obtained by all the compared algorithms of each instance. The
results of comparing our implementations of the six algorithms can be seen in Table 1
including the values of Ave, Min, and RPD for each compared algorithm in all instances for
10 runs. We can find that the proposed PSO-VND can obtain the best average objective values
and minimum objective values in most instances among all the compared algorithms. The
average RPD values of the proposed algorithm are below 10 and the values of the other
compared algorithms are larger than 20.

Besides, the Friedman test is performed on the average objective values to check whether
there exists any significant performance difference among the compared algorithms. The
Friedman mean ranks for all compared algorithms VND, MTSA, MVO, AO, PSO, and the
proposed PSO-VND are 5.5, 4.69, 4.13, 3.29, 2.4, 1, respectively. The lower value of rank is
better and the ranks of the proposed PSO-VND is better than the other compared algorithms in
all instances. From the Chi-Square distribution table, we can get χ2

0:05 5ð Þ ¼ 11:07 and the

obtained Chi-Square value of Friedman test is 152. 285 which is much larger than χ2
0:05 5ð Þ. In

addition, the p value for the test is far less than 0.05 confidence level. The results of the
Friedman test verify that there are significant differences among all the compared algorithms
and the proposed PSO-VND shows the best performance.

Figure 3 shows the average objective values by each compared algorithm in the instances
with different numbers of physicians. The proposed PSO-VND finds the better objective
values in different cases. Besides, when the number of physicians is ten, the average objective
values found by PSO-VND show much more significant improvement than in the other
compared algorithms. When the number of patients is 450, the average objective values
obtained by the proposed PSO-VND are smaller than those by the other five compared
algorithms. Moreover, for each number of physicians, the Friedman test is adopted and the
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results of the tests can be seen in Table 2. For each test, the Null Hypothesis is: There is no
significant difference among all the compared algorithms. For cases with the different number
of physicians, the results of the tests all reject the Null Hypothesis, which means that the
performances among all the compared algorithms have significant differences, and the pro-
posed PSO-VND shows the best performance in all the test cases with different numbers of
physicians.

The boxplot of RPD values for all the compared algorithms is provided in Fig. 4. The figure
shows that the whole box of the proposed PSO-VND is below the boxes of the other
algorithms. It means that the RPD values obtained by the proposed PSO-VND are better than
those by the other compared algorithms. Besides, the low limb of the box of the proposed
PSO-VND is very close to zero. The range of the lower quartile and upper quartile is almost
below ten, which is smaller than the other compared algorithms.

The boxplots of RPD values for all the compared algorithms with the different number of
physicians are provided in Fig. 5. From the figures, we can find that when the number of
physicians is 10 and 30, the RPD values of the proposed PSO-VND are smaller than ten, and
the ranges of the whole boxes of the proposed algorithm in these two cases are much smaller
than the those in the other compared algorithms. Besides, in most cases, the medians of RPD
values of the proposed PSO-VND are close to the lower quartiles.

Table 2 The results of Friedman test in the different number of physicians

Algorithms I=10 I=15 I=20 I=25 I=30

VND 5.00 5.88 5.63 5.38 5.63
MTSA 5.25 4.50 4.88 4.19 4.63
MVO 3.63 4.13 4.00 4.50 4.38
AO 3.75 2.88 2.88 3.94 3.00
PSO 2.38 2.63 2.63 2.00 2.38
PSO-VND 1.00 1.00 1.00 1.00 1.00
Chi-Square value 29.50 33.00 32.14 31.49 32.71
p value 1.8×10−5 4×10−6 6×10−6 7×10−6 4×10−6

(a) )b( )c(

(d) )e(

Fig. 3 The average objective values by each algorithm in the different number of physicians
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6 Conclusions

The problem studied in the paper is inspired by the real-world pandemic outbreak of 2019, i.e.,
the Covid-19 pandemic. The MCH can deal with the shortage of physician sources during the
pandemic outbreaks, which can release the burden of the local hospitals and effectively slow
down the spread of the pandemic. In this paper, we investigate the physician scheduling
problem in the MCH while taking into account its inherently specific properties such as,

(a) )b( )c(

(d) )e(

Fig. 5 The boxplot of RPD values for all compared algorithms with the different number of physicians

Fig. 4 The boxplot of RPD values for all compared algorithms

369Physician scheduling problem in Mobile Cabin Hospitals of China during...



different arrival days and leaving days of physicians and lengths of stay of patients, assignment
limitations for physicians, etc. These features position our studied problem closer to reality
while increasing the difficulty of the problem. To solve the studied problem, an integrated
approach PSO-VND is proposed with the specific encoding strategy, solution updating
operators for the problem. The proposed PSO-VND algorithm is compared with five meta-
heuristic algorithms, i.e., VND, MTSA, MVO, AO, and PSO. The computational results show
that the proposed algorithm can find better results than other competitors.

For future work, we can consider more features about physician scheduling problem or
other healthcare resources management problems in such pandemic scenarios or related
disaster situations. Besides, more practical objectives can be taken into account, such as the
preference of physicians, the cost of dispatching, and the batches of physicians arriving at the
MCH. For example, physician from the same hospital or same city can be grouped. The
grouped physicians can be dispatched into different batches based on the detailed demands of
the hospitals.
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