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Abstract
Molecular dynamics (MD) simulations are a key computational chemistry technique that 
provide dynamic insight into the underlying atomic-level processes in the system under 
study. These insights not only improve our understanding of the molecular world, but also 
aid in the design of experiments and targeted interventions. Currently, MD is associated 
with several limitations, the most important of which are: insufficient sampling, inadequate 
accuracy of the atomistic models, and challenges with proper analysis and interpretation 
of the obtained trajectories. Although numerous efforts have been made to address these 
limitations, more effective solutions are still needed. The recent development of artificial 
intelligence, particularly machine learning (ML), offers exciting opportunities to address 
the challenges of MD. In this review we aim to familiarize readers with the basics of MD 
while highlighting its limitations. The main focus is on exploring the integration of deep 
learning with MD simulations. The advancements made by ML are systematically out-
lined, including the development of ML-based force fields, techniques for improved con-
formational space sampling, and innovative methods for trajectory analysis. Additionally, 
the challenges and implications associated with the integration of ML and artificial intel-
ligence are discussed. While the potential of ML-MD fusion is clearly established, further 
applications are needed to confirm its superiority over traditional methods. This compre-
hensive overview of the new perspectives of MD, which ML has opened up, serves as a 
gentle introduction to the exciting phase of MD development.
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Abbreviations
ABF  Adaptive biasing force method
ACSF  Atom-centred symmetry function
AE  Autoencoder
AI  Artificial intelligence
AIMD  ab initio molecular dynamics
AIMNet-NSE  Neural spin equilibration
aMD  Accelerated molecular dynamics
ANI  1-Accurate NeurAl networK engINe for molecular energies
CC  Coupled cluster
CG  Coarse grained model
CMAP  Correction map
CNN  Convolutional neural network
CPU  Central processing unit
CV  Collective variable
CVAE  Convolutional variational autoencoders
D2R  Dopamine receptor subtype D2
DCF  Direct covariant forces
Deep-LDA  Deep linear discriminant analysis
Deep-TDA  Deep targeted discriminant analysis
DFT  Density functional theory
DL  Deep learning
DTNN  Deep tensor neural network
FES  Free energy surface
FFNN  Feedforward network
FFS  Forward flux sampling
FUNN  Force-biasing using neural networks
GAN  Generative adversarial network
GNN  Graph neural network
GNNFF  Graph neural network force field
GPCR  G protein-coupled receptor
GPU  Graphics processing unit
HLDA  Harmonic linear discriminant analysis
ICA  Independent component analysis
IMD  Independent Markov decomposition
ITS  Integrated tempering sampling
LSTM  Long short-term memory
MBTR  Many-body tensor representation
MD  Molecular dynamics
ML  Machine learning
MM  Molecular mechanics
MSES  Multiscale enhanced sampling
MSM  Markov state model
MTL  Multi-task learning
NLP  Natural language processing
NN  Neural network
NNFF MD  Neural network force field molecular dynamics
NNP  Neural-network potentials
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OPES  Flooding approach-on-the-fly probability enhanced sampling-flooding 
approach

PCA  Principal component analysis
PES  Potential energy surface
QM  Quantum-mechanical
RBM  Restricted Boltzmann Machine
REAP  REinforcement learning based Adaptive samPling
REMD  Replica exchange molecular dynamics
RMSD  Root mean square deviation
RNN  Recurrent neural network
SASA  Solvent accessible surface area
SOAP  Smooth overlap of atomic positions
SSAGES  Advanced general ensemble simulations
TICA  Time-lagged independent component analysis
TPI-Deep-TDA  Transition path informed deep-TDA
TPS  Transition path sampling
UB  Urey-Bradley
VAC  Variational approach for conformation dynamics method
VAE  Variational autoencoders
VAMP  Variational approach for Markov processes
VES  Variationally enhanced sampling
5-HT2AR  Serotonin receptor subtype 2 A

1 Introduction

In modern times, computer science has become an indispensable part of virtually all areas 
of human activity. The constant evolution of technology has led to new advances that con-
tinue to impact the way we live, work, and interact with the world around us. One area 
where computers have left a significant impact are simulations of molecular systems, with 
one of its flagship methods being molecular dynamics (MD). These key tools of computa-
tional chemistry have been used for some time to gain insights into the behavior of vari-
ous systems under specific conditions at the atomistic level. As such, they are critical for 
understanding the properties of materials and biological systems and their interactions with 
the environment, which is essential in areas such as drug discovery, materials science, and 
nanotechnology (Schlick and Portillo-Ledesma 2021).

The roots of artificial intelligence (AI) can be traced even further back than the occur-
rence of MD simulations and in recent years significant progress has been made in this 
field. This claim can be further supported by the fact that this general introduction para-
graph was written and improved in part by using ChatGPT (Rudolph et al. 2023), an AI 
language model from the generative pre-trained transformer (GPT) family of language 
models. Advances in AI technology have led to rapid progress in its use in a variety of 
domains, including MD simulations, with the increased boom occurring after 2015. AI 
algorithms can represent a valuable tool for optimizing simulations to run significantly 
faster (Thӧlke and De Fabritiis 2022; Galvelis et al. 2023), efficiently extracting informa-
tion from generated molecular trajectories (Mardt et al. 2018), and predicting the behav-
ior of complex macromolecular systems (Moritsugu 2021; Guo et al. 2018). However, AI 
implementations are not without significant challenges, such as the need for large amounts 
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of data, the struggle of efficiently training the algorithms to accurately capture complex 
systems. Additionally, in terms of speed, neural network potentials (NNPs) are generally 
slower than classical force fields (FF) (Behler 2016, 2021). In this context the inclusion of 
AI constitutes a new development phase in MD simulations. As these technologies con-
tinue to evolve, it is clear that they will play an increasingly critical role in shaping the 
future of scientific research and its practical applications.

In this review, we aim to provide a comprehensive coverage of the latest advancements 
in implementing AI within the framework of MD simulation. As researchers who apply 
MD simulations in our own work, we understand the challenges of staying up-to-date with 
the latest developments and innovations in the field. With this work we hope to equip fel-
low researchers with the knowledge and tools to improve the accuracy and efficiency of 
their MD simulations, while our review may also be informative for method developers. 
To begin with, a concise introduction to the MD method and an outline of its main three 
challenges, namely insufficient sampling, inadequate accuracy of the atomistic models, and 
challenging interpretation of the obtained trajectories are provided. This is followed by an 
overview of techniques for improved sampling of conformational space designed without 
the implementation of machine learning (ML). Next, we discuss most of the deep learn-
ing (DL) - based architectures to enhance the understanding of their applications in MD 
and present the recently developed ML-based approaches for dealing with three persist-
ing key problems encountered in MD. We conclude with a critical discussion of some of 
the challenges associated with this exciting ML-MD fusion and attempt to assess its wider 
impact and speculate on the potential future directions that the MD field might take next. 
We hope that such comprehensive treatment of this developmental step in MD will ensure 
a better understanding and appreciation of the diverse applications of ML in MD. In addi-
tion to this classification, the integration of AI techniques in MD simulations can also be 
approached from an algorithm-based perspective (Zhang et al. 2020).

2  Molecular dynamics simulations: methodologies and challenges

The emergence of MD simulations in chemistry can be traced back to 1957 when Alder and 
Wainwright used them in a study of simple gases (Alder and Wainwright 1957). Follow-
ing a subsequent development of algorithms as well as their computational applicability, 
the first MD simulation of a protein, bovine pancreatic trypsin Inhibitor, in a vacuum was 
reported by McCammon, Gelin, and Karplus in 1977 (McCammon et al. 1977). With MD’s 
potential unraveled, it was subsequently extensively used in protein research to study con-
formational changes, protein-ligand interactions, and even reaction mechanisms. It became 
a complementary method to interpreted biochemical experiments to support research in 
material science as well as in computer-aided molecular design (Wu et al. 2022).

Fundamentally, there are three major challenges associated with MD simulations: (i) 
(in)accuracy of the used FF and/or too extreme approximations leading to systematic 
errors, (ii) challenging interpretation of the high-dimensional and noisy molecular trajecto-
ries, and (iii) the limited computational power that restricts the trajectory length in a given 
simulation runtime, leading to statistical errors due to inadequate sampling of the confor-
mational space available to the system (Fig. 1) (Durrant and McCammon 2011; Sidky et al. 
2020; Hénin et al. 2022). To address the last challenge, several algorithms were developed 
to allow a more efficient sampling of the conformational space of the investigated molecu-
lar system.
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2.1  Atomistic models and force fields

Performing MD simulations within a comprehensive framework of time-dependent many-
body Schrödinger equation has been a long-standing challenge in quantum computational 
chemistry. Since nuclei have a larger mass than electrons, the Born-Oppenheimer approxi-
mation can be used, and the wave function becomes a product of a nuclear and electronic 
wave function with the first one explicitly dependent on time. However, quantum dynamics 
is still computationally too intensive for larger systems even for the most efficient and capa-
ble supercomputers (Ollitrault et al. 2021).

This significant challenge of modeling the atomic structure and its dynamics with quan-
tum mechanics (QM) was efficiently solved by introducing another description of molec-
ular structure-molecular mechanics (MM), and subsequent development of classical MD 
simulations which reduce the computational complexity by considering an approximation 
that movement of atoms can be described based on Newtonian (classical) mechanics. In 
MD simulations, Newton’s equation of motion is thus used to calculate the time-dependent 
changes in the position and velocities of the moving atoms of the molecular systems under 
study (Wu et al. 2022; Durrant and McCammon 2011). Forces acting on individual atoms 
can be calculated using FF (i.e. molecular mechanics) which define the systems potential 
energy and include the contributions of bonded (i.e. chemical bonds, valence and dihedral 
angles) and nonbonded interactions (i.e. van der Waals and Coulomb interactions).

The FF approach is viable also because in many cases quantum effects can be globally 
neglected. In addition to calculating forces via classical FF, ab initio MD was also devel-
oped, in which the energy of the system is calculated at each time step using a selected QM 
method (Iftimie et  al. 2005). The energy terms in FF are appropriately parameterized to 
reproduce QM calculations and experimental (e.g., spectroscopic) data. In this order, 
parameters such as stiffness and length of springs describing bonds and angles, as well as 
partial atomic charges and van der Waals atomic radii are determined (Fig. 2). These are 

then used to calculate the forces between particles and their potential energies U
(

⇀

R

)

 (Dur-

rant and McCammon 2011). However, standard FF neglect several physical effects such as 
electronic polarization, charge transfer and many-body dispersion (Melcr and Piquemal 

Fig. 1  Three major challenges of the molecular dynamics simulation technique: (i) imprecision of the force 
fields leading to systematic errors, (ii) limited computational power leading to statistical errors, (iii) inter-
pretation of high-dimensional trajectories
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2019). There has been a lot of effort dedicated to the development of polarizable FF to pro-
vide a more accurate treatment of the atomistic structure (Jing et al. 2019).

2.2  Sampling in molecular dynamics simulations

The challenges of conformational sampling in MD simulations depend heavily on the high 
energy barrier that must be overcome for one configuration to transition to another. To 
ensure a more efficient sampling of a vast conformational space of atomistic systems under 
study, several approaches can be utilized, including simulation of lower-level representa-
tions, coarse-grained (CG) systems (Kmiecik et  al. 2016) and enhanced sampling (Liao 
2020). Enhanced sampling, sometimes also referred to as accelerated sampling, is a com-
plex concept encompassing intertwined methods, making it difficult for simple categoriza-
tion. Some techniques are exploratory and aim to discover new regions of the configuration 
space and provide only semi-quantitative estimates of the probability distribution, while 
others allow estimation of probability distributions and free energies from the sampled 
space. In addition, some of the enhanced sampling schemes do not preserve the kinetics 
of the system. In general, these methods should allow sampling of larger portions of the 
available conformational space in a given amount of simulation time. Enhanced sampling 
can be achieved by sampling at higher temperatures, adding external forces or potentials, 
driving an adiabatically decoupled degree of freedom, or extending the ensemble under 
consideration (Fig. 3).

Based on the utilization of the collective variables (CVs), enhanced sampling techniques 
can be broadly divided into two groups: (1) CV-based, constrained enhanced sampling and 
(2) CV-free enhanced sampling. The first group includes approaches such as: umbrella 
sampling (Fig.  3), steered MD, metadynamics (Fig.  3), potential smoothing methods, 
J-walking, local elevation, conformational flooding, hyperdynamics, conformational space 
annealing, adaptive biasing force method, local elevation umbrella sampling, and variation-
ally enhanced sampling (VES) (Yang et al. 2019). The main methods of the second group 

Fig. 2  Illustration of elements used in the construction of force fields. The bonded terms: bonds, which rep-
resent covalently bonded atoms, angles that account for the bending energy between every triplet of bonded 
atoms, dihedrals that describe the torsional energy of four sequentially bonded atoms, and improper dihe-
drals that involve a central atom connected to three peripheral atoms. The Urey-Bradley potential considers 
the coupling between bond length and bond angle, while the CMAP (Correction Map) potential corrects for 
the conformation of the peptide backbone (e.g., in CHARMM27 force field). The non-bonded terms: the 
Lennard-Jones potential, which characterizes the non-electrostatic interactions between pairs of non-bonded 
atoms, and the electrostatic potential, which accounts for the electrostatic interactions between charged 
atoms and follows Coulomb’s law
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are replica exchange MD (REMD) (parallel tempering) (Fig. 3), accelerated MD (aMD) 
(Liao 2020), simulated tempering, multicanonical simulation, temperature-accelerated 
dynamics, Wang-Landau algorithm, statistical temperature sampling, temperature-accel-
erated MD, enveloping distribution sampling, integrated tempering sampling (ITS), and 
accelerated enveloping distribution sampling (Yang et al. 2019). Several methods for anal-
ysis of MD trajectories as well as methods of enhanced sampling are related to the concept 
of collective variables (CVs), which are a functional mappings of full 3  N-dimensional 
configurations to a lower-dimensional representation (Hénin et al. 2022), which then serves 
as a coarse-grained description of a system.

In CV-free enhanced sampling techniques predefined CVs are not required as well as 
prior knowledge about the studied process (Liao 2020). For example, in popular REMD, 
multiple simulations run simultaneously at different temperatures or potential energy func-
tions, with correlation reduced by exchanging conformations/temperatures between repli-
cates at regular time intervals to avoid trapping the simulation in a stable conformation 
(Fig.  3) (Chen 2021; Liao 2020). The effectiveness of REMD depends strongly on the 

Fig. 3  Outline of some of the techniques developed to improve sampling of the available conformational 
space in MD simulations. A Umbrella sampling method—green lines represent the harmonic bias potentials 
added to the system Hamiltonian at different CV points along the CV space. B  Metadynamics: history-
dependent Gaussian-type biases are applied across the CV space. When the first basin (blue) is filled, the 
MD simulation is allowed to traverse high transition barrier and explore the red basin. Once the red basin is 
also filled, the accumulated biases are summed, enabling estimation of the negative free energy landscape 
(represented by the grey dashed line). C Replica exchange method: several replicas are simulated in parallel 
at different temperatures. In regular intervals exchange in temperatures/configurations between replicas is 
attempted. This exchange is allowed only when Metropolis criterion is satisfied (Liao 2020). (Color figure 
online)
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activation enthalpy and the choice of maximum temperature (Bernardi et al. 2015). How-
ever, the REMD method is not limited to changing the temperature, as any control param-
eter can be changed and even the expression of the Hamiltonian can be modified (Abrams 
and Bussi 2013; Liao 2020). Another popular method is aMD where a boost potential (act-
ing on torsional potential, the whole potential or both) is added to the system potential 
energy surface (PES) when it is below the threshold energy to promote crossing the energy 
barriers. In addition, the boost potential can be added only in certain regions of the system 
to promote specific conformations. aMD is a powerful approach to conformational sam-
pling, but reweighting methods can also restore the free energy landscape (Liao 2020).

Moreover, in CV-based enhanced sampling techniques, a bias potential is introduced 
into the system along the defined CVs to overcome the energy barrier (Yang et al. 2019). 
Here, as with aMD, the free energy landscape can be restored later by post analysis (Chen 
2021). The bias can be introduced, for example, by changing the temperature or poten-
tial energy function. The bias itself can be used either to constrain the dynamics around 
a conformation like in umbrella sampling (Fig. 3) technique (Yang et al. 2019; Torrie and 
Valleau 1977; Liao 2020; Hénin et al. 2022) or to fill the minima on PES to allow barrier 
crossing as it is implemented in a popular metadynamics (Abrams and Bussi 2013; Hénin 
et  al. 2022; Bernardi et  al. 2015) (Fig.  3). These two techniques can also be combined 
into the so called well-sliced metadynamics (Awasthi et  al. 2016). The principle limita-
tion of these techniques is that prior knowledge of the process under study (i.e. free energy 
surface) is crucial. Instead of the bias potential, a bias force can be applied directly to the 
mean force felt by the CVs, leading to adaptive bias force methods (Chen 2021).

When particularly interested in the detailed dynamics of the transition pathways 
between well-defined metastable states path sampling techniques (Chong et al. 2017) can 
be adopted. These methods include for example transition path sampling (TPS) and for-
ward flux sampling (FFS) (Chong et  al. 2017) and facilitates rare events (e.g. transition 
states) (Zwier and Chong 2010). For conducting path sampling techniques initial and final 
states of the studied system must be known (Zwier and Chong 2010).

Interestingly, a multiscale approach can also be used to provide enhanced conforma-
tional sampling. In multiscale enhanced sampling (MSES), the sampling of the all-atom 
protein is enhanced by accelerated dynamics of the associated coarse-grained model (CG).

Within enhanced sampling techniques we can also find a subgroup of methods des-
ignated as adaptive sampling. Their primary goal is to efficiently utilize computational 
resources by continuously monitoring the simulation. The information obtained from ana-
lyzing already-simulated part of the trajectory helps decide where to sample next. This 
allows for broader sampling of the conformational space and increases the likelihood of 
discovering new and interesting conformations. Adaptive sampling strategies primar-
ily vary in the analysis step, where approaches such as Markov state models (MSM) can 
be utilized (Hruska et al. 2020). Briefly, the Markov state based enhanced sampling uses 
CVs to construct the MSM and bias the simulations by restarting at less sampled states 
(Doerr and De Fabritiis 2012; Pérez et al. 2020). More in depth description of this particu-
lar approach is given in the Chapter. 4.3.

2.3  Trajectory analysis in molecular dynamics simulations

The result of the MD simulation is a trajectory that captures a time-dependent evolution 
of the conformations of the system. The number of calculations required for the MD simu-
lation increases with the length of the trajectory and the size of the system under study. 



Machine learning heralding a new development phase in molecular…

1 3

Page 9 of 36 102

There are several approaches available that can be used when analyzing MD trajectories 
including visual inspection, calculation of energies, measuring geometric parameters such 
as interatomic distances, angles and similar, performing cluster analysis, generating cross-
correlation matrices, root mean square deviation and fluctuation analysis, principal com-
ponent analysis (PCA), generating contact maps, checking for specific interactions like 
H-bonds, hydrophobic interaction, solvent accessible surface area (SASA) analysis, to 
name a few (Likhachev et al. 2016; Baltrukevich and Podlewska 2022). All these methods 
represent invaluable tools that enable an interpretation of obtained data and the establish-
ment of the connection with the experiment.

3  Machine learning and neural networks

AI can be broadly defined as a branch of computer science dealing with the development 
of systems that exhibit characteristics we associate with intelligence. One of the earliest 
papers in this field was published in 1943 by Warren McCulloch and Walter Pitts, intro-
ducing the model of artificial neurons (McCulloch and Pitts 1943). Early foundational 
ideas, like Turing’s Test in the 1950s, set the stage for AI research. The 1956 Dartmouth 
Conference marked AI’s official emergence as a research field, followed by significant 
advancements in the 1960 and 1970 s, and the development of expert systems. The 1980 
and 1990 s saw a shift towards connectionism and the emergence of ML, leading to the 
creation of algorithms that enabled computers to learn from data. The 2000s ushered in the 
era of DL (Hinton et al. 2006), transforming AI capabilities in areas like image recognition 
and natural language processing. From its beginnings to the present, AI experienced some 
golden years and also part of the so-called “AI winters,” characterized by a shortage of 
funds because initial high expectations of this technology were not met. This was related 
to the still underdeveloped field and the low computing power available at the time (Xu 
et al. 2021). Later, the development of capable central processing units (CPUs) and graph-
ics processing units (GPUs) provided the necessary computing power, and since the early 
to mid-1990s enable the computer science to thrive (Zhang and Lu 2021; Hwang 2018).

To list some AI success, AlphaGo defeated the world go champion in 2016 (Zhang and 
Lu 2021), the social humanoid robot Sophia (Retto 2017) made its first public appearance 
in the same year, while one of the most advanced chatbots chatGPT (Rudolph et al. 2023) 
appeared in 2022. A major breakthrough in life science was made by Alphafold (Jumper 
et al. 2021) in 2021, which uses DL techniques to make highly accurate protein structure 
predictions. Still, Alphafold faces some limitations, such as limited ability to predict the 
outcome of point mutations or, structures of complexes with small-molecule ligands, and 
model induced fit (Spiwok et al. 2022). AI is a collective term that encompasses several 
areas such as vision, speech, expert systems, robotics, planning, ML, and natural language 
processing (NLP). AI applications are often based on ML methods that implement the core 
idea of AI and can be divided into several classes: (un)supervised learning, dimensionality 
reduction, semi-supervised learning, reinforcement learning, and DL (Mukhamediev et al. 
2022). Here, we mainly focus on the fastest growing subfield of ML-DL.

To sum up, ML involves teaching computers to make predictions or decisions based on 
data. This is accomplished by using algorithms that adjust parameters such as weights and 
biases in a model that maps inputs to outputs through multiple layers of artificial neurons. 
These algorithms can be supervised or unsupervised, use reinforcement learning, etc. A 
loss function is a measure of how well a ML model fits the training data. It calculates the 
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difference between the predicted output and the actual value. The goal of training a model 
is to minimize the loss function, which in turn helps improve the accuracy of the model’s 
predictions (Vapnik 1999; Goodfellow et al. 2016).

Traditional ML techniques, such as decision trees, linear regression, and support vector 
machines, involve algorithms that learn from data to make predictions or decisions. They 
are generally less complex than DL models and require less computational power. How-
ever, they may struggle with very large datasets and complex problems. On the other hand, 
DL, a subset of ML, uses neural networks with multiple layers to model complex patterns 
in data. DL excels in tasks like image and speech recognition, natural language process-
ing, and can handle large and complex datasets. However, DL models require substantial 
computational resources and large amounts of data to train effectively. DL can also be seen 
as “black box,” providing little insight into how decisions are made. While traditional ML 
methods are less resource-intensive and more interpretable, they may lack the sophistica-
tion needed for complex tasks. On the other hand, DL offers powerful tools for handling 
large and intricate datasets, but at the cost of increased computational demands and less 
interpretability (Janiesch et al. 2021).

There are some platforms that offer open-source tools for ML/DL that are used by data 
scientists, ML engineers, and researchers to develop and train models for a wide range of 
applications such as image recognition, NLP, speech recognition, etc. (Table  1). These 
tools provide a range of algorithms, application programming interfaces, and frameworks, 

Table 1  Examples of open-source ML/DL tools (Latif et al. 2021)

Name Short description

SciKit-learn (Pedregosa et al. 2011) A ML library for Python, offering algorithms for 
classification, regression, clustering, and more.

TensorFlow (Abadi et al. 2016, 2016) An open-source platform for building and deploying 
ML models.

Microsoft CNTK (Microsoft Cognitive Toolkit 
2016)

A DL framework, designed to train and evaluate deep 
neural networks.

Keras (Chollet et al. 2015) A high-level neural networks application program-
ming interface, capable of running on top of 
TensorFlow or CNTK.

PyTorch (Paszke et al. 2019) An open-source DL framework that provides fast, 
dynamic, and intuitive development of deep neural 
networks.

Mxnet (Chen et al. 2015) A scalable DL framework that allows you to train and 
deploy neural networks on a variety of devices.

Chainer (Tokui et al. 2019) A Python-based DL framework that emphasizes flex-
ibility and computational efficiency.

Caffe (Jia et al. 2014) A DL framework, with a focus on speed and modu-
larity.

PyTorch VAE (Subramanian 2020) A PyTorch implementation of a variational autoen-
coder (VAE), a type of deep generative model.

DL4J (Eclipse Deeplearning4j Development Team) DL library written for Java and JVM (Java Virtual 
Machine)

PyCaret (Ali 2020) JAX (Bradbury et al. 2018) An open-source, low-code ML library in Python that 
automates ML workflows. A DL framework devel-
oped by Google, which couples a modified version 
of autograd and TensorFlow
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that help developers build, train, and deploy ML models efficiently. Each tool has its own 
strengths and weaknesses, and the choice of tool depends on the specific requirements of 
the project at hand.

In terms of architecture DL models can be categorized into different groups. There are 
some basic architectures/building blocks such as: (i) feedforward neural networks (FFNNs) 
(Goodfellow et al. 2016), (ii) convolutional neural networks (CNNs) (LeCun et al. 2015; 
Cong and Zhou 2023), (iii) recurrent neural networks (RNNs) (Goodfellow et  al. 2016; 
Vaswani et  al. 2017; Medsker and Jain 1999), and (iv) restricted Boltzmann machines 
(RBMs) (Latif et al. 2021; Upadhya and Sastry 2019). These form the basis for many other 
more complex designs, such as: (v) generative adversarial networks (GANs) (Goodfellow 
et al. 2016; Aggarwal et al. 2021; Vint et al. 2021), (vi) autoencoders (AEs) (Tian et al. 
2021; Goodfellow et  al. 2016), (vii) variational autoencoders (VAEs) (Tian et  al. 2021; 
Goodfellow et  al. 2016), (viii) transformers (Lin et  al. 2022; Vaswani et  al. 2017), and 
(ix) graph neural networks (GNNs) (Zhou et  al. 2020; Sanchez-Lengeling et  al. 2021; 
Mukhamediev et al. 2022).

FFNNs are the most basic artificial neural networks that have an input layer, at least one 
hidden layer, and an output layer. Input data is passed through the network and transformed 
by weights and biases in each layer to produce an output that can be used for prediction 
or classification tasks (Goodfellow et  al. 2016). In case some feedback connections are 
included, we obtain the RNN (Goodfellow et al. 2016; Vaswani et al. 2017; Medsker and 
Jain 1999). RBMs consists of two layers, one visible and one hidden. While the visible 
layer receives and encodes input data, the hidden layer builds its latent representation that 
captures the underlying structure of the data. Once an RBM is properly trained, it can gen-
erate new samples by drawing from the probability distribution represented by the hidden 
layer (Upadhya and Sastry 2019; Latif et al. 2021). CNNs can function as computer vision. 
They use convolutional layers to scan an image, extract features through convolution opera-
tions, and apply activation functions to the output of each convolution operation, in order 
to add nonlinearity. The pooling operation then reduces the spatial dimensions of the con-
volution layer output to control computation and overfitting. The features are then fed into 
fully connected layers for classification (Fig. 4) (LeCun et al. 2015; Cong and Zhou 2023).

GANs consist of two neural networks, the generator and the discriminator. The first 
takes data from the latent space and generates a new image. The second takes the generated 
image and the real image and decides whether the image is authentic or generated by the 
generator. Both networks are trained against each other, and in order to obtain a generator 
that provides images that the discriminator perceives as authentic (Goodfellow et al. 2016; 
Aggarwal et al. 2021; Vint et al. 2021). AEs consist of an encoder that converts the input 
data into a low-dimensional representation (bottleneck or latent code) and a decoder that is 
able to recover the input-like output from the low-dimensional representation (Tian et al. 
2021; Goodfellow et al. 2016). VAEs are essentially similar to autoencoders but model the 
latent space as a probability distribution (Tian et al. 2021; Goodfellow et al. 2016).

The core of the transformer is the implementation of the self-attention mechanisms that 
allow them to weigh the importance of different parts of the input sequence in making pre-
dictions. In its original architecture, this model consists of an encoder and a decoder. The 
input is first embedded, and a position encoding is performed. Then, the embedding is pro-
cessed by a stack of encoders consisting of a multi-head attention mechanism and a feed-
forward network, where each of these sub-layers is connected by a residual connection and 
normalized by layer normalization. The information is then passed to the decoder, which 
has a similar architecture with two multi-head-attention layers and a feed-forward network. 
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Finally, linearization and softmax activation are applied to the output before it is produced 
as the final result (Vaswani et al. 2017; Lin et al. 2022).

Finally, GNNs take a graph representation as input. In a graph, the data can be repre-
sented as global context, nodes, edges, and the connectivity of the graph. Before applying 
the GNN block, an embedding step is performed for each data type to represent them as 
vectors or embeddings. The GNN core block consists of several operations, including mes-
sage passing and aggregation, which propagate information between neighboring nodes 
and refine their embeddings. An update function is applied to create new embeddings for 
each node based on the aggregated information. After the GNN block processes the entire 
graph, a pooling function is used to aggregate the updated node embeddings into a graph-
level representation. Then, a classification layer is applied to produce a final classification 
or regression output based on the graph-level representation. Finally, an activation function 
is applied to the output to produce the prediction of the model (Fig. 5) (Zhou et al. 2020; 
Sanchez-Lengeling et al. 2021).

4  Machine learning and molecular dynamics simulations

One of the common aims of MD simulations is to accurately construct the free energy sur-
face (FES) from the well-converged simulations (Moritsugu 2021). As mentioned, before, 
three main problems are faced when performing MD simulations: accuracy (FF), efficiency 
(sampling) and the challenging interpretation of the trajectories (analysis), all of which 
could be tackled by AI methods. Traditionally used methods developed to address these 
challenges often struggle to efficiently capture complex nonlinear relationships in high-
dimensional data involving intricate molecular interactions. For example, user-defined 
reaction coordinates to describe the progression of large-scale conformational changes 
or chemical reactions are one such simplified description of reduced dimensionality that 

Fig. 4  Basic deep learning architectures. A feedforward neural network (FFNN), B the recurrent neural net-
work (RNN), C restricted Boltzmann machines (RBM), and D convolutional neural networks (CNN)
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suffers from predefined biases (Best and Hummer 2005). In addition, conventional FF often 
rely on predefined functional forms and parameters, which limits their accuracy in captur-
ing diverse and dynamic molecular behaviors (Zhang et al. 2023). Efforts have already been 
made to implement AI in MD calculations and in MD trajectory analysis (Noé et al. 2020; 
Mouvet et al. 2022; Mudedla et al. 2022; Behler and Parrinello 2007). ML has been used, 
for example, to extract classical potential energy surfaces (PES) from QM calculations to 
perform MD simulations with quantum effects (Behler and Parrinello 2007). In trajectory 
analysis, ML has been integrated into the construction of MSMs (Konovalov et al. 2021). 
By learning from existing trajectories, ML algorithms can also guide simulations towards 

Fig. 5  Selected, more complex deep learning architectures. A Generative adversarial network (GAN), 
B autoencoder (AE), C variational autoencoder (VAE), D transformer, E graph neural network (GNN)
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relevant regions of the configurational space, accelerating convergence and improving the 
exploration of rare events. Overall the application of ML provides more flexibility, tracta-
bility and scales much better when studying high-dimensional data such a MD simulation. 
A more detailed overview of recent advances in MD using AI is provided in the following 
subsections.

4.1  Machine learning‑based force fields

In this section, we focus on the methods, frameworks and libraries for ML-based FF, in 
particular DCF, SchNet, GNNFF, TorchMD, ACEMD3, CGSchNet, ANI and np2p NNP. 
ML in MD is usually utilized to replace QM calculations with ML-potentials for FF-like 
dynamics, allowing faster simulations with ab  initio QM accuracy (Behler 2016, 2021). 
Neural networks and kernel methods are typically trained with data obtained from cou-
pled cluster (CC) calculations or density-functional theory (DFT) and then used to predict 
potential energies and/or forces (Mouvet et  al. 2022). In this case Cartesian coordinates 
of the atomic positions are not a good choice for system representation, since the output 
of the numerical fitting method such as neural networks depends on the absolute values 
of the input coordinates, while translations, rotations and permutations (i.e. physical sym-
metries) do not change the energy of the molecules but do change Cartesian coordinates. 
Structures, however, can be described by internal coordinates such as interatomic distances 
(Behler 2011). The input information for the evaluation of the potential should also not 
include information about the atom type, except for the specification of the nuclear charge, 
so that the chemical environment and bonding can change in the simulation. In addition, 
to enable bond creation and breaking, all predefined atomic connections and bonds should 
be disregarded (Behler 2016, 2021). DScribe is an example of freely available software 
that supports the conversion of atomic structures into ML-input features (Coulomb matrix, 
Ewald sum matrix, sine matrix, many-body tensor representation (MBTR), atom-centered 
symmetry function (ACSF), and smooth overlap of atomic positions (SOAP) (Table  2) 
(Himanen et al. 2020).

Once the representation of the molecular system is ready and appropriate neural net-
work is designed, a training program is required to adjust the parameters in the neural net-
work to obtain reproducible results (i.e. potentials) with respect to the data usually derived 
from ab-initio simulations (Singraber et al. 2019). After neural network training, computer 
code is required to run it and calculate the forces needed in the MD simulation (Singraber 
et  al. 2019). Here, the total potential energy can be calculated as the sum of individual 
atomic contributions that depend on their local environment (Singraber et al. 2019; Behler 
2011; Behler and Parrinello 2007). This allows the use of atomic potentials to calculate 
the many-body potential of systems of arbitrary size (Fig. 6) (Behler and Parrinello 2007). 
Using the NNPs to carry out MD simulations results in faster development of the system 
over time, compared to traditional methods with proposedly same level of accuracy as pre-
sent in the training QM-based data. This is due to faster prediction of chemical properties 
since ML models do not have to solve any complex QM formalisms (Unke et al. 2021). 

Several neural network-based approaches for MD simulations as described above have 
been developed recently, some of which we will discuss herein. Symmetry functions 
(Behler 2011) can be used to describe the local atomic environment around each atom in 
the system. This description can then be used as input for ML-based MD methods such as 
neural network FF MD (NNFF MD), where PES is first predicted, followed by the com-
putation of atomic forces required for MD simulations, which allows the system to evolve 
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over time (Behler 2011; Mailoa et al. 2019). Later, the neural network-based approach for 
direct covariant forces (DCF) was introduced. In DCF, Cartesian force vectors in extended 
solid-state systems are predicted directly from multi-element local atomic environments 

Table 2  Selected tools for ML-supported MD simulations

Name Short descriptions

DScribe (Himanen et al. 2020) Python package for transforming atomic structures 
into neural network input (including Atom-centered 
Symmetry Functions)

N2p2 (Thompson et al. 2022; Singraber et al. 2019) Ready-to-use software for high-dimensional neural 
network potential

LAMMPS (Thompson et al. 2022; Singraber et al. 
2019)

A classical MD simulation code

OpenMM (Eastman et al. 2023b) A GPU-based MD code
TorchMD (Doerr et al. 2021) A DL framework for molecular simulations
TorchMD-NET (Thӧlke and De Fabritiis 2022) State-of-the-art graph neural networks and equivari-

ant transformers potentials for learning molecular 
potentials

CGSchNet (Husic et al. 2020) A transferable coarse-grained force field
ANI-1 (Smith et al. 2017) Computational DFT database
ANI-2x (Devereux et al. 2020) Trained NNP model
AIMNet2 (Anstine et al. 2023) Current state-of-the-art NNP
DeePMD-kit (Wang et al. 2018) Python/C + + package designed to minimize the effort 

required to build DL-based models of interatomic 
potential energy and FF and to perform MD

JAX MD (Schoenholz and Cubuk 2021) JAX MD is an end-to-end differentiable MD package 
that enables an easy incorporation of ML models

Fig. 6  Basic workflow of MD simulations with neural network-based potentials (NNP). A First, data is 
obtained, for example, from DFT or variational quantum Monte Carlo methods, and divided into training 
and validation sets. B Next, the simulated system has to be adequately represented by descriptors such as 
tensors, symmetry functions, graphs, etc. Then neural network is appropriately trained and validated to pre-
dict potentials or forces. If atomic potentials/potential energy surface (PES) are the final output of the neu-
ral network, then the forces acting on the atoms of the system must be calculated and are C finally used in 
the MD simulations to evolve system over time. At each step new atomic configuration is obtained that is 
fed to the trained and validated neural network to predict new forces acting on the atoms
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without the need for any prior calculation of the potential energy of the system. DCF force 
prediction accuracy was evaluated by simulating polyethylene oxide and amorphous lith-
ium phosphate oxide and comparing the predicted forces with data obtained by DFT calcu-
lations, the performance of classical FF was added as reference. OPLS 2005 FF was used 
for polyethylene oxide and FF from the literature developed for oxide systems for lithium 
phosphate oxide. DCF showed lower mean absolute error of the force error prediction com-
pared to the classical FF. Computational speed was also evaluated for the lithium phos-
phate oxide system, where DFT-based MD was ∼  106 times slower than classical FF-based 
MD. Standard NNFF MD, where ‘atomic fingerprints’ by Behler, Parrinello are used (B-P 
MD) written in the PROPhet plugin for LAMMPS (C++) was ∼ 100 times slower than 
classical FF, while the current DCF MD (in Python with Fortran acceleration) is ∼ 2 times 
faster than the standard B–P MD (in C++) and ∼ 800 times faster than standard B–P MD 
implementation using the Python AMP package with Fortran acceleration (Mailoa et  al. 
2019).

Local atomic environment representations can also be graph-based. SchNet, for exam-
ple, is a ML model that uses a GNN architecture to learn PES of a molecule directly from 
its atomic positions. The potential energy function is learned from a set of training data, 
typically consisting of large-scale QM calculations of molecular energies. The accuracy 
of SchNet was evaluated on the MD17 dataset—a collection of MD simulations of small 
organic molecules—in which the mean absolute errors of energy and force predictions 
were below 0.12  kcal/mol and 0.33  kcal/(mol/Å), respectively. SchNet was also tested 
on the  C20-fullerene system, where the normal mode analysis of the fullerene dynam-
ics showed the largest error of ∼1% when comparing SchNet with DFT-based reference 
results. Additionally, SchNet approach enabled 1.25 ns of path-integral MD, reducing the 
runtime by 3–4 orders of magnitude compared to DFT: from about 7 years to less than 7 h 
with much less computational resources (Schütt et al. 2018).

Another example using a GNN architecture to reduce the computational costs that 
constrain ab  initio MD is a graph neural network FF (GNNFF). Here, atomic forces are 
predicted directly from automatically extracted structural features that are translationally 
invariant, but rotationally covariant, to the coordinate space of atomic positions without 
explicit calculation of PES. The latter contributes to faster prediction time, while the for-
mer contributes to higher accuracy. Indeed, the more recent GNNFF outperformed SchNet, 
in terms of force prediction accuracy and prediction speed. The mean absolute error of 
the Cartesian force components derived with GNNFF in respect to the DFT calculations 
was 0.036 eVÅ−1 when considering ISO17 database—a collection of MD trajectories of 
129 organic isomers with the composition of  C7O2H10 and distinct structures. Furthermore, 
the mean absolute error for molecules there were not considered in training set was 0.088 
eVÅ−1, indicating that GNNFF is general enough to enable accurate prediction of forces 
for new molecular structures (with same chemical composition as the molecules used in 
training). GNNFF cannot be used to perform micro-canonical simulations or measure 
properties related to energy of the system because its forces are not derived from the sys-
tem’s PES and are not energy conserving. However, GNNFF can be used in NVT MD 
simulations with set thermostat. GNNFF was trained on ab initio MD (AIMD) trajectory 
forces for smaller  Li7−xP3S11 system while AIMD simulations were also performed for a 
system with larger simulation cell and higher atom number. The comparison of GNNFF 
performance for “Small” and “Large” systems showed only 3% difference in accuracy, 
evaluated for each element separately. Next, NVT MD simulation for the Large  Li7−xP3S11 
system, using atomic forces calculated by the GNNFF trained on the small system was 
performed and compared with AIMD. The comparison showed highly consistent radial and 
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angular distribution functions (Park et al. 2021). Depending on the element type and sys-
tem, GNNFF also outperformed the DCF approach mentioned above (Mailoa et al. 2019).

Recently, ML and DL have been used for accurate prediction of FF parameters and 
topologies of small drug-like molecules. Specifically, the ML random forest regressor 
model was first trained on the atomic charges of molecules, calculated based on the DFT 
method, and then used to predict partial charges on molecules in a much shorter time (i.e., 
less than one minute). Meanwhile, neural network models (neural network classification 
model in Scikit-learn package) were developed to assign atom types, phase angles and 
periodicities (Mudedla et al. 2022).

TorchMD represents a framework for molecular simulations that provides mixed classi-
cal and ML potentials, where all force computations are expressed as PyTorch arrays and 
operations (Table 2). Additionally, TorchMD also enables learning and simulating NNPs 
(Doerr et al. 2021). The equivariant transformer (ET) architecture was also implemented 
in the TorchMD-NET framework (Table 2) where attention mechanism is used to predict 
QM properties (Thӧlke and De Fabritiis 2022). The application of TorchMD was first dem-
onstrated with typical MD use cases (e.g. water box, alanine dipeptide, and trypsin with 
bound ligand benzamidine) for the evaluation of speed and energy conservation. Next, the 
QM9 data set was used to validate the training procedure, and finally a CG-simulation for 
miniprotein chignolin was performed using NNP trained on all-atom MD simulation data. 
Due to the lack of neighbor lists for nonbonded interactions in TorchMD, this method is 
60-fold slower compared to ACEMD (a high-performance MD code) (Harvey et al. 2009; 
Galvelis et al. 2023). Neighbor list issue also makes TorchMD prohibitive for much larger 
systems, however it is still a suitable method for the treatment of CG systems (Doerr et al. 
2021).

CG systems by themselves allow longer simulations of larger molecular systems. ML 
can also be applied in this area, where continuous filter convolutions on a GNN architec-
ture (CGSchNet) (Husic et al. 2020) (Table 2) were used to obtain the ML CG FF. CGSch-
Net’s performance was demonstrated on two model systems: capped alanine and the mini-
protein chignolin. In both demonstrations CGSchNet simulations captured the same basins 
on two-dimensional free energy surface (FES) that were observed in FES calculated for 
initial all-atom simulation (Husic et al. 2020).

Another approach for calculating the transferable NNPs is ANI (Accurate NeurAl net-
worK engINe for Molecular Energies) (Smith et al. 2017), which uses a modified version 
of the symmetry function to build single-atom atomic environment vectors as a molecu-
lar representation while training the DNN on QM DFT calculations (Table 2). ANI was 
used for creating potential called ANI-1, where GDB database was used in initial train-
ing. Despite ANI-1 being trained on small molecules counting only eight heavy atoms it 
demonstrated chemical accuracy compared to the reference DFT-based calculations also on 
much larger molecular systems (up to 54 atoms) suggesting its transferability (Smith et al. 
2017).

JAX MD software that can also be used to conduct MD is based on JAX DL framework 
developed by Google, which couples a modified version of autograd (automatic obtaining 
of the gradient function through differentiation of a function) and TensorFlow. At its core, 
JAX MD comprises several primitive operations that can be used in molecular simulations. 
Building on these primitives, JAX MD further includes simulation environments and inter-
action potentials that can be integrated with several architectures of neural networks. The 
simulations in JAX MD are differentiable, allowing for meta-optimization through mini-
mization of particle packings. With this JAX MD enables simulations with hundreds-of-
thousands of particles on a single GPU (Schoenholz and Cubuk 2021).
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One of the challenges in creating ML-based potential is that a large amount of reference 
data is required for neural network training to ensure accurate calculations. Therefore, the 
authors of ANI-1 have also provided access to a large computational DFT database of over 
20  million off-equilibrium conformations of 57462 small molecules that can be used to 
compare current and future methods in the field of ML potential (Smith et al. 2017). More-
over, there are also additional open databases available for NNP training, namely QMugs 
and SPICE (Eastman et al. 2023a; Isert et al. 2022).

Several libraries of NNPs have been presented to date. One of them is a library of high-
dimensional NNPs (n2p2 NNP package) that can be used together with MD packages such 
as LAMMPS (Thompson et al. 2022) (Table 2). This particular combination enabled the 
massively parallelized MD simulations of 2880 water molecules with a DFT NNP para-
metrization, achieving a speed of approximately 100 time steps per second (Singraber et al. 
2019). One of the most influential trained NNP model is ANI-2x (Devereux et al. 2020), 
the extension of the ANI-1x model, trained to seven elements (H, C, N, O, F, Cl, S) and 
with improved prediction of molecular torsion profiles. Recently, a more current state-of-
the-art NNP emerged-AIMNet2 (Anstine et al. 2023), that is applicable for structures of 
up to 14 chemical elements in neutral or charged states. These and similar NNPs can be 
utilized in the simulations via MD codes, like the above mentioned LAMMS (Thompson 
et al. 2022; Singraber et al. 2019) or OpenMM (Eastman et al. 2023b).

4.2  Machine learning for improved sampling

In this section, we focus on the integration of ML to support enhanced and adaptive sam-
pling methods in MD, in particular Deep-LDA, Deep-TDA, TPI-Deep-TDA, multitask 
learning, AlphaFold-inspired CVs, VAE-driven MSES, FUNN, DEEP-VES, REAP, VAEs, 
DeepDriveMD and NN-based generative models methods. By leveraging ML algorithms 
to learn from MD trajectories, enhanced and adaptive sampling methods can be further 
developed to explore and describe the high-dimensional conformational space of complex 
molecular systems more efficiently. In this respect ML techniques can, among others, aid 
in designing CVs, applying biases, predicting FES, and generating/selecting new starting 
conformations (Fig. 7).

Fig. 7  Machine learning (ML) approaches to support enhanced and adaptive sampling during molecular 
dynamics simulations. (left) Machine-learned collective variables (CVs) can be used in enhanced sampling 
while mean forces of FES and bias potential can also be predicted and determined by ML. (right) In adap-
tive sampling, the generation or selection of new starting conformations can be addressed by ML
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Appropriate CVs and FES accuracy are cornerstones for accurate and efficient CV-
based enhanced sampling, and ML can be an excellent support to overcome both chal-
lenges. In principle, CVs represent a dimensional reduction of a high-dimensional space 
into a low-dimensional space, and methods for dimensional reduction are extensively stud-
ied by ML (Table 3) (Chen 2021).

CVs can be classified as high variance CVs or slow CVs. High variance CVs capture 
local motions that contribute significantly to the overall configurational variability (e.g., 
bond stretching, angle bending), whereas slow CVs capture large-scale conformational 
changes (e.g., protein folding, ligand binding) that contribute significantly to the overall 
kinetic content (Sidky et al. 2020).

A high-dimensional bias potential method (NN2B), was one of the first methods using 
neural networks to bias along CVs. This approach is based on two ML algorithms: (1) 
the nearest neighbor density estimator (NNDE), which estimates density and correspond-
ing free energy, and (2) artificial neural network (ANN), which is used for bias potential 
approximation. NN2B performs short biased MD runs and updates a multidimensional bias 
potential iteratively based on the sampled distributions. Validation of this method was car-
ried out with alanine and tryptophan polypeptides simulations in vacuum and water, where 
2–8 dihedral angles are used as CVs (Galvelis and Sugita 2017).

CVs are traditionally designed as functions of only a few degrees of freedom (e.g., inter-
atomic distances, torsion angles, and coordination numbers), which can lead to an inad-
equate representation of the complex behaviour taking place in a molecular system. Neural 
networks can be used to create CVs that capture many more variables and are based on 
the slowest modes of the systems. CVs can be designed using classification methods that 
can define coordinates to distinguish between different metastable states of interest, for 
which data from unbiased simulations in the different metastable states are used. A more 
classical approach to this is harmonic linear discriminant analysis (HLDA) (Mendels et al. 
2018) while improved neural nwtworks-based methods like deep linear discriminant analy-
sis (Deep-LDA) (Bonati et al. 2020) and deep targeted discriminant analysis (Deep-TDA) 
(Trizio and Parrinello 2021) have been developed (Ray et al. 2023).

In Deep-LDA, a set of physical descriptors derived from various unbiased simulations 
of metastable basins is used as input to FFNN, where a nonlinear transformation is per-
formed. In the last layer, linear discriminant analysis (LDA) is applied and the direction 
of maximal separation between classes is determined and ultimately the CV is obtained 
(Fig.  8) (Bonati et  al. 2020). Deep-LDA method was implemented in the study of ala-
nine dipeptide. This sistem has two metastable states which are well described by a pair 
of Ramachandran angles ϕ and ψ which represents almost ideal CVs for this particular 
system. However, a general set of descriptors (distance-based descriptors only) was used 
in this demonstartion to create a situation similar to what one would face with more 
complicated system and to demonstrate Deep-LDA’s ability to handle a large number of 
descriptors. Deep-LDA CV was then used in enhanced sampling which performed simi-
lar to simulations were the pair of Ramachandran angles are biased. The performance of 
Deep-LDA was also demonstarted with aldol reaction between vinyl alcohol and formal-
dehyde. Descriptors based on interatomic distances were calculated from the unbiased 
simulations of reactant and product. The resulting CV was used in on-the-fly probability 
enhanced sampling (OPES) (Invernizzi and Parrinello 2020; Hénin et al. 2022) where the 
direction along which the system was driven was correlated with the minimum free-energy 
path (Bonati et al. 2020).

The basic idea of the Deep-TDA method comes from Deep-LDA, with the main dif-
ference being that the linear step is skipped altogether and the CV is expressed directly 
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as an neural network output, using topological data analysis. In Deep-TDA, a set of 
physical descriptors that are invariant with respect to the symmetries of the system, and 
originate from different unbiased simulations of metastable basins represents a data set 
that is projected by FFNN into a low-dimensional representation. In this representation, 
data from different basins is discriminated, which is achieved by the loss function that 
ensures that the projected data follow a predetermined distribution (Fig.  8). The per-
formance of this approach was tested in a cases of alanine dipeptide in vacuum, hydro-
bromination of propene and in double proton transfer in diamino-benzoquinone. Using 
Deep-TDA CV and OPES encouraged transitions between the two metastable basins in 
alanine dipeptide and gave similar results as Deep-LDA CV. In other two cases the use 
of one-dimensional Deep-TDA CV was demonstarted to successfully promote different 
reaction steps (Trizio and Parrinello 2021).

CVs trained only to discriminate between metastable states are often not optimal for 
providing a meaningful description of the transition state region. The recently improved 
deep-TDA method, transition path informed deep-TDA (TPI-Deep-TDA), enables the 
identification of CVs that can distinguish between initial and final (metastable) states 
while can also pass through the lowest free energy transition pathways. In TPI-Deep-
TDA first a set of descriptors is collected from the unbiased simulations in the metasta-
ble basins of the system, which are then used to generate standard Deep-TDA CV. The 
latter is used in a set of simulations performed using the on-the-fly probability enhanced 
sampling-flooding approach (OPES-flooding approach) (Ray et al. 2022). This enhanced 
sampling method avoids the deposition of bias in the transition regions, while the bias 
introduced in the non-excluded regions accelerates the probability of observing a transi-
tion (Ray et al. 2023). In this way, reactive trajectories are obtained, from which only 
configurations outside the metastable basins are collected, which are added to the origi-
nal dataset used for deep-TDA CV generation. The target distribution of Deep-TDA is 
modified to account for the additional data. Then, FFNN is trained to generate TPI-
Deep-TDA CV, which can be used in OPES (Invernizzi and Parrinello 2020) simula-
tions to calculate the free energy landscape (Fig. 8).

The method was tested in folding/unfolding of chignolin and ligand-receptor binding 
study on G2 guest-OAMe octa-acid host. In comparison to Deep-TDA, TPI-Deep-TDA 
improved CV performance and sped up convergence. Thus, TPI-Deep-TDA CV follows 

Table 3  DL models that can be used for collective variable identification

DL models for CV 
identification

Enhanced sampling techniques Methods for analysis

Variational Autoen-
coder (VAE)

VAE-driven MSES (Moritsugu et al. 2014)

Graph Neural Net-
works (GNNs)

Feedforward Neural 
Network (FNN)

Deep Linear Discriminant Analysis (Deep-LDA) 
(Trizio and Parrinello 2021) Deep Targeted Dis-
criminant Analysis (Deep-TDA) (Trizio and Par-
rinello 2021) Transition Path Informed Deep-TDA 
(TPI-Deep-TDA) (Ray et al. 2023) Force-biasing 
Using Neural Networks (FUNN) (Guo et al. 2018)

VAMPnets (Mardt et al. 2018) 
iVAMPnets (Mardt et al. 
2022)

Multi-task learning 
(MTL)

MTL of CVs for Enhanced sampling of rare events 
(Sun et al. 2022)
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the free energy gradient more closely than Deep-TDA CV, meaning that the sampled points 
are closer to the minimum free energy path. In the folding/unfolding study of chigoline 
TPI-Deep-TDA CV in biased simulation enabled estimation of the free energy difference 
between the folded and unfolded states in less than 200 ns of simulation time while similar 
convergence in unbiased simulations was reached only after ∼ 100 µs. In case of biased 
simulations using Deep-TDA CV convergence was reached after 500 ns with larger uncer-
tainty in the free energy difference compared to TPI-Deep-TDA CV. Fast convergence was 
also demonstrated in the last example case (Ray et al. 2023).

Recently, a multitask learning method was used to obtain CVs for enhanced sampling of 
rare events. This method addresses three tasks simultaniously: (i) dimensionality reduction 
in the form of a latent space is performed by a common upstream encoder, then separate 
downstream parts use this latent space to (ii) assign a basin class labels using a basin 
classifier, and (iii) predict potential energy using a potential energy predictor. The model is 
trained by combining short MD trajectories confined to the basins or containing transitions. 
A joint loss function is used for training, which combines the loss functions for each task. 
To obtain free energy landscapes, an iterative training procedure is followed. First, the 
initial configurations from unbiased MD simulations are collected and used for training. 
Then, the exploration of the configuration space is extended with biased simulations 
(umbrella sampling simulations) using the latent space as CV. Based on the obtained 
umbrella sampling simulations, short unbiased simulations are initiated and run until a 
known basin is reached, or until the predefined maximum time step is reached. Structures 
within the simulations are assigned destination basin label or label “unknown”, in the first 

Fig. 8  Overview of the workflows of methods based on discriminant analysis: deep-LDA, deep-TDA, and 
TPI-deep-TDA methods (adapted from (Bonati et al. 2020; Ray et al. 2023; Trizio and Parrinello 2021)). 
In deep-LDA, physical descriptors from unbiased MD simulations of metastable states that do not allow 
discrimination between two states, are fed into a neural network. DL is used to uncover hidden compo-
nents that allow discrimination between states. In the last layer, linear discriminant analysis is performed 
to obtain Deep-LDA CVs. The Deep-TDA method follows essentially the same workflow as the Deep-LDA 
method, but omits the linear discriminant analysis. In TPI-deep-TDA, deep-TDA CVs are used to guide MD 
simulations, e.g., using the OPES-flooding approach, where rare events such as transitions between metasta-
ble states are sampled. The descriptors obtained from the transition trajectories are then used to refine the 
CVs, which now include information about the transition path
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and second cases, respectively, and the assigned basin and potential energy labels are finally 
collected. Then, convergence is checked by calculating the misclassification rate, potential 
energy error, and free energy landscape on the latent space. In cases where the error is high 
and the free energy landscape is very different from the last iteration, convergence has not 
yet been achieved. In this case, the newly obtained basin classes and potential energy labels 
are added to the training data and the training and configuration explorations with CVs, 
followed by the recovery of new configuration labels, are repeated. When convergence 
is achieved, obtained CV is used to estimate the free energy with umbrella sampling or 
another enhanced sampling method (Fig. 9). The performance of this CV was tested on a 
model alanine dipeptide system in vacuum (Sun et al. 2022).

AlphaFold-inspired CVs were used in metadynamics and parallel tempering 
metadynamics simulations. AlphaFold 2 generates a tensor that stores the probability that 
two residues are at a given distance, which allows evaluation of fitness between a given 
protein conformation and the AlphaFold prediction. The level of this fitness was used to 
drive the MD simulations, biasing the system towards the conformations that matched the 
AlphaFold prediction. This allowed exploration of different conformations and prediction 
of their equilibrium probabilities (Fig. 10). The AlphaFold-inspired CV was used in cases 
of miniprotein Trp-cage and β-hairpin folding simulations, where the combination of 
parallel tempering with metadynamics enabled accurate prediction of FESs at different 
temperatures and observation of multiple folding events (Spiwok et al. 2022).

The MSES method mentioned in the first chapter was recently coupled with the ML 
approach - variational autoencoder (VAE). In VAE-driven MSES, two MD trajectories of 
the opened and closed ribose-binding protein were used to extract the distances between 

Fig. 9  A simplified workflow diagram of the multitask learning method for obtaining CVs (adapted from 
(Sun et al. 2022). The general DL architecture includes an encoder that performs dimensionality reduction. 
The output of the encoder (latent space) then serves as input to a potential energy predictor and a basin 
classifier, that predict potential energy and assign basin class, respectively. A basic workflow is as follows: 
First, CVs are learned by the encoder using data from initial unbiased MD simulations. Then, an umbrella 
sampling technique is performed using the extracted CVs to obtain initial conformations from which short 
unbiased simulations are performed. The potential energy and basin class labels obtained from these simu-
lations are then compared to the results of the previous iteration to assess the convergence status. If con-
vergence is not achieved, the process is repeated, while if convergence is achieved, the final free energy is 
calculated using the final CVs
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the residues as structural features, which were then normalized to represent values between 
0 and 1. These normalized structural features were then used as inputs for encoding into 
latent space, from which the decoder can generate an output that is used for distance 
restraint applied to the all-atom simulations in MSES. This method has the advantage over 
classical MSES in that it eliminates the difficult and time-consuming construction of a CG 
model and proper parameter selection (Moritsugu 2021).

Another example of the use of neural network for enhanced sampling is the force-bias-
ing using neural networks (FUNN) method (Guo et al. 2018). The adaptive biasing force 
method (ABF) is one of the CV-based methods that results in a biased FES with lower 
energy barriers by contrasting the calculated mean force of the native FES with the bias-
ing force, resulting in shorter transition time scales that can be well sampled in simulation 
(Hénin et  al. 2022). FUNN combined with ABF has been shown to improve the perfor-
mance of ABF by an order or two in computer time. The combination uses the estimates of 
mean force stored on a grid, as in ABF, to train the neural network, to generate a continu-
ous estimate of mean force over the entire space of CVs, even in regions that may not have 
been explored. These estimates are then used to calculate bias forces that are eventually 
applied to the ABF method to drive the simulation. FUNN approach was tested on model 
alanine dipeptide in explicit water, and Rouse modes of a CG ideal Gaussian polymer chain 
(Guo et al. 2018). FUNN is part of a Software Suite for advanced general ensemble simula-
tions (SSAGES) framework that works with multiple MD engines and contains a variety of 
CVs and advanced sampling methods (Sidky et al. 2018) (Table 4).

In DEEP-VES method (Bonati et  al. 2019) a variationally enhanced sampling (VES) 
(Valsson and Parrinello 2014) is used in combination with DL approach. In VES, 
a convex functional of the bias potential is introduced that includes a chosen target 
probability distribution related to CVs. Variational principle is then used to minimize this 
functional and acquire bias potential which is related in a simple way to the FES (Valsson 

and Parrinello 2014; Bonati et  al. 2019). In DEEP-VES, however, the bias potential is 
determined with a DNN that uses the chosen CVs as inputs. The method was applied to 

Fig. 10  The representation of AlphaFold-inspired CVs (adapted from (Spiwok et al. 2022). AlphaFold gen-
erates tensors with information about the probability that two residues are at a given distance. The fitness 
between the given conformation and the AlphaFold prediction is then used as CV to guide MD simulations
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several systems including alanine dipeptide and alanine tetrapeptide in vacuum, as well as 
phase transition of silicon from liquid to solid (Bonati et al. 2019).

ML can also be applied to adaptive sampling, for which the REinforcement learning 
based Adaptive samPling (REAP) algorithm has been developed. This approach takes 
advantage of reinforcement learning, which rewards sampling along important degrees of 
freedom and disregards sampling that does not facilitate exploration. First, several short 
MD simulations are run from a set of different initial conformations. Proteins are then clus-
tered based on the selected CVs, while a new conformation is selected for a new simula-
tion based on the reward function. The reward function depends on weights that reflect the 
importance of a CV, that may change in different basins, as well as on the sampling per-
formance of the new simulation in the landscape compared to the current data. The main 
advantage of the method is on-the-fly estimation of the importance of CV, which makes it 
useful for systems with limited structural information. REAP method’s performance was 
tested on model alanine dipeptide as well as Src kinase, where it demonstrated faster explo-
ration of conformational space compared to a single continuous MD simulation or adaptive 
sampling technique (Shamsi et al. 2018).

In addition, VAEs can be used to explore the conformational space of proteins through 
a MD simulation, while the learned latent space can be used to generate unsampled protein 
conformations. These new conformations are then used as restarters for new MD simu-
lations, greatly speeding up the sampling process and helping to identify hidden spaces. 
Enzyme adenosine kinase was used to study the transition between closed and open states. 
After a series of MD simulations were performed using crystal structures of the closed and 
open protein, the obtained trajectories were subsequently used for model training. Random 
points in the latent space were decoded into new conformations, that were used as new 
starting points for additional MD simulations. The initial and new trajectories captured a 
complete transition between closed and open conformations (Tian et al. 2021).

DeepDriveMD is another method for accelerated sampling of the available confor-
mational space that is not limited to any particular learning method (e.g., convolutional 
variational autoencoders (CVAE), but can support any DL-driven methods and high-per-
formance computing simulations. In the presented workflow, the latent space is learned 
from performed MD simulations and used to drive adaptive simulations. More specifi-
cally, data about the conformational dynamics of the system is collected during MD sim-
ulations, which is then used to train a ML model. This model learns a low-dimensional 

Table 4  Selected tools for ML-supported collective variable generation and enhanced sampling

Name Short description

mlcvs: ML Collective Variables (Chollet et al. 2015) A Python package for creat-
ing collective variables from 
molecular simulation data, use-
ful for enhanced sampling and 
dimensionality reduction in ML 
applications.

SSAGES: Software Suite for Advanced General Ensemble Simulations 
(Sidky et al. 2018)

A suite of software tools for 
performing advanced ensemble 
simulations in MD, including 
rare event sampling, free energy 
calculations, and more.
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representation of the conformational space that can be used to generate new starting points 
for subsequent MD simulations, and it can also be used to terminate unproductive MD 
simulations that have become stuck in metastable states. To demonstrate its performance, 
DeepDriveMD was applied to investigate folding of Fs-peptide and villin head piece. Com-
pared to traditional MD-based approaches, ML based approach offers about two-fold gain 
in the effective performance in sampling the folded states (Lee et al. 2019).

Conformational ensembles of a studied system can also be modeled directly with NN-
based generative models trained on a dataset of molecular conformations from MD simu-
lations. Recently, idpGAN was developed to generate physically realistic conformational 
ensembles of proteins. For this purpose, a conditional generative adversarial network 
(GAN) was used, whose generator is based on a transformer architecture and uses the pep-
tide sequence as a condition. The model was trained using MD simulation data of intrinsi-
cally disordered peptides of varying lengths or α-synuclein. idpGAN was successful in pre-
dicting sequence-dependent ensembles for sequences of peptides not present in the training 
set, demonstrating transferability beyond the limited training data (Janson et al. 2023).

So far, we have focused on discussing methods that are based on CVs, especially neu-
ral network-based CVs. They represent the most widely used approach of using ML for 
enhanced sampling. Another conceptually different paradigm that was developed to 
address the sampling challenges in MD, are Boltzmann generators. These can generate 
unbiased equilibrium samples from diverse metastable states. Their advantage, compared 
to the more traditional enhanced sampling methods, is that they do not require predefined 
reaction coordinates/variables to steer between these states. Structures from metastable 
states are used to determine their free-energy differences, enabling the comparison of their 
stabilities. Furthermore, these generators can even identify physically realistic, low-energy 
transition pathways through linear interpolations in latent space (Noé et al. 2019).

4.3  Machine learning for improved analysis of simulation data

In this section we focus on the applicability of ML to better classify simulated models 
from which descriptors for a given class can be obtained as well as examine their utility to 
assist the MSM (Fig. 11). Once the trajectory is obtained by a MD simulation, challenges 
of extracting the relevant information and interpreting it arise. As we mentioned, there 
are several methods available, however the interpretation is not always trivial. Automatic 
extraction of statistically relevant information is generally aimed for in this context (Mardt 
et al. 2018). Application of ML approaches promises less manual intervention required to 
analyze this vast amount of generated data of the molecular system under investigation, 
and often provide better accuracy and ease or expand the interpretation of data.

DL has been successfully used, for example, to determine the enzymatic (enantio)
selectivity of an ω-transaminase toward a range of ligands, without the need for hand-
crafted criteria. Supervised CNN and semi-supervised RNN (long short-term memory, 
LSTM) architectures were used for this task. For training (80%) and validation (20%), 
a dataset consisting of 100 examples per class (with the preferred/non-preferred enan-
tiomer) and per ligand was used, giving a total of 9800 examples. This dataset was 
obtained by a combination of ligand docking and running short MD simulations of the 
docked complexes. In addition to accurate classification, CNN also provided a visual 
description of the decision process, allowing the identification of descriptors that guided 
the classification. These descriptors represent geometric criteria that define binding 
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poses or identify interesting events in the trajectories that could characterize the classes 
(Ramírez-Palacios and Marrink 2023).

Another example of analyzing MD trajectories by performing classification task 
using the DL approach was performed in the context of G protein-coupled receptor 
(GPCR) structure and function. The main objective was to identify ligand-dependent 
conformational ensemble differences in GPCRs. Two receptor families were used, sero-
tonin receptor subtype 2  A (5-HT2AR) and dopamine receptor subtype D2 (D2R), to 
which full, partial, or inverse agonists were bound. First, the MD trajectories were pre-
processed to eliminate positional and orientational information. Then, the trajectories 
were transformed (frame by frame) into pixel representations that could be read by deep 
neural networks, where the values of red, green, and blue (RGB) corresponded to the 
x, y, and z coordinates of the atoms. Convolution neural network (CNN) was used for 
the classification task, from which the determinants of the classification were extracted. 
CNN was first trained, validated, and tested for 5-HT2AR complexes, while the gener-
alizability of the methods was subsequently tested for D2R complexes. The molecular 
features that contributed most to the classification decision were then identified based 
on a sensitivity analysis approach in the category of visual saliency (Plante et al. 2019).

A popular approach for trajectory analysis is the application of MSMs, which allows 
the integration of short, distributed MD simulations into models of long-timescale 
molecular kinetics. This method can provide information about the probabilities for the 
occurrence of a particular state and the probabilities for the transition from one state 
to another. We should mention also here that MSM can be used in enhanced sampling 
to bias the simulation towards the conformational states or transitions of interest or in 
adaptive sampling. The typical pipeline for MSM would be as follows: (i) featurization; 
MD coordinates are aligned or transformed to internal coordinates, (ii) dimension 
reduction; reduction to much less slow CVs (e.g. variational approach, conformation 
dynamics, time-lagged independent component analysis (TICA), blind source 
separation, dynamic mode decomposition), (iii) scaling to a metric space, which is later 
(iv) discretized by clustering the projected data into discrete states, (v) obtaining the 
transition matrix describing the transition probabilities between discrete states in some 

Fig. 11  ML to support efficient analysis of MD trajectories, namely classification of simulated models to 
obtain descriptors for a given class and assistance in Markov state modelling (MSM)
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lag time τ or building a Koopman model follows before finally (vi) coarsening the MSM 
to a few states (Mardt et al. 2018; Lazim et al. 2020).

In the scope of Markov state modelling, software, such as PyEMMA (Scherer et  al. 
2015), has been developed that follows the pipeline described. However, the optimal 
pipeline for Markov modelling varies from case to case, and the variational approach for 
conformation dynamics method (VAC) can guide modelers by providing them with scores 
that compare the accuracy of a kinetic model with the unknown MD operator responsible 
for the true kinetics in the data (Mardt et al. 2018). VAC has been incorporated into the 
variational approach for Markov processes (VAMP), which allows identification of optimal 
feature mappings and optimal Markovian models of dynamics from given trajectories (Wu 
and Noé 2020).

Finally, a VAMPnets was developed with the implementation of AI (Table  5). This 
approach uses the DL framework, which replaces the MSM-based processing pipeline 
and encodes the entire mapping of coordinates to Markov states. Here, two FFNNs 
architectures were used, the first processing the coordinates of the system at time t and the 
second processing the coordinates of the system at time step t + τ. The outputs of the two 
network lobes were then merged and a variational score was calculated, which was then 
maximized to optimize the network. Similar to the classical approach, the main derivatives 
of the VAMPnets are easily interpretable kinetic models with few states (Mardt et al. 2018).

For larger molecular systems, the number of independent subsystems and metastable 
states increases, so that capturing all the different global states becomes problematic due to 
a combinatorial explosion. This problem has been addressed by the proposal of independ-
ent Markov decomposition (IMD) (Hempel et al. 2021). Here, the system under study is 
first decomposed into subsystems for which MSMs are calculated independently and can 
be later coupled in order to obtain the behavior of the global system. There is no general 
rule for how to define protein subsystems. However, a dependency score was proposed that 
assess the coupling of two substructures, provides information on the quality of the IMD 
model approximation, and helps to determine the optimal partitioning of unknown systems 
(Hempel et al. 2021).

IMD was then extended by combining it with VAMPnets resulting in so-called iVAMP-
nets (Table 5). Here, the decomposition into subdomains and their individual MSMs are 
learned simultaneously. Furthermore, a training objective was set to quantify how well a 
given decomposition of the molecular system into independent subdomains with Marko-
vian dynamics approximates the overall dynamics. However, learning of dynamical cou-
pling of Markovian subdomains remains an open question (Mardt et al. 2022).

Table 5  Selected tools for ML-supported analysis of MD trajectory

Name Short description

VAMPnets (Mardt et al. 2018) VAMPnets are DL models for analyzing time-series data that use 
variational inference to estimate the best Markov model.

iVAMPnets (Mardt et al. 2022) iVAMPnets are a variation of VAMPnets that can handle incomplete 
time-series data by using a different variational inference scheme 
that accounts for missing data.

Deeptimes (Hoffmann et al. 2021) Deeptime is a Python library for time-series analysis that includes 
implementations of VAMPnets, iVAMPnets, and other models, as 
well as tools for preprocessing data and visualizing results.
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5  AI integration into molecular dynamics simulations: limitations, 
challenges, impact, and future trends

The integration of ML in molecular simulations has resulted in numerous success stories 
and it is expected to make even greater advances in the future. However, there are some 
notable challenges that can hinder this progress. ML-based FF have generally been 
developed and used only for small molecules and ordered solutions (Noé et  al. 2020). 
Therefore, ML-FF is currently not at the stage for straightforward application in simulations 
of large systems, such as protein complexes. In addition, ML approaches learn the physical 
shape of the PES from the sample data provided, so based on the ML potentials is limited 
by input reference data. The complexity of the configuration space presents a challenge in 
ensuring that the reference data is not biased or incomplete. Consequently, relatively large 
reference data sets are required to construct meaningful ML potentials, making the method 
computationally intensive and time consuming, especially given the time-consuming nature 
of MD simulations. Although ML potentials speed up the simulations, they do not provide 
new insights beyond those observed, and may even have been hidden in the training set 
(Behler 2016).

Overall, neural networks perform well in tasks where interpolation of data is carried 
out, but perform poorly when used for extrapolations (Ray et al. 2023). Some other chal-
lenges associated with ML methods also include overfitting and the computational effort 
required for model training (Fig. 12). There are some regularization methods that can be 
used to circumvent the overfitting issue (Latif et al. 2021).

More generally, AI technology has indeed finally made the long-awaited breakthrough 
that has impressed scientists and the public, and expectations are high in virtually all areas. 
Therefore, it is very easy to (un)intentionally misuse AI-, ML-based approaches and push 
them into certain areas where they ultimately serve merely as buzzwords and do not con-
vey any advantages over the “traditional” well established methods. This can be poten-
tially risky, as these AI-based methods fail to deliver the expected improvements and thus 
discourage end users from adopting them. Combined with the potentially slow progress 
of AI in certain areas, unrealistic expectations, and the mistrust that normally exists, this 
can ultimately hinder the development of the field. A critique was, for example, made for 
ML-supported CV identification, which highlighted the use of ML algorithms for the CV 
selection of systems that can be represented by simple geometric CVs (Bhakat 2022). And 
while it is true that selecting appropriate CVs can be challenging for novices, it is also 
worth noting that it is a streamlined and well-defined process and that the “automatic iden-
tification” that AI methods promise can be a trap that leads to uninterpretable and poor CV 
selection (Bhakat 2022).

Another noteworthy topic would also be the commonly perceived black-box nature of 
the ML models, more precisely DL models. Interpretability is indeed an important aspect, 
because understanding why the model made a certain prediction is crucial for predictions 
credibility and gaining knowledge on connections between certain attributes and functions 
(e.g. identifying key structural features distinguishing between activated and inhibited 
enzyme or between different metastable states). Transparency can also help to uncover hid-
den biases or errors in the model and assist in model development and optimization. For 
this purpose, interpretable ML (IML), or explainable AI could be exploited. There are two 
major groups of IML: (1) model-specific approaches that use the knowledge of a certain 
interpretable model for understanding predictions, and (2) model-agnostic methods that 
assess the predictive response of DL model (Bai et al. 2022). Some of these methods have 
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already been implemented in MD field (Xie et al. 2023; Vandermause et al. 2020; Li et al. 
2022).

Furthermore, recent reviews by Zang et al. highlighted several other issues that, if prop-
erly addressed, would lead to a better fusion of AI and MD. First, the existing discrepancy 
between AI and MD programming calls for development of modules and libraries that are 
compatible with both frameworks. Next, very limited transferability of any generated deep 
potential energy surface (PES) model means that models previously trained by others can-
not be directly reused. The potential of differentiable simulations and meta-optimization 
techniques is currently not fully exploited, and their development could lead to faster and 
more convenient applications. Also, two approaches of data-driven AI and physically 
informed AI (e.g. Boltzmann generators) should be used synergistically to improve gen-
eralizability and accelerate learning in AI-enhanced molecular simulations (Zhang et  al. 
2020, 2023). Finally, the utilization of ML methods to address the challenges in preparing 
molecular systems for MD is still in its early stages. This is a critical factor for achieving 
meaningful results, as it facilitates among others accurate assignment of rotamers, protona-
tion (pKa) (Johnston et al. 2023), and metal coordination states, as well as identifies inac-
curately placed water molecules.

Despite these challenges ML has already established its potential to afford more efficient 
and comprehensive MD simulations. Prior to the simulations themselves, ML can help 
refine the experimental structures of the systems under study, improving their accuracy and 
providing more reliable starting points for MD simulations (Hiranuma et al. 2021). As dis-
cussed here, technologies of AI, especially ML, can help MD in speeding up simulations, 
enabling improved sampling of conformational space, and providing support for analysis 
of the trajectories obtained (Fig. 12). Additionally, AI-assisted MD simulations can better 

Fig. 12  Challenges, limitations, and impact of machine learning (ML) in molecular dynamics (MD). One 
of the limitations is the insufficient computational power for model training, making the ML potentials suit-
able only for small systems. Moreover, the quality of the results cannot and should not exceed the quality of 
the input data. Meanwhile, ML can help with structural refinement, MD simulations (enhanced and adap-
tive sampling and ML force field construction), and MD trajectory analysis
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model the funnel energy landscape of proteins, leading to a better understanding of protein 
folding mechanisms (Zhang et al. 2019). They could also eliminate the need to calculate 
gradients of potential energy functions (i.e. atomic forces) and enable more comprehen-
sive treatment of high-dimensional data to better construct reaction coordinates. All these 
advances suggest that ML is heralding a new development phase in MD simulations for 
addressing long-standing challenges in chemistry and biophysics (Zhang et al. 2020, 2023).

However, these techniques still need to further demonstrate their superiority over tradi-
tional MD methods, especially for larger simulated systems, while in the meantime caution 
is needed in deciding which method to use for a given research task. We believe that intro-
duction of AI technology in MD simulations has surpassed the phase of “trough of disil-
lusionment” of the well-known Gartner Hype Cycle, and is now on the “Slope of enlight-
enment” where the benefits of technology are clearly visible. We hope that AI-MD hybrid 
technologies will reach the full “Plateau of productivity” in the forthcoming years. One 
of the very last challenges in the AI-integration into MD simulations would be imparting 
of these methods to the scientists who apply MD simulations to study specific systems. 
Our review thus aims to bridge the gap between method developers and such scientists to 
inform fellow researchers on the latest advances in MD and how they can be applied to 
their specific systems.
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