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Abstract
The information in the real world often contains many properties such as fuzziness, ran-
domness, and approximation. Although existing linguistic collections attempt to solve these
problems, with the emergence of more and more constraints and challenges, this information
cannot fully express the problem, leading to an increasing demand for methods that can
contain multiple uncertain information. In this paper, we comprehensively consider the
various characteristics of information including membership degree, credibility and
approximation based on rough sets, and propose the concept of v-linguistic sets (vLSs),
which depend on original data rather than prior knowledge and effectively solve the
problem of incomplete information representation. At the same time, the corresponding
theories such as the comparison method and operational rules have also been proposed.
Subsequently, we construct a new v-linguistic VIKOR (vLVIKOR) method for multi-at-
tribute group decision making (MAGDM) problem with vLSs, and apply it to the risk
assessment of COVID-19. Through comparative analysis, we discuss the effectiveness and
superiority of vLSs.

Keywords v-Linguistic sets · MAGDM · Operators · vLVIKOR · COVID-19

1 Introduction

Due to the complexity and uncertainty of the environment, the information in the real word
such as the COVID-19 cannot be accurately described. The handling of uncertain infor-
mation is a widely concerned problem in decision making. Language is a way and tool for
human communication and expression. Zadeh (1975) proposed the concept of linguistic
variables to represent uncertain information. Compared with traditional values, linguistic
variables such as “good“ and “high” are more in line with decision maker (DM)’s cognition
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and intuition. And linguistic variables can express natural linguistic information as com-
putable mathematical symbols (Herrera et al. 1996; Gou 2017; Zhang et al. 2023; Kris-
hankumaar et al. 2022).

Subsequently, other linguistic representation methods have been continuously proposed
and widely used in decision making. Wang and Li (2010) added linguistic evaluation on the
basis of intuitionistic fuzzy sets (IFSs) (Atanassov 1986) and proposed intuitionistic lin-
guistic sets, which contains three parts: linguistic evaluation, membership degree, and non-
membership degree. Du and Zuo (2011) and Yu et al. (2018) respectively proposed the
extended TOPSIS method and TODIM method based on intuitionistic linguistic numbers
(ILNs), and applied them to decision making. Some generalized dependent aggregation
operators were also proposed by Liu (2013). Considering DMs may hesitate between
several linguistic terms, Rodriguez et al. (2012) put forward the hesitant fuzzy linguistic
term set (HFLTS). This concept is proposed based on the hesitant fuzzy set (HFS) (Torra
2010) and the linguistic term set (LTS) (Zadeh 1975), and it can better express the pref-
erences of DMs. Beg and Rashid (2013) extended the TOPSIS method to HFLTSs. Wei
et al. (2013) proposed some operators and comparison methods based on HFLTSs. Besides,
HFLTSs have been applied in practical decision making problems, such as the strategic
management of liquor brands (Liao et al. 2020), the selection of eco-friendly cities (Boyaci
2020), and the selection of specific medicines for the COVID-19 (Ren et al. 2020). How-
ever, the weights of different linguistic terms in HFLTSs are not all the same. To express
preference, Pang et al. (2016) proposed probabilistic linguistic term sets (PLTSs), which
adds probabilistic information to the linguistic terms. Subsequently, its operational rules
(Gou and Xu 2016; Liao et al. 2019) and comparison methods (Xian et al. 2019; Bai et al.
2017) were further discussed. PLTSs (Pang et al. 2016; Wu et al. 2018; Liu and Li 2019;
Luo et al. 2020; Lin et al. 2021; Gou et al. 2021), its extended sets (Chai et al. 2021; Wei
et al. 2020; Krishankumar et al. 2020; Zhang et al. 2020; Jin et al. 2019), and probabilistic
linguistic preference relations (PLPRs) (Liu et al. 2019; Gao et al. 2019, 2019; Song and Hu
2019; Li et al. 2020; Opricovic 1998) have very good effects in group decision making
(GDM). When expressing decision making information, the credibility of the information is
often ignored. Therefore, Zadeh (2011) took it into consideration and proposed the Z-
number. Wang et al. (2017) and Xian et al. (2019) combined language and Z-number and
proposed linguistic Z-numbers and Z-linguistic variables, respectively. Because of its
superiority in the completeness of information representation, it is widely used in decision
making (Krohling et al. 2019; Peng et al. 2019; Dai et al. 2008; Tao et al. 2020; Xian et al.
2021).

However, the existing linguistic representation methods are simple to the form of lin-
guistic representation. In practical problems, DMs’ cognition results of information may
have some or all characteristics such as fuzziness, ambiguity, and randomness. And most of
the decision making problems we encounter are one-dimensional, but there are also multi-
dimensional ones.

Example 1 An expert evaluates the development potential of a project, and he needs to
evaluate it from both the domestic market and the foreign market. So, this is a two-
dimensional problem. For the evaluation of the domestic market potential, the degree
belongs to “very good“ is 0.8, and the degree does not belong to “very good” is 0.1. The
credibility of the evaluation is “90% possible“. As for foreign markets, the degree belongs to
“good” is 0.6, and the degree does not belong to “good“ is 0.2. The credibility of the
evaluation is “70% possible”. Then, the above contents can be expressed as
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\½ðvery good; 0:8; 0:1Þ; 0:9�; ½ðgood; 0:6; 0:2Þ; 0:7�[ :

Therefore, linguistic variable, ambiguity(include membership degree and non-membership
degree), and randomness(probability, credibility) appear simultaneously in the evaluation.
However, the existing linguistic representation methods cannot completely represent these
information. It is very necessary to propose a new linguistic representation method.

In addition, the decision information in the existing methods is DMs’ subjective eval-
uation, which leads to the lack of objectivity and inaccuracy of the decision results. The
characterization of the upper and lower approximations in the rough sets (RSs) (Pawlak
1982) relies on the original data and does not rely on prior knowledge. With this idea, these
data can be aggregated into objective and consistent group judgments, so as to obtain an
evaluation close to the real ranking.

Example 2 Using the information in Example 1, and inspired by the approximations in the
rough set, the lower and upper approximations A, B and A0;B0 can be obtained by calcu-
lation. The approximations are used to express the existing information in Example 1 as

\f½ðvery good; 0:8; 0:1Þ; 0:9�; ðA;BÞg; f½ðgood; 0:6; 0:2Þ; 0:7�; ðA0;B0Þg[ :

In the MADGM, Saaty (1980) first proposed the famous Analytic Hierarchy Process (AHP),
which is based on the principle of hierarchical decision-making problems. Hwang and Yoon
(1981) proposed a TOPSIS method based on the ideal point principle. This method first
determines an ideal point and selects the closest solution to the ideal point as the optimal
solution. Opricovic (1998) proposed the VIKOR decision-making method, which is a
compromise ranking method that uses maximizing group utility and minimizing individual
regret values to compromise the ranking of finite decision options. Among the above
methods, the VIKOR method has an additional decision-making mechanism coefficient
compared to the TOPSIS method, which can enable decision-makers to make more
aggressive or conservative decisions. The use of the VIKOR model increases the reflection
of the importance of the decision-maker’s own needs. With the development of fuzzy
mathematics, research on uncertain multi-attribute decision-making problems has begun
again, and some achievements have been made one after another. In recent years, Khan et al.
(2020) proposed a new technique for Pythagorean cubic fuzzy multi-criteria decision-
making using the Topsis method, and based on this, proposed an MCDM method that
utilizes PCF information.Meniz (2023) introduced fuzzy AHP-VIKOR to calculate “ideal
vaccination”. Tazzit et al. (2023) proposes an evaluation method based on mixed weight
determination and extended VIKOR model.

The COVID-19 is a major public health crisis that poses a great threat to the lives of
citizens around the world and has a major impact on the world economy. Since the outbreak
of the COVID-19, scholars have conducted extensive and in-depth research on it. From a
spatial perspective, Melin et al. (2020a) used self-organizing maps to analyze the global
COVID-19 pandemic. A multiple ensemble neural network model with fuzzy response
aggregation (Melin et al. 2020b) was proposed to predict the time series of COVID-19 in
Mexico. Berekaa (2021) published his insights on the COVID-19 pandemic from the origin,
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pathogenesis, diagnosis and therapeutic intervention. Mustafa (2021) also conducted
research and statistics on COVID-19. Pejic-Bach (2021) pointed out that electronic com-
merce met the communication needs of individuals and businesses during the epidemic.
Because of the risk of inflow of some confirmed cases, the risk of medical resources, etc.,
the epidemic situation in some countries is repeated. Sporadic outbreaks still occur in better
controlled countries. As things stand, the COVID-19 will last for a while yet. Therefore,
assessing the risk of the COVID-19 in cities can help local governments to accurately
prevent and control the epidemic.

Combined with the above four writing motivations, the contributions of this paper are as
follows:

First, taking the fuzziness, randomness and approximation of information into consid-
eration, the concept of vLSs is proposed in this paper. It overcomes the problem of
incomplete information representation in previous methods and is more flexible in
dimension.

Second, the comparison method, normalization, operational rules and distance measure
of vLSs are also further studied.

Finally, we propose a vLVIKOR method based on vLSs for MAGDM problem. The
subsequent use of this method to address COVID-19 risk assessment in cities demonstrates
the effectiveness of the method.

The rest of the paper is distributed as follows: Sect. 2 is a review of existing linguistic
representation methods. In Sect. 3, a concept of vLSs and related basic theories are put
forward. A new vLVIKOR method for the MAGDM problem with vLSs is constructed in
Sect. 4. In Sect. 5, a numerical case on the risk assessment of COVID-19 in cities illustrates
the effectiveness of this method. In Sect. 6, conclude the entire text.

2 Preliminaries

This section mainly introduces several existing language set studies, providing a sufficient
theoretical basis for the subsequent research methods of this article.

2.1 Linguistic term sets

For language is more in line with people’s cognition, the LTSs have more advantages in
expressing uncertain information and have a wide range of applications.

Definition 1 (Herrera etal. 1995) The expression of the additive LTS whose subscripts are
all non-negative numbers is as follows:

S ¼ fsiji ¼ 0; 1; . . .; sg; ð1Þ
where si is a linguistic term, s is an even number, s0 and ss are the upper and lower limits of
the LTS. S satisfies the following conditions:

(1) If i[ j, then si [ sj;
(2) There is a negative operator negðsiÞ ¼ sj, that makes iþ j ¼ s.

To facilitate calculation and avoid losing information, Dai et al. (2008) expanded the dis-
crete additive LTS.
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Definition 2 (Dai etal. 2008) Let S ¼ fsiji ¼ 0; 1; . . .; sg be an additive LTS, then an
extended additive LTS is expressed as follows:

�S ¼ fsiji 2 ½0; q�; q[ sg: ð2Þ

2.2 Intuitionistic linguistic sets

In order to reduce the limitations of linguistic or vague linguistic and better characterize non
membership and decision-maker hesitation. On the basis of IFSs, Wang and Li (2010)
proposed intuitionistic linguistic sets to reduce the limitations of fuzzy linguistic.

Definition 3 (Wang and Li 2010) Let �S be an extended additive LTS, shðxÞ 2 �S, and X is the
given universe of discourse, then the intuitionistic linguistic set (ILS) is expressed as
follows:

A ¼ f\x; ½shðxÞ; lðxÞ; mðxÞ�[ jx 2 Xg; ð3Þ
where lðxÞ and mðxÞ : X ! ½0; 1� denote the degree to which x belongs and does not belong
to shðxÞ, respectively. lðxÞ þ mðxÞ� 1, and when lðxÞ ¼ 1; mðxÞ ¼ 0, the intuitionistic lin-
guistic set degenerates into the LTS.

Definition 4 (Wang and Li 2010) Let A ¼ f\x; ½shðxÞ; lðxÞ; mðxÞ�[ jx 2 Xg be an ILS,
then the triplet \shðxÞ; lðxÞ; mðxÞ[ is an intuitionistic linguistic number (ILN).

Definition 5 (Wang and Li 2010) Let a1 ¼ \½shða1Þ; lða1Þ; mða1Þ�[ and a2 ¼
\½shða2Þ; lða2Þ; mða2Þ�[ be two ILNs, and k� 0, then

(1) a1 þ a2 ¼ \shða1Þþhða2Þ;
hða1Þlða1Þþhða2Þlða2Þ

hða1Þþhða2Þ ; hða1Þmða1Þþhða2Þmða2Þ
hða1Þþhða2Þ [ ;

(2) a1 � a2 ¼ \shða1Þhða2Þ; lða1Þlða2Þ; mða1Þ þ mða2Þ[ ;
(3) ka1 ¼ \skhða1Þ; lða1Þ; mða1Þ[ ;

(4) a1k ¼ \shða1Þk ; lða1Þ
k; 1� ð1� mða1ÞÞk [ .

Definition 6 (Wang and Li 2010) Let a ¼ \½shðaÞ; lðaÞ; mðaÞ�[ be an ILN, then its
compromise expectation is:

EðaÞ ¼ shðxÞ � ðlðaÞ þ 1� mðaÞÞ
2

: ð4Þ

2.3 Hesitant fuzzy linguistic term sets

To address the hesitation of experts in evaluating multiple values such as indicators, choices,
and variables, the HFLTS proposed by Rodriguez et al. (2012) contains several possible
linguistic term values, which indicate the hesitation of DMs.
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Definition 7 (Rodriguez etal. 2012) Let S ¼ fsiji ¼ 0; 1; . . .; sg be a LTS, then the HFLTS
bS is a continuous ordered finite subset of S.

Definition 8 (Zhu and Xu 2013) Let b1 ¼ fb1k jk ¼ 1; 2; . . .;#b1g and b2 ¼ fb2k jk ¼
1; 2; . . .;#b2g be two HFLTSs, #b1 and #b2 are the number of linguistic terms in b1 and
b2, #b1 ¼ #b2, and k� 0, then the the operational rules are as follows:

(1) b1 � b2 ¼ [
b1

dðkÞ2b1;b2dðkÞ2b2
fb1dðkÞ � b2

dðkÞg;

(2) kb1 ¼ [
b1

dðkÞ2b1
fkb1dðkÞg,

where b1
dðkÞ and b2

dðkÞ are the kth linguistic terms in b1 and b2, respectively.

2.4 Z-linguistic sets

Considering the lack of comprehensive consideration for fuzziness, hesitation, and ran-
domness in the aforementioned linguistic, Xian et al. (2019) proposed Z-linguistic sets on
the basis of Z-numbers, which can simultaneously represent linguistic information and its
credibility.

Definition 9 (Xian etal. 2019) Let X be a non-empty set, then a Z-linguistic set is defined as
follows:

LðzðxÞÞ ¼ fx; ð\shðxÞ; frðxÞ [ ; rqðxÞÞjx 2 Xg; ð5Þ
where sh : X ! S; x 7!shðxÞ 2 S, fr : X ! F; x 7!frðxÞ 2 F, and rq : X ! R; x 7!rqðxÞ 2 R. S,
F, and R are three linguistic scales. frðxÞ is the membership of shðxÞ, and rqðxÞ is the credibilty
of \shðxÞ; frðxÞ [ .

2.5 Fuzzy rough sets

In order to solve the problem of incomplete and uncertain information, Dubois and Prade
(1990) proposed the concept of fuzzy rough sets to solve this problem.

Definition 10 (Dubois and Prade 1990) Let (X, R) be an Pawlak approximate space, and A
is a fuzzy set on X, then the lower approximation A and the upper approximation �A of A on
(X, R) are fuzzy sets. Their membership functions are:

AR ¼ inffAðyÞjy 2 ½x�Rg; x 2 X ; ð6Þ

�AR ¼ supfAðyÞjy 2 ½x�Rg; x 2 X ; ð7Þ
where ½x�R is the equivalent class of x under R.
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3 v-Linguistic sets

In this section, we comprehensively consider the various characteristics of information
including membership degree, credibility and approximation based on rough sets, and
propose the concept of v-linguistic sets (vLSs) and its related theories.

3.1 The concept of vLSs

Definition 11 Let �S be an extended additive LTS, and X be a non-empty set, then an v-
linguistic set (vLS) is defined as follows:

LvðxÞ ¼ f\x; f½esx; efx; epx�; egxg[ jx 2 Xg; ð8Þ

where es=snh : X ! �Sn; x 7!snhðxÞ 2 �Sn, ef =f nr : X ! Fn; x 7!f nrðxÞ 2 Fn, ep=pnq : X ! Pn;

x 7!pnqðxÞ 2 Pn, and eg=gn1 : X ! Gn; x 7!gn1ðxÞ 2 Gn. �Sn ¼ �S � �S � � � � � �S is a n-dimen-

sional extended additive LTS, Fn ¼ F � F � � � � � F is a n-dimensional linguistic ambi-
guity vector set, Pn ¼ P � P � � � � � P is a possibility(credibility) vector set of n-
dimensional ambiguity, and Gn ¼ G� G� � � � � G is an approximation vector set of n-
dimensional linguistic ambiguity and its possibility. f nrðxÞ is the linguistic ambiguity (include

the membership degree lnrðxÞ and the non-membership degree mnrðxÞ) vector of s
n
hðxÞ, p

n
qðxÞ is

the probability (reliability) vector of the fuzzy linguistic information ðsnhðxÞ; f nrðxÞÞ, and gn1ðxÞ is
the approximation (include the lower approximation and the upper approximation, which
are introduced in detail in Definitions 13 and 14) vector of the fuzzy linguistic information
½ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ�. lnrðxÞ; mnrðxÞ; pnqðxÞ 2 ½0; 1� and lnrðxÞ þ mnrðxÞ � 1.

Definition 12 Let LvðxÞ ¼ f\x; f½ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ�; gn1ðxÞg[ jx 2 Xg be an vLS, then the

quaternion \½ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ�; gn1ðxÞ [ is an v-linguistic variable (vLV), and it is denoted

as lvðxÞ.

In this way, the vLS can also be represented as LvðxÞ ¼ f\x; lvðxÞ[ jx 2 Xg.
The solution to the approximation gn1ðxÞ (include the lower approximation and the upper

approximation) is introduced below.

Definition 13 Let l0vðxÞ ¼ \ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ [ be an IPLV, and L0vðxÞ ¼
f\x; l0vðxÞ[ jx 2 Xg be an IPLS, then the lower approximation of the vLV lvðxÞ is
defined as:

aprðsnhðxÞÞ ¼ [f _sn 2 �SnjL0vðxÞð _snÞ� snhðxÞ; x 2 Xg; ð9Þ

aprðf nrðxÞÞ ¼ [f _f n 2 FnjL0ðvðxÞð _f nÞ� f nrðxÞ; x 2 Xg
¼ [f _ln; _mn 2 FnjL0vðxÞð _lnÞ � L0vðxÞð _mnÞ� lnrðxÞ � mnrðxÞ; x 2 Xg; ð10Þ
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aprðpnqðxÞÞ ¼ [f _pn 2 PnjL0vðxÞð _pnÞ� pnqðxÞ; x 2 Xg; ð11Þ

where L0vðxÞð _snÞ, L0vðxÞð _f nÞ, and L0vðxÞð _pnÞ are _sn, _f
n
, and _pn in L0vðxÞ, respectively.

Definition 14 Let l0vðxÞ ¼ \ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ [ be an IPLV, and L0vðxÞ ¼
f\x; l0vðxÞ[ jx 2 Xg be an IPLS, then the upper approximation of the ILV lvðxÞ is defined
as:

aprðsnhðxÞÞ ¼ [f _sn 2 �SnjL0vðxÞð _snÞ� snhðxÞ; x 2 Xg; ð12Þ

aprðf nrðxÞÞ ¼ [f _f n 2 FnjL0vðxÞð _f nÞ� f nrðxÞ; x 2 Xg
¼ [f _ln; _mn 2 FnjL0vðxÞð _lnÞ � L0vðxÞð _mnÞ� lnrðxÞ � mnrðxÞ; x 2 Xg; ð13Þ

aprðpnqðxÞÞ ¼ [f _pn 2 PnjL0vðxÞð _pnÞ� pnqðxÞ; x 2 Xg; ð14Þ

where L0vðxÞð _snÞ, L0vðxÞð _f nÞ, and L0vðxÞð _pnÞ are _sn, _f
n
, and _pn in L0vðxÞ, respectively.

In order to facilitate calculation, we use the lower and the upper approximation to find the
lower and upper limits of lvðxÞ.

Definition 15 Let \ aprðsnhðxÞÞ; aprðf nrðxÞÞ
� �

; aprðpnqðxÞÞ[ be the lower approximation of

lvðxÞ, then the lower limit of lvðxÞ is defined as:

limðsnhðxÞÞ ¼
1

Nls

XNls

j¼1

_sn 2 aprðsnhðxÞÞ; ð15Þ

limðf nrðxÞÞ ¼
1

Nlf

XNlf

j¼1

_f
n 2 aprðf nrðxÞÞ ¼ limðlnrðxÞÞ; limðmnrðxÞÞ

� �
; ð16Þ

limðpnqðxÞÞ ¼
1

Nlp

XNlp

j¼1

_pn 2 aprðpnqðxÞÞ; ð17Þ

where Nls, Nlf , and Nlp are the number of elements in aprðsnhðxÞÞ, aprðf nrðxÞÞ, and aprðpnqðxÞÞ.

Definition 16 Let \ aprðsnhðxÞÞ; aprðf nrðxÞÞ
� �

; aprðpnqðxÞÞ[ be the upper approximation of

lvðxÞ, then the upper limit of lvðxÞ is defined as:
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limðsnhðxÞÞ ¼
1

Nus

XNus

j¼1

_sn 2 aprðsnhðxÞÞ; ð18Þ

limðf nrðxÞÞ ¼
1

Nuf

XNuf

j¼1

_f
n 2 aprðf nrðxÞÞ ¼ limðlnrðxÞÞ; limðmnrðxÞÞ

� �
; ð19Þ

limðpnqðxÞÞ ¼
1

Nup

XNup

j¼1

_pn 2 aprðpnqðxÞÞ; ð20Þ

where Nus, Nuf , and Nup are the number of elements in aprðsnhðxÞÞ, aprðf nrðxÞÞ, and aprðpnqðxÞÞ.

In this way, gn1ðxÞ can also be expressed in the form of limits:

gn1ðxÞ ¼ ð\ limðsnhðxÞÞ; limðf nrðxÞÞ
� �

; limðpnqðxÞÞ[ ;

\ limðsnhðxÞÞ; limðf nrðxÞÞ
� �

; limðpnqðxÞÞ[ Þ:
ð21Þ

The boundary of lvðxÞ is:
bndðlvðxÞÞ

¼ \
limðsnhðxÞÞ � limðsnhðxÞÞ;
limðf nrðxÞÞ � limðf nrðxÞÞ

 !
; limðpnqðxÞÞ � limðpnqðxÞÞ[ :

ð22Þ

Example 3 Use the linguistic terms in Example 2 to express the linguistic information in
Example 1, then it is expressed as an IPLV: l1

0vðxÞ ¼ \½ðs6; 0:8; 0:1Þ; 0:9�; ½ðs5;
0:6; 0:2Þ; 0:7�[ .

A total of three DMs participated in the evaluation. The evaluations of the remaining two
DMs are l2

0vðxÞ ¼ \½ðs4; 0:7; 0:1Þ; 0:6�; ½ðs6; 0:5; 0:3Þ; 0:8�[ and l3
0vðxÞ ¼ \½ðs2; 0:7;

0:2Þ; 0:6�; ½ðs5; 0:9; 0:1Þ; 0:9�[ , then the three evaluations aggregate an IPLS, denoted as

L0vðxÞ ¼ f\½ðs6; 0:8; 0:1Þ; 0:9�; ½ðs5; 0:6; 0:2Þ; 0:7�[ ;

\½ðs4; 0:7; 0:1Þ; 0:6�; ½ðs6; 0:5; 0:3Þ; 0:8�[ ;

\½ðs2; 0:7; 0:2Þ; 0:6�; ½ðs5; 0:9; 0:1Þ; 0:9�[ g:
(1) From Definitions 13 and 15, we use the lower approximation method to find the lower
limit:

From Eq. (15), we can obtain the lower approximation of linguistic variables:
limðs1hðx1ÞÞ ¼ 1

3 � ðs6 � s4 � s2Þ ¼ s4
From Eq. (16), we can obtain the lower approximation of linguistic membership degree:
limðl1rðx1ÞÞ ¼ 1

3 � ð0:8þ 0:7þ 0:7Þ 	 0:73

limðm1rðx1ÞÞ ¼ 1
3 � ð0:1þ 0:1þ 0:2Þ 	 0:13

From Eq. (17), we can obtain a lower approximation of the credibility of uncertain
linguistic information:
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limðp1qðx1ÞÞ ¼ 1
3 � ð0:9þ 0:6þ 0:6Þ ¼ 0:7

(2) From Definitions 14 and 16, we use the upper approximation method to find the
upper limit:

From Eq. (18), we can obtain the upper approximation of linguistic variables:
limðs1hðx1ÞÞ ¼ 1

1 � s6 ¼ s6
From Eq. (19), we can obtain the upper approximation of linguistic membership:
limðl1rðx1ÞÞ ¼ 1

1 � 0:8 ¼ 0:8

limðm1rðx1ÞÞ ¼ 1
1 � 0:1 ¼ 0:1

From Eq. (20), we can obtain a upper approximation of the credibility of uncertain
linguistic information:

limðp1qðx1ÞÞ ¼ 1
1 � 0:9 ¼ 0:9

(3) From Eq. (21), Based on the above calculation results, we can obtain one-dimensional
approximations:

g11ðx1Þ ¼ \ðs4; 0:73; 0:13Þ; 0:7[ ;\ðs6; 0:8; 0:1Þ; 0:9[ð Þ.
Similarly, we can obtain a two-dimensional approximation:
g21ðx1Þ ¼ \ðs5; 0:55; 0:25Þ; 0:7[ ;\ðs5:3; 0:75; 0:15Þ; 0:8[ð Þ.
(4) Add g11ðx1Þ and g21ðx1Þ to the back of the corresponding dimension in l1

0vðxÞ and obtain

an vLV:

l1vðxÞ ¼
f½ðs6; 0:8; 0:1Þ; 0:9�; \ðs4; 0:73; 0:13Þ; 0:7[ ;

\ðs6; 0:8; 0:1Þ; 0:9[
� �

g;

f½ðs5; 0:6; 0:2Þ; 0:7�; \ðs5; 0:55; 0:25Þ; 0:7[ ;
\ðs5:3; 0:75; 0:15Þ; 0:8[

� �
g

* +
:

Similarly, we obtain l2vðxÞ and l3vðxÞ.
Then, an vLS is aggregate as follows:

LvðxÞ ¼

f½ðs6; 0:8; 0:1Þ; 0:9�; \ðs4; 0:73; 0:13Þ; 0:7[ ;
\ðs6; 0:8; 0:1Þ; 0:9[

� �
g;

f½ðs5; 0:6; 0:2Þ; 0:7�; \ðs5; 0:55; 0:25Þ; 0:7[ ;
\ðs5:3; 0:75; 0:15Þ; 0:8[

� �
g

* +
;

f½ðs4; 0:7; 0:1Þ; 0:6�; \ðs3; 0:7; 0:15Þ; 0:6[ ;
\ðs5; 0:75; 0:1Þ; 0:7[

� �
g;

f½ðs6; 0:5; 0:3Þ; 0:8�; \ðs5:3; 0:5; 0:3Þ; 0:75[ ;
\ðs6; 0:67; 0:2Þ; 0:85[

� �
g

* +
;

f½ðs2; 0:7; 0:2Þ; 0:6�; \ðs2; 0:7; 0:2Þ; 0:6[ ;
\ðs3; 0:73; 0:2Þ; 0:7[

� �
g;

f½ðs5; 0:9; 0:1Þ; 0:9�; \ðs5; 0:67; 0:2Þ; 0:8[ ;
\ðs5:3; 0:9; 0:1Þ; 0:9[

� �
g

* +

8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>;

.

Next, the operational rules of gn1ðxÞ in vLVs are introduced.

Definition 17 Let gn11ðx1Þ ¼ ð\ðlimðsn1hðx1ÞÞ; limðf n1rðx1ÞÞÞ; limðpn1qðx1ÞÞ[ ; \ðlimðsn1hðx1ÞÞ;
limðf n1rðx1ÞÞÞ; limðpn1qðx1ÞÞ[ Þ and gn21ðx2Þ ¼ ð\ limðsn2hðx2ÞÞ; limðf n2rðx2ÞÞ

� �
; limðpn2qðx2ÞÞ[ ;

\ limðsn2hðx2ÞÞ; limðf n2rðx2ÞÞ
� �

; limðpn2qðx2ÞÞ[ Þ be two approximations in l1vðxÞ and l2vðxÞ,
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respectively. The subscript of snhðxÞ is represented as h
nðxÞ, n1 ¼ n2 ¼ n, and k� 0. Then, the

operational rules are as follows:

(1) gn1ðx1Þ � gn1ðx2Þ ¼ ð\ slimðhnðx1ÞÞþlimðhnðx2ÞÞ; limðf n1rðx1ÞÞ � limðf n2rðx2ÞÞ
� �

;

limðpnqðx1ÞÞ þ limðpnqðx2ÞÞ
2

[ ; \ slimðhnðx1ÞÞþlimðhnðx2ÞÞ; limðf nrðx1ÞÞ � limðf nrðx2ÞÞ
� �

;

limðpnqðx1ÞÞ þ limðpnqðx2ÞÞ
2

[ Þ; where limðf nrðx1ÞÞ � limðf nrðx2ÞÞ

¼
limðhnðx1ÞÞlimðlnrðx1ÞÞ þ limðhnðx2ÞÞlimðlnrðx2ÞÞ

limðhnðx1ÞÞ þ limðhnðx2ÞÞ ;

limðhnðx1ÞÞlimðmnrðx1ÞÞ þ limðhnðx2ÞÞlimðmnrðx2ÞÞ
limðhnðx1ÞÞ þ limðhnðx2ÞÞ

0BBB@
1CCCA,

limðf nrðx1ÞÞ � limðf nrðx2ÞÞ ¼

limðhnðx1ÞÞlimðlnrðx1ÞÞ þ limðhnðx2ÞÞlimðlnrðx2ÞÞ
limðhnðx1ÞÞ þ limðhnðx2ÞÞ

;

limðhnðx1ÞÞlimðmnrðx1ÞÞ þ limðhnðx2ÞÞlimðmnrðx2ÞÞ
limðhnðx1ÞÞ þ limðhnðx2ÞÞ

0BBB@
1CCCA,

limðhnðx1ÞÞ, limðhnðx2ÞÞ, limðhnðx1ÞÞ, and limðhnðx2ÞÞ are the subscripts of limðsnhðx1ÞÞ,
limðsnhðx2ÞÞ, limðsnhðx1ÞÞ, and limðsnhðx2ÞÞ, respectively.

(2) gn1ðx1Þ 
 gn1ðx2Þ

¼ ð\ slimðhnðx1ÞÞ�limðhnðx2ÞÞ;
limðf nrðx1ÞÞ 
 limðf nrðx2ÞÞ

� �
; limðpnqðx1ÞÞ � limðpnqðx2ÞÞ[ ;

\
slimðhnðx1ÞÞ�limðhnðx2ÞÞ;

limðf nrðx1ÞÞ 
 limðf nrðx2ÞÞ

 !
; limðpnqðx1ÞÞ � limðpnqðx2ÞÞ[ Þ;

where limðf nrðx1ÞÞ 
 limðf nrðx2ÞÞ ¼ limðlnrðx1ÞÞ � limðlnrðx2ÞÞ; limðmnrðx1ÞÞ þ limðmnrðx2ÞÞ
� �

; and

limðf nrðx1ÞÞ 
 limðf nrðx2ÞÞ ¼ limðlnrðx1ÞÞ � limðlnrðx2ÞÞ; limðmnrðx1ÞÞ þ limðmnrðx2ÞÞ
� �

.

(3) kgn1ðx1Þ
¼ ð\ klimðsnhðx1ÞÞ; klimðf nrðx1ÞÞ

� �
; limðpnqðx1ÞÞ[ \ klimðsnhðx1ÞÞ; klimðf nrðx1ÞÞ

� �
; limðpnqðx1ÞÞ[ Þ

¼ ð\ sklimðhnðx1ÞÞ; limðlnrðx1ÞÞ; limðmnrðx1ÞÞ
� �

; limðpnqðx1ÞÞ[ \ sklimðhnðx1ÞÞ; limðlnrðx1ÞÞ; limðmnrðx1ÞÞ
� �

; limðpnqðx1ÞÞ[ Þ:

(4) ðgn1ðx1ÞÞ
k ¼ ð\ slimðhnðx1ÞÞk ; limðf nrðx1ÞÞ

� �k� �
; limðpnqðx1ÞÞ
� �k

[ \ slimðhnðx1ÞÞk ; limðf nrðx1ÞÞ
� �k� �

; limðpnqðx1ÞÞ
� �k

[ Þ;

where limðf nrðx1ÞÞ
� �k

¼ limðlnrðx1ÞÞ
� �k

; 1� 1� limðmnrðx1ÞÞ
� �k� �

,

and limðf nrðx1ÞÞ
� �k

¼ limðlnrðx1ÞÞ
� �k

; 1� 1� limðmnrðx1ÞÞ
� �k� �

.

Example 4 Assume g1ðx1Þ ¼ ð\ðs3; 0:7; 0:2Þ; 0:6[ ;\ðs4; 0:8; 0:2Þ; 0:65[ Þ and g1ðx2Þ ¼
ð\ðs4; 0:65; 0:1Þ; 0:5[ ;\ðs5; 0:8; 0:1Þ; 0:55[ Þ, then
(1) g1ðx1Þ � g1ðx2Þ ¼ ð\ðs7; 0:67; 0:14Þ; 0:35[ ;\ðs9; 0:44; 0:14Þ; 0:6[ Þ;
(2) g1ðx1Þ 
 g1ðx2Þ ¼ ð\ðs12; 0:46; 0:3Þ; 0:3[ ;\ðs20; 0:64; 0:3Þ; 0:36[ Þ;
(3) 2g1ðx1Þ ¼ ð\ðs6; 0:7; 0:2Þ; 0:6[ ;\ðs8; 0:8; 0:2Þ; 0:65[ Þ;
(4) ðg1ðx1ÞÞ2 ¼ ð\ðs9; 0:49; 0:36Þ; 0:36[ ;\ðs16; 0:64; 0:36Þ; 0:42[ Þ.

Remark 1 (1) When the upper approximation is equal to the lower approximation, the v LS
degenerates into the intuitionistic probabilistic linguistic set (IPLS), and the vLV degener-
ates into the intuitionistic probabilistic linguistic variable (IPLV), which is
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lvðxÞ ¼ \½ðs1; l1; m1Þ; p1�; ½ðs2; l2; m2Þ; p2�; . . .; ½ðsn; ln; mnÞ; pn�[ : ð23Þ
(2) When the upper approximation is equal to the lower approximation, and
p1qðxÞ ¼ p2qðxÞ ¼ � � � ¼ pnqðxÞ, the vLS degenerates into the intuitionistic hesitant linguistic set

(IHLS), and the vLV degenerates into the intuitionistic hesitant linguistic variable (IHLV),
which is

lvðxÞ ¼ \ðs1; l1; m1Þ; ðs2; l2; m2Þ; . . .; ðsn; ln; mnÞ[ : ð24Þ
(3) When the upper approximation is equal to the lower approximation and n ¼ 1, the vLS
degenerates into the intuitionistic Z-linguistic set (IZLS) (Xian et al. 2019, 2022), and the
vLV degenerates into the intuitionistic Z-linguistic variable (IZLV), which is

lvðxÞ ¼ ½ðs; l; mÞ; p�: ð25Þ
(4) When the upper approximation is equal to the lower approximation, n ¼ 1, and
lþ m ¼ 1, the vLS degenerates into the Z linguistic set (ZLS) (Xian et al. 2019), and the
vLV degenerates into the Z linguistic variable(ZLV), which is

lvðxÞ ¼ ½ðs; lÞ; p�: ð26Þ
(5) When the upper approximation is equal to the lower approximation, n ¼ 1, l ¼ 1; m ¼ 0,
and p ¼ 1, the vLS degenerates into the LTS (Zadeh 1975) and the vLV degenerates into the
linguistic term, which is

lvðxÞ ¼ s: ð27Þ

The approximation of the vLS is similar to the RS, which includes the lower approximation,
the upper approximation, and the boundary. It needs to be solved with the known fuzzy
information in the vLS. The evaluation of a DM is expressed by the IPLV
l0vðxÞ ¼ \ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ [ . The evaluations of multiple DMs are aggregated to obtain

an IPLS LvðxÞ ¼ f\x; l0vðxÞ[ jx 2 Xg. After solving the approximation gn1ðxÞ and adding

it to lvðxÞ, the IPLV becomes the vLV lvðxÞ ¼ \½ðsnhðxÞ; f nrðxÞÞ; pnqðxÞ�; gn1ðxÞ [, and the IPLS

becomes the vLS LvðxÞ ¼ f\x; lvðxÞ[ jx 2 Xg.

3.2 Comparison method of vLSs

In this section, we propose the comparison methods of vLVs and vLSs, respectively. First,
the concepts of the ambiguity expectation, the possibility expectation, and the approxi-
mation expectation of the vLV are introduced.

Definition 18 Let lkvðxÞ ¼ \½ðsnkhðxk Þ; l
nk
rðxk Þ; m

nk
rðxk ÞÞ; pnkqðxk Þ�; g

nk
1ðxk Þ [ be a vLV, then the

ambiguity expectation of lkvðxÞ is

Eðf kÞ ¼
Pnk

n¼1 D
sn
hðxk Þ

ðln
rðxk Þ

þ1�mn
rðxk Þ

Þ
2

� �
nk

;
ð28Þ
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where D is an equivalent transformation function of linguistic terms, D : ½0; s� ! ½0; 1�, and
DðshðxÞÞ ¼ hðxÞ

s .

Definition 19 Let lkvðxÞ ¼ \½ðsnkhðxk Þ; l
nk
rðxk Þ; m

nk
rðxk ÞÞ; pnkqðxk Þ�; g

nk
1ðxk Þ [ be a vLV, then the

possibility expectation of lkvðxÞ is:

EðpkÞ ¼
Pnk

n¼1 p
nk
qðxkÞ

nk
: ð29Þ

Definition 20 Let lkvðxÞ ¼ \½ðsnkhðxk Þ; l
nk
rðxk Þ; m

nk
rðxk ÞÞ; pnkqðxk Þ�; g

nk
1ðxk Þ [ be a vLV, then the

approximation expectation of lkvðxÞ is:

EðgkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A Eðlimf kÞð Þ2 þ B EðlimpkÞð Þ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A Eðlimf kÞ� �2 þ B EðlimpkÞ� �2q ; ð30Þ

where Eðlimf kÞ¼

Pnk
n¼1

D
limðsnk

hðxÞÞ limðlnk
rðxÞÞþ1�limðmnk

rðxÞÞ

� �
2

0@ 1A
nk

, Eðlimf kÞ¼

Pnk
n¼1

D
limðsnk

hðxÞÞ limðlnk
rðxÞÞþ1�limðmnk

rðxÞÞ

� �
2

0@ 1A
nk

,

EðlimpkÞ¼
Pnk

n¼1
limðpnk

qðxk Þ
Þ

nk
, EðlimpkÞ¼

Pnk
n¼1

limðpnk
qðxk Þ

Þ
nk

, and 0�A;B�1. D is an equivalent

transformation function of linguistic terms, D : ½0;s�!½0;1�, and DðshðxÞÞ¼hðxÞ
s .

Eðf kÞ ! ½0; 1�, EðpkÞ ! ½0; 1�, EðgkÞ ! ½0; 1�. In this way, we map these three variables of
lkvðxÞ to a three-dimensional coordinate system, and the value range they form is a cube
with a side length of 1 in the first quadrant, as shown in Fig. 1. A certain point in this
coordinate is denoted as lkvðxÞ. Inspired by the spherical coordinate system, we can find the
distance between this point and the origin O and two angles, respectively.

Fig. 1 The vLV lkvðxÞ in the
three-dimensional coordinate
system
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Definition 21 Let Eðf kÞ, EðpkÞ, and EðgkÞ be the ambiguity expectation, the possibility
expectation, and the approximation expectation of the vLV lkvðxÞ, then the distance between
lkvðxÞ and the origin O is

r lkvðxÞð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A Eðf kÞð Þ2 þ B EðpkÞð Þ2 þ C EðgkÞð Þ2

q
; ð31Þ

where 0�A;B;C� 1 and Aþ Bþ C ¼ 1.

Definition 22 Let Eðf kÞ and EðpkÞ be the ambiguity expectation and the possibility
expectation of the vLV lkvðxÞ, then the angle between the projection line of the line from the
origin to the point lkvðxÞ on the Eðf kÞEðpkÞ-plane and the positive Eðf kÞ-axis is

# lkvðxÞð Þ ¼ arctan

ffiffiffi
B

p
EðpkÞffiffiffi

A
p

Eðf kÞ : ð32Þ

Definition 23 Let EðgkÞ be the approximation expectation of the vLV lkvðxÞ, r lkvðxÞð Þ be
the distance between lkvðxÞ and the origin O, then the angle between the line from the origin
O to the point lkvðxÞ and the positive EðgkÞ-axis is

u lkvðxÞð Þ ¼ arccos

ffiffiffiffi
C

p
EðgkÞ

r lkvðxÞð Þ : ð33Þ

In the information evaluation, the importance of the ambiguity, possibility, and approxi-
mation decreases in order (Fig. 2). Therefore, the comparison method of vLVs is as follows:

Definition 24 Let l1vðxÞ and l2vðxÞ be two ILVs, then:

(I) If r l1vðxÞð Þ[ r l2vðxÞð Þ, then l1vðxÞ�l2vðxÞ;
(II) If r l1vðxÞð Þ\r l2vðxÞð Þ, then l1vðxÞ � l2vðxÞ;
(III) If r l1vðxÞð Þ ¼ r l2vðxÞð Þ, then

(i) If # l1vðxÞð Þ\# l2vðxÞð Þ, then l1vðxÞ�l2vðxÞ;
(ii) If # l1vðxÞð Þ[# l2vðxÞð Þ, then l1vðxÞ � l2vðxÞ;
(iii) If # l1vðxÞð Þ ¼ # l2vðxÞð Þ, then

(1) If u l1vðxÞð Þ\u l2vðxÞð Þ, then l1vðxÞ�l2vðxÞ;
(2) If u l1vðxÞð Þ[u l2vðxÞð Þ, then l1vðxÞ � l2vðxÞ;
(3) If u l1vðxÞð Þ ¼ u l2vðxÞð Þ, then l1vðxÞ l2vðxÞ.

Example 5 Let S ¼ fsiji ¼ 0; 1; . . .; 6g be an additive vTS, l1vðxÞ ¼

f½ðs3; 0:8; 0:2Þ; 0:6�; \ðs3; 0:7; 0:2Þ; 0:6[ ;
\ðs4; 0:8; 0:2Þ; 0:65[

� �
g and l2vðxÞ ¼ f½ðs5; 0:8; 0:1Þ; 0:5�;

\ðs4; 0:65; 0:1Þ; 0:5[ ;
\ðs5; 0:8; 0:1Þ; 0:55[

� �
g be two vLVs, and A ¼ 0:5;B ¼ 0:3;C ¼ 0:2.
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(1) From Definitions 18-20, we obtain:

Eðf 1Þ ¼ 0:4; Eðp1Þ ¼ 0:6; Eðg1Þ 	 0:82:

Eðf 2Þ ¼ 0:71; Eðp2Þ ¼ 0:5; Eðg2Þ 	 0:78:

(2) From Definitions 21 and 24, based on the above calculation results, we obtain:

rðl1vðxÞÞ 	 0:57; rðl2vðxÞÞ 	 0:67:

(3) From

rðl1vðxÞÞ\rðl2vðxÞÞ;
it can be concluded that

Fig. 2 The /vLWA, /vLWG operator and the vLVIKOR method decision-making process
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l1vðxÞ � l2vðxÞ:

The concept of the probability degree is introduced before comparing vLSs.

Definition 25 Let L1vðxÞ ¼ f\x; lk1vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L1vðxÞg and L2vðxÞ ¼
f\x; lk2vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L2vðxÞg be two vLSs, lk1vðxÞ and lk2vðxÞ are the vLVs
in L1vðxÞ and L2vðxÞ, #L1vðxÞ and #L2vðxÞ are the numbers of vLVs in L1vðxÞ and L2vðxÞ,
then the possibility degree of L1vðxÞ� L2vðxÞ is

pðL1vðxÞ�L2vðxÞÞ

¼ max 0;EðL1vðxÞþÞ � EðL2vðxÞ�Þ
� ��max 0;EðL1vðxÞ�Þ � EðL2vðxÞþÞ

� �
EðL1vðxÞþÞ � EðL1vðxÞ�Þ
� �þ EðL2vðxÞþÞ � EðL2vðxÞ�Þ

� � ;
ð34Þ

where LtvðxÞþ ¼ max
k

flkt vðxÞg, LtvðxÞ� ¼ min
k
flkt vðxÞgðt ¼ 1; 2Þ. rðlkt vðxÞÞ, #ðlkt vðxÞÞ, and

uðlkt vðxÞÞ are the distance between lkt vðxÞðt ¼ 1; 2Þ and the origin O, and two angles of
lkt vðxÞðt ¼ 1; 2Þ, respectively. Then, the value Eðlkt vðxÞÞ is divided into three cases:

(1) If all vLVs in L1vðxÞ and L2vðxÞ have the same rðlkt vðxÞÞ, then Eðlkt vðxÞÞ ¼ #ðlkt vðxÞÞ;
(2) If all vLVs in L1vðxÞ and L2vðxÞ have the same rðlkt vðxÞÞ and #ðlkt vðxÞÞ, then

Eðlkt vðxÞÞ ¼ uðlkt vðxÞÞ;
(3) If neither of the above two cases is satisfied, then Eðlkt vðxÞÞ ¼ rðlkt vðxÞÞ.

Therefore, the comparison method of vLSs is as follows:

Definition 26 Let L1vðxÞ and L2vðxÞ be two vLSs, then:

(I) If pðL1vðxÞ�L2vðxÞÞ[ pðL2vðxÞ� L1vðxÞÞ, then L1vðxÞ�L2vðxÞ;
(II) If pðL1vðxÞ�L2vðxÞÞ ¼ 1, then L1vðxÞ[L2vðxÞ;
(III) If pðL1vðxÞ�L2vðxÞÞ ¼ 0:5, then L1vðxÞ L2vðxÞ.

Theorem 1 (Boundness) 0\pðL1vðxÞ�L2vðxÞÞ\1.

Proof According to Eq. (34), it is obvious.

Theorem 2 (Complementarity) pðL1vðxÞ� L2vðxÞÞ þ pðL2vðxÞ�L1vðxÞÞ ¼ 1; especially,
if L1vðxÞ ¼ L2vðxÞ, then pðL1vðxÞ�L2vðxÞÞ ¼ pðL2vðxÞ� L1vðxÞÞ ¼ 0:5.

The proof of Theorem 2 is shown in Appendix 1.

Example 6 Let S ¼ fsiji ¼ 0; 1; . . .; 6g be an additive LTS,

L1vðxÞ ¼
f½ðs3; 0:8; 0:2Þ; 0:6�; \ðs3; 0:7; 0:2Þ; 0:6[ ;

\ðs4; 0:8; 0:2Þ; 0:65[
� �

g;

f½ðs5; 0:6; 0:2Þ; 0:7�; \ðs4; 0:6; 0:2Þ; 0:65[ ;
\ðs5; 0:7; 0:2Þ; 0:7[

� �
g

8>><>>:
9>>=>>;,
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L2vðxÞ ¼
f½ðs5; 0:8; 0:1Þ; 0:5�; \ðs4; 0:65; 0:1Þ; 0:5[ ;

\ðs5; 0:8; 0:1Þ; 0:55[
� �

g;

f½ðs3; 0:5; 0:1Þ; 0:6�; \ðs3; 0:5; 0:1Þ; 0:55[ ;
\ðs4; 0:65; 0:1Þ; 0:6[

� �
g

8>><>>:
9>>=>>;

be two vLSs, and A ¼ 0:5;B ¼ 0:3;C ¼ 0:2. From Definition 25, we obtain:

pðL1vðxÞ�L2vðxÞÞ 	 0:57[ 0:43 	 pðL2vðxÞ�L1vðxÞÞ
) L1vðxÞ�L2vðxÞ:

3.3 The normalization of vLSs

In decision making, evaluations may be different dimensions and numbers of vLVs. To
facilitate the operations of vLVs and vLSs, we need to normalize them. For vLVs, the
normalization is to unify the dimensions of each vLV.

Definition 27 Let l1vðxÞ ¼ \½ðsn1hðx1Þ; l
n1
rðx1Þ; m

n1
rðx1ÞÞ; pn1qðx1Þ�; g

n1
1ðx1Þ [ and l2vðxÞ ¼

\½ðsn2hðx2Þ; l
n2
rðx2Þ; m

n2
rðx2ÞÞ; p

n2
qðx2Þ�; g

n2
1ðx2Þ [ be two vLVs, n1 and n2 are the dimensions of

l1vðxÞ and l2vðxÞ, respectively. If n1 [ n2, then add n1 � n2-dimensional vLV to l2vðxÞ so
that the dimensions of l1vðxÞ and l2vðxÞ are unified. The added vLV is n1 � n2-dimensional

f½ðs0; 0; 0Þ; 0�; \ðs0; 0; 0Þ; 0[ ;
\ðs0; 0; 0Þ; 0[

� �
g.

For vLSs, the normalization refers to the double unity of the dimensions and the number of
vLVs it contains.

Definition 28 Let L1vðxÞ ¼ f\x; lk1vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L1vðxÞg and L2vðxÞ ¼
f\x; lk2vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L2vðxÞg be two vLSs, lk1vðxÞ and lk2vðxÞ are the nor-
malized vLVs, #L1vðxÞ and #L2vðxÞ are the numbers of vLVs in L1vðxÞ and L2vðxÞ,
respectively. If #L1vðxÞ[#L2vðxÞ, then add #L1vðxÞ �#L2vðxÞ vLVs to #L2vðxÞ so
that the numbers of vLVs of L1vðxÞ and L2vðxÞ are unified. The added vLVs depend on the
attitudes of DMs. There are two cases:

(1) If DMs take a positive attitude, then the added vLVs are L2vðxÞþ ¼ max
k

flk2vðxÞg;
(2) If DMs take a negative attitude, then the added vLVs are L2vðxÞ� ¼ min

k
flk2vðxÞg.

In this way, we summarize the normalization process of vLSs. Let L1vðxÞ ¼
f\x; lk1vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L1vðxÞg and L2vðxÞ ¼ f\x; lk2vðxÞ[ jx 2 X ; k ¼
1; 2; . . .;#L2vðxÞg be two vLSs, n1kðk ¼ 1; 2; . . .;#L1vðxÞÞ and n2kðk ¼ 1; 2; . . .;#L2vðxÞÞ
are the dimensions of L1vðxÞ and L2vðxÞ, then:

Step 1. If n1k 6¼ n2k , then according to Definition 27, we add vLVs of some dimensions
to the vLVs with less dimension.

Step 2. If #L1vðxÞ 6¼ #L2vðxÞ, then according to Definition 28, we add some vLVs to
the vLS with the lower number of vLVs.

The normalized vLVs and vLSs are still denoted as lk1vðxÞ, lk2vðxÞ, L1vðxÞ, and L2vðxÞ.
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3.4 Some operational rules of vLSs

In this section, we introduce some basic operational rules and related theorems of vLVs and
vLSs. We assume all vLVs and vLSs have been normalized.

Definition 29 Let l1vðxÞ ¼ \½ðsn1hðx1Þ; l
n1
rðx1Þ; m

n1
rðx1ÞÞ; pn1qðx1Þ�; g

n1
1ðx1Þ [ and l2vðxÞ ¼

\½ðsn2hðx2Þ; l
n2
rðx2Þ; m

n2
rðx2ÞÞ; pn2qðx2Þ�; g

n2
1ðx2Þ [ be two vLVs, n1 ¼ n2, the subscript of snhðxÞ is

represented as hnðxÞ, and k� 0, then the operational rules of vLVs are as follows:

(1) l1vðxÞ � l2vðxÞ ¼ \½ [
n¼1;2;...;n1

fðshnðx1Þþhnðx2Þ;
hnðx1Þlnrðx1Þþhnðx2Þlnrðx2Þ

hnðx1Þþ hnðx2Þ;
hnðx1Þmnrðx1Þþhnðx2Þmnrðx2Þ

hnðx1Þþhnðx2Þ Þ;
pn
qðx1Þ

þpn
qðx2Þ

2 �; gn1ðx1Þ � gn1ðx2Þg[ .

(2) l1vðxÞ 
 l2vðxÞ ¼ \½ [
n¼1;2;...;n1

fðshnðx1Þ�hnðx2Þ; l
n
rðx1Þl

n
rðx2Þ; m

n
rðx1Þ þ mnrðx2ÞÞ; pnqðx1Þ� pnqðx2Þ�; gn1ðx1Þ


gn1ðx2Þg[ .

(3) kl1vðxÞ ¼ \½ [
n¼1;2;...;n1

fðskhnðx1Þ; lnrðx1Þ; mnrðx1ÞÞ; pnqðx1Þ�; kgn1ðx1Þg[ .

(4) l1vðxÞð Þk ¼ \½ [
n¼1;2;...;n1

fðs hnðx1Þð Þk ; lnrðx1Þ
� �k

; 1� 1� mnrðx1Þ
� �k

;

pnqðx1Þ
� �k

�; gn1ðx1Þ
� �k

g[ .

Theorem 3 Let l1vðxÞ ¼ \½ðsn1hðx1Þ; l
n1
rðx1Þ; m

n1
rðx1ÞÞ; p

n1
qðx1Þ�; g

n1
1ðx1Þ [ and l2vðxÞ ¼ \½ðsn2hðx2Þ;

ln2rðx2Þ; m
n2
rðx2ÞÞ; p

n2
qðx2Þ�; g

n2
1ðx2Þ [ be two vLVs, and k; k1; k2 � 0, then

(1) l1vðxÞ � l2vðxÞ ¼ l2vðxÞ � l1vðxÞ;
(2) l1vðxÞ 
 l2vðxÞ ¼ l2vðxÞ 
 l1vðxÞ;
(3) k1l1vðxÞ � k2l1vðxÞ ¼ ðk1 þ k2Þl1vðxÞ.
The proof of Theorem 3 is shown in Appendix 2.

Example 7 Use the vLVs l1vðxÞ and l2vðxÞ in Example 4, then

(1) l1vðxÞ � l2vðxÞ ¼ f½ðs8; 0:8; 0:14Þ; 0:55�; \ðs7; 0:67; 0:14Þ; 0:35[ ;
\ðs9; 0:44; 0:14Þ; 0:6[

� �
g.

(2) l1vðxÞ 
 l2vðxÞ ¼ f½ðs15; 0:64; 0:3Þ; 0:3�; \ðs12; 0:46; 0:3Þ; 0:3[ ;
\ðs20; 0:64; 0:3Þ; 0:36[

� �
g.

(3) 2l1vðxÞ ¼ f½ðs6; 0:8; 0:2Þ; 0:6�; \ðs6; 0:7; 0:2Þ; 0:6[ ;
\ðs8; 0:8; 0:2Þ; 0:65[

� �
g.

(4) ðl1vðxÞÞ2 ¼ f½ðs9; 0:64; 0:36Þ; 0:36�; \ðs9; 0:49; 0:36Þ; 0:36[ ;
\ðs16; 0:64; 0:36Þ; 0:42[

� �
g.

Next, some basic operational rules of vLSs are introduced.

Definition 30 Let L1vðxÞ ¼ f\x; lk1vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L1vðxÞg and L2vðxÞ ¼
f\x; lk2vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L2vðxÞg be two vLVs, #L1vðxÞ ¼ #L2vðxÞ, and
k; k1; k2 � 0, then the operational rules of ILSs are as follows:

(1) L1vðxÞ � L2vðxÞ ¼ [
ldðkÞ1 vðxÞ2L1vðxÞ; ldðkÞ2 vðxÞ2L2vðxÞ

fldðkÞ1 vðxÞ � ldðkÞ2 vðxÞg;
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(2) L1vðxÞ 
 L2vðxÞ ¼ [
ldðkÞ1 vðxÞ2L1vðxÞ; ldðkÞ2 vðxÞ2L2vðxÞ

fldðkÞ1 vðxÞ 
 ldðkÞ2 vðxÞg;

(3) kL1vðxÞ ¼ [
ldðkÞ1 vðxÞ2L1vðxÞ

fkldðkÞ1 vðxÞg;

(4) L1vðxÞð Þk ¼ [
ldðkÞ1 vðxÞ2L1vðxÞ

f ldðkÞ1 vðxÞ
� �kg, where ldðkÞ1 vðxÞ and ldðkÞ2 vðxÞ are the kth

largest vLVs in lk1vðxÞ and lk2vðxÞ.

Theorem 4 Let L1vðxÞ ¼ f\x; lk1vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L1vðxÞg, L2vðxÞ ¼ f\x;
lk2vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L2vðxÞg, and L3vðxÞ ¼ f\x; lk3vðxÞ[ jx 2 X ; k ¼
1; 2; . . .; #L3vðxÞg be three vLVs, #L1vðxÞ ¼ #L2vðxÞ ¼ #L3vðxÞ, and k; k1; k2 � 0, then

(1) L1vðxÞ � L2vðxÞ ¼ L2vðxÞ � L1vðxÞ;
(2) ðL1vðxÞ � L2vðxÞÞ � L3vðxÞ ¼ L1vðxÞ � ðL2vðxÞ � L3vðxÞÞ;
(3) L1vðxÞ 
 L2vðxÞ ¼ L2vðxÞ 
 L1vðxÞ;

Proof The above theorem is easy to prove, so we omit the proof here.

3.5 The distance measure of vLSs

In this section, the distance between vLVs and the distance between vLSs are introduced.
We assume all vLVs and ILSs have been normalized.

Definition 31 Let l1vðxÞ and l2vðxÞ be two vLVs. The ambiguity expectation, the possi-
bility expectation, and the approximation expectation of l1vðxÞ are Eðf 1Þ, Eðp1Þ, and Eðg1Þ,
respectively. The ambiguity expectation, the possibility expectation, and the approximation
expectation of l2vðxÞ are Eðf 2Þ, Eðp2Þ, and Eðg2Þ, respectively. Then, the generalized
distance between l1vðxÞ and l2vðxÞ is:

d l1vðxÞ; l2vðxÞð Þ
¼ A Eðf 1Þ � Eðf 2Þ		 		k þ B Eðp1Þ � Eðp2Þ		 		k þ C Eðg1Þ � Eðg2Þ		 		k� �1=k

;
ð35Þ

where 0�A;B;C� 1, Aþ Bþ C ¼ 1, and k[ 0.

Remark 2

(1) If k ¼ 1, then the generalized distance degenerates into the Hamming distance:

d l1vðxÞ; l2vðxÞð Þ
¼ A Eðf 1Þ � Eðf 2Þ		 		þ B Eðp1Þ � Eðp2Þ		 		þ C Eðg1Þ � Eðg2Þ		 		: ð36Þ

(2) If k ¼ 2, then the generalized distance degenerates into the Euclidean distance:

d l1vðxÞ; l2vðxÞð Þ
¼ A Eðf 1Þ � Eðf 2Þ		 		2 þ B Eðp1Þ � Eðp2Þ		 		2 þ C Eðg1Þ � Eðg2Þ		 		2� �1=2

:
ð37Þ
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(3) If Eðf 2Þ ¼ Eðp2Þ ¼ Eðg2Þ ¼ 0, and k ¼ 2, then the generalized distance is equivalent
to the distance between l1vðxÞ and the origin O proposed in Definition 21:

d l1vðxÞ; l2vðxÞð Þ
¼ A Eðf 1Þ		 		2 þ B Eðp1Þ		 		2 þ C Eðg1Þ		 		2� �1=2 ¼ r l1vðxÞð Þ: ð38Þ

Theorem 5 Let l1vðxÞ and l2vðxÞ be two vLVs, then:

(1) 0� d l1vðxÞ; l2vðxÞð Þ� 1.
(2) d l1vðxÞ; l2vðxÞð Þ ¼ 0 ) l1vðxÞ l2vðxÞ.
(3) d l1vðxÞ; l2vðxÞð Þ ¼ d l2vðxÞ; l1vðxÞð Þ.
The proof of Theorem 5 is shown in Appendix 3.

Next, we introduce the distance between vLSs.

Definition 32 Let L1vðxÞ ¼ f\x; lk1vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L1vðxÞg and L2vðxÞ ¼
f\x; lk2vðxÞ[ jx 2 X ; k ¼ 1; 2; . . .;#L2vðxÞg be two vLSs, and #L1vðxÞ ¼ #L2vðxÞ, then
the distance between L1vðxÞ and L2vðxÞ is:

dðL1vðxÞ; L2vðxÞÞ ¼ 1

#L1vðxÞ
X#L1vðxÞ

k¼1

dðlk1vðxÞ; lk2vðxÞÞ; ð39Þ

where dðlk1vðxÞ; lk2vðxÞÞ is the distance between lk1vðxÞ and lk2vðxÞ.

Remark 3 Let f k1 , f
k
2 , p

k
1, p

k
2, g

k
1 and gk2 be the ambiguity expectations, the possibility

expectations, and the approximation expectations of lk1vðxÞ and lk2vðxÞ, respectively.
0�A;B;C� 1, Aþ Bþ C ¼ 1, and k[ 0. Then:

(1) If dðlk1vðxÞ; lk2vðxÞÞ is the generalized distance, then dðL1vðxÞ; L2vðxÞÞ is the gener-
alized distance between L1vðxÞ and L2vðxÞ:

dðL1vðxÞ; L2vðxÞÞ

¼ 1

#L1vðxÞ
X#L1vðxÞ

k¼1

A Eðf k1 Þ � Eðf k2 Þ
		 		k þ B Eðpk1Þ � Eðpk2Þ

		 		k þ C Eðgk1Þ � Eðgk2Þ
		 		k� �1=k

:

ð40Þ
(2) If dðlk1vðxÞ; lk2vðxÞÞ is the Hamming distance, then dðL1vðxÞ; L2vðxÞÞ is the Hamming
distance between L1vðxÞ and L2vðxÞ:

dðL1vðxÞ; L2vðxÞÞ

¼ 1

#L1vðxÞ
X#L1vðxÞ

k¼1

A Eðf k1 Þ � Eðf k2 Þ
		 		þ B Eðpk1Þ � Eðpk2Þ

		 		þ C Eðgk1Þ � Eðgk2Þ
		 		� �

:
ð41Þ

(3) If dðlk1vðxÞ; lk2vðxÞÞ is the Euclidean distance, then dðL1vðxÞ; L2vðxÞÞ is the Euclidean
distance between L1vðxÞ and L2vðxÞ:
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dðL1vðxÞ; L2vðxÞÞ

¼ 1

#L1vðxÞ
X#L1vðxÞ

k¼1

A Eðf k1 Þ � Eðf k2 Þ
		 		2 þ B Eðpk1Þ � Eðpk2Þ

		 		2 þ C Eðgk1Þ � Eðgk2Þ
		 		2� �1=2

:

ð42Þ

Theorem 6 Let L1vðxÞ and L2vðxÞ be two vLVs, then:

(1) 0� d L1vðxÞ; L2vðxÞð Þ� 1;
(2) d L1vðxÞ; L2vðxÞð Þ ¼ 0 ) L1vðxÞ ¼ L2vðxÞ;
(3) d L1vðxÞ; L2vðxÞð Þ ¼ d L2vðxÞ; L1vðxÞð Þ.

Proof The above theorem is easy to prove, so we omit the proof here.

4 A new vLVIKOR method based on v-linguistic sets for MAGDM

v- linguistic information can be applied to MAGDM problems. Assume X ¼ fx1; x2; . . .; xtg
is a set of t alternatives, A ¼ fa1; a2; . . .; aqg is a set of q attributes, x ¼ ðx1;x2; . . .;xqÞT

is the known attribute weight vector, xb 2 ½0; 1�ðb ¼ 1; 2; . . .; qÞ, and Pq
b¼1

xb ¼ 1. The

evaluation of multiple DMs can be represented by an vLS LabðIÞ ¼ flkabvðxÞj k ¼ 1; 2;

. . .;#LabvðxÞg, which represents the decision information under the attribute abðb ¼
1; 2; . . .; qÞ of the alternative xaða ¼ 1; 2; . . .; tÞ. All the vLSs constitute an v-linguistic
decision matrix:

R ¼ ½LabvðxÞ�t�q ¼

L11vðxÞ L12vðxÞ � � � L1qvðxÞ
L21vðxÞ L22vðxÞ � � � L2qvðxÞ

..

. ..
. . .

. ..
.

Lt1vðxÞ Lt2vðxÞ � � � LtqvðxÞ

266664
377775; ð43Þ

where LabvðxÞ ¼ flkabvðxÞjk ¼ 1; 2; . . .;#LabvðxÞgða ¼ 1; 2; . . .; t; b ¼ 1; 2; . . .; qÞ, and

lkabvðxÞ is the kth vLV in LabvðxÞ. We assume all vLSs and vLVs in this section are

normalized.

4.1 Some basic operators for vLSs

To better aggregate the decision information, we propose some basic operators for vLSs.

Definition 33 Let LbvðxÞ ¼ flkbvðxÞjk ¼ 1; 2; . . .; LbvðxÞg ðb ¼ 1; 2; . . .; qÞ be q vLSs, then
the v- linguistic weighted averaging(vLWA) operator is defined as follows:
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/vLWAðL1vðxÞ; L2vðxÞ; . . .; LqvðxÞÞ
¼ x1L1vðxÞ � x2L2vðxÞ � � � � � xqLqvðxÞ

¼ [
ldðkÞ1 vðxÞ2L1vðxÞ

fx1l
dðkÞ
1 vðxÞg � [

ldðkÞ2 vðxÞ2L2vðxÞ
fx2l

dðkÞ
2 vðxÞg�

� � � � [
ldðkÞq vðxÞ2LqvðxÞ

fxqldðkÞq vðxÞg;

ð44Þ

where ldðkÞb vðxÞðb ¼ 1; 2; . . .; qÞ is the kth largest ILVs in lkbvðxÞ, x ¼ ðx1;x2; . . .;xqÞT is

the weight vector, xb 2 ½0; 1�, and Pq
b¼1

xb ¼ 1.

Remark 4 When x ¼ ð1q ; 1q ; . . .; 1qÞT , the vLWA operator degenerates into the v-linguistic

averaging(vLA) operator:

/vLAðL1vðxÞ; L2vðxÞ; . . .; LqvðxÞÞ
¼ 1

q
L1vðxÞ � 1

q
L2vðxÞ � � � � � 1

q
LqvðxÞ

¼ 1

q
ð [
ldðkÞ1 vðxÞ2L1ðIÞ;ldðkÞ2 vðxÞ2L2vðxÞ;...;ldðkÞq vðxÞ2LqvðxÞ

fldðkÞ1 vðxÞ � ldðkÞ2 vðxÞ � � � � � ldðkÞq vðxÞgÞ;

ð45Þ

where ldðkÞb vðxÞðb ¼ 1; 2; . . .; qÞ is the kth largest vLVs in lkbvðxÞ.

Definition 34 Let LbvðxÞ ¼ flkbvðxÞjk ¼ 1; 2; . . .; LbvðxÞg ðb ¼ 1; 2; . . .; qÞ be q vLSs, then
the v-linguistic weighted geometric(vLWG) operator is defined as follows:

/vLWGðL1vðxÞ; L2vðxÞ; . . .; LqvðxÞÞ
¼ ðL1vðxÞÞx1 
 ðL2vðxÞÞx2 
 � � � 
 ðLqvðxÞÞxq

¼ [
ldðkÞ1 vðxÞ2L1vðxÞ

fðldðkÞ1 vðxÞÞx1g 
 [
ldðkÞ2 vðxÞ2L2vðxÞ

fðldðkÞ2 vðxÞÞx2g


� � � 
 [
ldðkÞq vðxÞ2LqvðxÞ

fðldðkÞq vðxÞÞxqg;

ð46Þ

where ldðkÞb vðxÞðb ¼ 1; 2; . . .; qÞ is the kth largest vLVs in lkbvðxÞ, x ¼ ðx1;x2; . . .;xqÞT is

the weight vector, xb 2 ½0; 1�, and Pq
b¼1

xb ¼ 1.

Remark 5 When x ¼ ð1q ; 1q ; . . .; 1qÞT , the ILWG operator degenerates into the intelligent

linguistic geometric(ILG) operator:
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/vLGðL1vðxÞ; L2vðxÞ; . . .; LqvðxÞÞ
¼ ðL1vðxÞÞ

1
q 
 ðL2vðxÞÞ

1
q 
 � � � 
 ðLqvðxÞÞ

1
q

¼ [
ldðkÞ1 vðxÞ2L1vðxÞ;ldðkÞ2 vðxÞ2L2vðxÞ;...;ldðkÞq vðxÞ2LqvðxÞ

fðldðkÞ1 vðxÞÞ1q 
 ðldðkÞ2 vðxÞÞ1q 
 � � � 
 ðldðkÞq vðxÞÞ1qg;

ð47Þ

where ldðkÞb vðxÞðb ¼ 1; 2; . . .; qÞ is the kth largest vLVs in lkbvðxÞ.

4.2 The vLVIKOR method

The VIKOR method was proposed by Opricovic (1998). This method determines a com-
promise solution that provide a maximum group utility for most people and minimum of an
individual regret for opponents. It also takes into account the relative importance of the
distances among the compromise solution, the ideal solution, and the negative ideal solu-
tion. It is widely used in MAGDM problems. In this section, we propose the vLVIKOR
method of vLSs.

Definition 35 Let R ¼ ½LabvðxÞ�t�q be an intelligent linguistic decision matrix with

LabvðxÞ ¼ flkabvðxÞjk ¼ 1; 2; . . .;#LabvðxÞgða ¼ 1; 2; . . .; t; b ¼ 1; 2; . . .; qÞ. Then, the best

one of all LbvðxÞ is denoted as LbvðxÞ�:
LbvðxÞ� ¼ flkbvðxÞ�jk ¼ 1; 2; . . .;#LabvðxÞg; ð48Þ

where lkbvðxÞ� ¼ \½ðsnkhðxbÞ
�; lnkrðxbÞ

�; mnkrðxbÞ
�Þ; pnkqðxbÞ

��; gnk1ðxbÞ
� [ , snkhðxbÞ

� ¼ max
a

fsnkhðxabÞg,
lnkrðxbÞ

�; mnkrðxbÞ
� ¼ flnkrðxabÞ; m

nk
rðxabÞjmax

a
ðlnkrðxabÞ � mnkrðxabÞÞg, pnkqðxbÞ

� ¼ max
a

fpnkqðxabÞg and gnk1ðxbÞ
�

¼ fgnk1ðxabÞjmax
a

Eðgnk1ðxabÞÞg. Eðg
nk
1ðxabÞÞ is the approximation expectation of lkabvðxÞ.

Definition 36 Let R ¼ ½LabvðxÞ�t�q be an intelligent linguistic decision matrix with

LabvðxÞ ¼ flkabvðxÞjk ¼ 1; 2; . . .;#LabvðxÞgða ¼ 1; 2; . . .; t; b ¼ 1; 2; . . .; qÞ. Then, the

worst one of all LbvðxÞ is denoted as LbvðxÞ#:
LbvðxÞ# ¼ flkbvðxÞ#jk ¼ 1; 2; . . .;#LabvðxÞg; ð49Þ

where lkbvðxÞ# ¼ \½ðsnkhðxbÞ
#; lnkrðxbÞ

#; mnkrðxbÞ
#Þ; pnkqðxbÞ

#�; gnk1ðxbÞ
# [ , snkhðxbÞ

# ¼ min
a
fsnkhðxabÞg,

flnkrðxbÞ
#; mnkrðxbÞ

#g ¼ flnkrðxabÞ; m
nk
rðxabÞjmin

a
ðlnkrðxabÞ � mnkrðxabÞÞg, pnkqðxbÞ

# ¼ min
a
fpnkqðxabÞg and

gnk1ðxbÞ
# ¼ fgnk1ðxabÞjmin

a
Eðgnk1ðxabÞÞg. Eðg

nk
1ðxabÞÞ is the approximation expectation of lkabvðxÞ.

After determining the best solution LvðxÞ� ¼ fL1vðxÞ�; L2vðxÞ�; . . .; LqvðxÞ�g and the worst

solution LvðxÞ# ¼ fL1vðxÞ#; L2vðxÞ#; . . .; LqvðxÞ#g with Definitions 35 and 36, we cal-
culate values Sa and Raða ¼ 1; 2; . . .; tÞ:
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Sa ¼
Xq
b¼1

xbdðLbvðxÞ�; LabvðxÞÞ=dðLbvðxÞ#; LabvðxÞÞ; ð50Þ

Ra ¼max
b

xbdðLbvðxÞ�; LabvðxÞÞ=dðLbvðxÞ#; LabvðxÞÞ
n o

; ð51Þ

where dðLbvðxÞ�; LabvðxÞÞ is the distance between LbvðxÞ� and LabvðxÞ, and

dðLbvðxÞ#; LabvðxÞÞ is the distance between LbvðxÞ# and LabvðxÞ.
Then, the value Qaða ¼ 1; 2; . . .; tÞ is calculated:

Qa ¼ v
Sa � S#

S� � S#
þ ð1� vÞRa �R#

R� �R#
; ð52Þ

where S# ¼ min
a
fSag, S� ¼ max

a
fSag, R# ¼ min

a
fRag, and R� ¼ max

a
fRag. v is the

weight of the strategy of “the majority of attribute“. We assume v ¼ 0:5.
Rank the alternatives with the values S, R, and Q. And obtain three ranking results. The

smaller the value is, the higher the ranking is.
Next, determine a compromise solution. When the following two conditions are satisfied,

the best alternative x1 obtained byQ (minimum) is the compromise solution. The conditions
are as follows:

Condition 1. Acceptable advantage.

Qðx2Þ �Qðx1Þ� 1

t � 1
; ð53Þ

where x2 is the second-ranked alternative obtained by Q, and t is the number of alternatives.

Condition 2. Acceptable stability in decision making.

The alternative x1 must be the best ranked by S or R.
If one of the above conditions is not satisfied, a compromise solution set is proposed:

(1) If condition 2 is not satisfied, then both x1 and x2 are compromise solutions.
(2) If condition 1 is not satisfied, then obtain maximum T with the equation:

QðxT Þ �Qðx1Þ\ 1

t � 1
: ð54Þ

Alternatives x1; x2; . . .; xT are close to the compromise solution.

4.3 A new vLVIKOR approach to decision making with v-linguistic information

In this section, we are going to develop a new vLVIKOR method to MAGDM problem with
thev-linguistic environment, and comparative analysis with the /vLWA and /vLWG operator.
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Step 1. Analyze the MAGDM problem and determine t alternatives X ¼ fx1; x2; . . .; xtg,
q attributes A ¼ fa1; a2; . . .; aqg, and the attribute weight vector x ¼ ðx1;x2; . . .;xqÞT. For
the attribute bðb ¼ 1; 2; . . .; qÞ under alternative aða ¼ 1; 2; . . .; tÞ, DMs use the linguistic
term S ¼ fsiji ¼ 0; 1; . . .; sg to represent their evaluation and give the evaluation’s mem-
bership, non-membership, and credibility with numbers between 0 and 1. Multiple DMs’
evaluation information is assembled into an IPLS, and a vLS LabvðxÞ ¼ flkabvðxÞjk ¼
1; 2; . . .;#LabvðxÞg is obtained by adding the approximation from Definitions 13-16.
Multiple vLSs are constructed into an intelligent linguistic decision matrix R ¼ ½LabvðxÞ�t�q.

If DMs choose the /vLWA and /vLWG operator, then go to Step 2; if DMs choose the
vLVIKOR method, then go to Step 5.

Step 2. Use the /vLWA operator (Eq. (44)) or the /vLWG operator (Eq. (46)) to aggregate
the attribute values of the alternatives xaða ¼ 1; 2; . . .; tÞ to obtain LavðxÞða ¼ 1; 2; . . .; tÞ.

Step 3. Construct a possibility degree matrix P ¼ ðpakÞt�t, where pak ¼
pðLavðxÞ�LkvðxÞÞ is calculated by Eq. (34), pak þ pka ¼ 1, paa ¼ 0:5, and
a; k ¼ 1; 2; . . .; t.

Step 4. Rank the alternatives xaða ¼ 1; 2; . . .; tÞ with the values of pa ¼
Pt
k¼1

pak ; ða ¼
1; 2; . . .; tÞ in descending order and select the optimal alternative. Then, go to Step 10.

Step 5. Determine the best solution LvðxÞ� and the worst solution LvðxÞ# with Defini-
tions 35 and 36.

Step 6. Calculate values Sa, Ra, and Qaða ¼ 1; 2; . . .; tÞ with Eqs.(50-52).
Step 7. Obtain three ranking results by values Sa, Ra, and Qaða ¼ 1; 2; . . .; tÞ.
Step 8. If both conditions 1 and 2 are satisfied, the optimal alternative obtained by the

minimum Q is the compromise solution. And go to Step 9. If any one of the conditions is
not satisfied, then go to Step 8.

Step 9. Obtain the compromise solution set.
Step 10. End.
The /vLWA and /vLWG operator are easy to calculate. Compared with it, the vLVIKOR

method is more complex but can reduce the loss of information.

5 A case study

5.1 A numerical example

It is now more than one year since COVID-19 first broke out. However, the epidemic
situation in cities around the world has not been completely eliminated, and even reboun-
ded. Therefore, it is necessary to make an effective epidemic risk assessment. Three DMs
formed an expert group to assess the risk of cities from the second COVID-19 shock. We
obtained data on the prevention and control of the COVID-19 in three cities through
research. Experts assess the risks of the three cities(x1; x2; x3), rank the cities, select the most
risky city, and gave early warning to the cities with high risk, so as to help the local
government adjust the prevention and control mechanism and prepare the response plan in
advance. The evaluation considers the following three attributes: (1) the risk of inflow of
confirmed cases (domestic and overseas); (2) the risk of medical resources; (3) the risk of

accumulated experience in the epidemic. The attribute weight vector is x ¼ ð0:4; 0:3; 0:3ÞT .
We assume A ¼ 0:33, B ¼ 0:33, C ¼ 0:33, and k ¼ 2.
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5.1.1 The /vLWA and /vLWG operator method

We take the /vLWA operator as an example to solve this problem.
Step 1. Three DMs give their evaluations based on the LTS:

S ¼ fs0 ¼ none; s1 ¼ very low; s2 ¼ low; s3 ¼ medium;

s4 ¼ high; s5 ¼ very high; s6 ¼ extremely highg:
The corresponding ambiguity and credibility of the evaluation are also given. The above
evaluation information is expressed as IPLVs. The intuitionistic probabilistic linguistic
decision matrix of the three DMs is shown in Table 1. By integrating the evaluations from
three DMs and solving the approximation degree, we obtain a group decision matrix in the
form of vLS. After normalizing the group decision matrix and ranking the vLVs in vLSs in
descending order, we obtain Table 2.

Step 2. Use the vLWA operator(Eq. (44)) to aggregate the attribute values of the alter-
natives xaða ¼ 1; 2; 3Þ to obtain LavðxÞða ¼ 1; 2; 3Þ.

Table 2 The intuitionistic probabilistic linguistic decision matrix of DMs

DM x a1 a2 a3

DM1 x1 \½ðs5; 0:6; 0:3Þ; 0:9�; ½ðs4; 0:5; 0:4Þ; 0:7�[ ½ðs3; 0:8; 0:2Þ; 0:6� ½ðs5; 0:8; 0:1Þ; 0:5�
x2 \½ðs3; 0:7; 0:2Þ; 0:7�; ½ðs5; 0:4; 0:3Þ; 0:8�[ ½ðs2; 0:6; 0:2Þ; 0:7� ½ðs6; 0:7; 0:1Þ; 0:4�
x3 \½ðs2; 0:7; 0:1Þ; 0:9�; ½ðs4; 0:7; 0:3Þ; 0:7�[ ½ðs4; 0:5; 0:1Þ; 0:8� ½ðs4; 0:8; 0:2Þ; 0:7�

DM2 x1 \½ðs3; 0:7; 0:3Þ; 0:4�; ½ðs6; 0:4; 0:2Þ; 0:6�[ ½ðs5; 0:6; 0:2Þ; 0:7� ½ðs3; 0:5; 0:1Þ; 0:6�
x2 \½ðs5; 0:8; 0:1Þ; 0:8�; ½ðs6; 0:4; 0:1Þ; 0:7�[ ½ðs5; 0:5; 0:1Þ; 0:8� ½ðs2; 0:8; 0:1Þ; 0:9�
x3 \½ðs4; 0:7; 0:1Þ; 0:7�; ½ðs5; 0:8; 0:1Þ; 0:5�[ ½ðs6; 0:5; 0:5Þ; 0:7� ½ðs1; 0:6; 0:2Þ; 0:5�

DM3 x1 \½ðs2; 0:6; 0:3Þ; 0:6�; ½ðs4; 0:6; 0:2Þ; 0:8�[ ½ðs3; 0:4; 0:2Þ; 0:5� ½ðs4; 0:7; 0:2Þ; 0:5�
x2 \½ðs6; 0:5; 0:1Þ; 0:4�; ½ðs4; 0:6; 0:4Þ; 0:8�[ ½ðs4; 0:6; 0:3Þ; 0:4� ½ðs4; 0:8; 0:2Þ; 0:8�
x3 \½ðs3; 0:6; 0:3Þ; 0:5�; ½ðs6; 0:5; 0:4Þ; 0:6�[ ½ðs5; 0:7; 0:3Þ; 0:8� ½ðs4; 0:4; 0:4Þ; 0:6�

Table 1 Symbol description

Symbol Interpretative statement

�Sn N-dimensional extended additive LTS

Fn N-dimensional linguistic ambiguity vector set

Pn Possibility(Credibility) vector set of n-dimensional ambiguity

Gn Approximation vector set of n-dimensional linguistic ambiguity and its possibility

snhðxÞ Linguistic variables

f nrðxÞ Linguistic membership degree of snhðxÞ
pnqðxÞ Credibility of uncertain linguistic information (snhðxÞ; f

n
rðxÞ)

gn1ðxÞ Approximation of the fuzzy linguistic information
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L1vðxÞ ¼

f½ðs5; 0:66; 0:21Þ; 0:65�;
\ðs3:63; 0:59; 0:21Þ; 0:56[ ;

\ðs5; 0:70; 0:21Þ; 0:67[
� �

g;

f½ðs1:6; 0:5; 0:4Þ; 0:18�;
\ðs1:6; 0:5; 0:4Þ; 0:16[ ;

\ðs1:87; 0:5; 0:27Þ; 0:19[
� �

g

* +
;

f½ðs2:9; 0:70; 0:23Þ; 0:55�;
\ðs2:75; 0:60; 0:21Þ; 0:51[ ;

\ðs3:78; 0:72; 0:22Þ; 0:62[

� �
g;

f½ðs1:6; 0:60; 0:20Þ; 0:20�;
\ðs1:6; 0:50; 0:27Þ; 0:18[ ;

\ðs1:87; 0:60; 0:20Þ; 0:20[

� �
g

* +
;

f½ðs3; 0:55; 0:21Þ; 0:53�;
\ðs2:8; 0:52; 0:20Þ; 0:49[ ;

\ðs3:9; 0:66; 0:22Þ; 0:61[

� �
g;

f½ðs2:4; 0:40; 0:20Þ; 0:15�;
\ðs1:87; 0:45; 0:30Þ; 0:15[ ;

\ðs2:4; 0:50; 0:20Þ; 0:18[
� �

g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:

L2vðxÞ ¼

f½ðs5:3; 0:68; 0:10Þ; 0:60�;
\ðs3:9; 0:66; 0:16Þ; 0:52[ ;

\ðs5:5; 0:72; 0:12Þ; 0:75[
� �

g;

f½ðs2:4; 0:40; 0:10Þ; 0:18�;
\ðs2; 0:47; 0:27Þ; 0:18[ ;

\ðs2:4; 0:40; 0:10Þ; 0:19[
� �

g

* +
;

f½ðs3:6; 0:57; 0:12Þ; 0:73�;
\ðs3:1; 0:57; 0:13Þ; 0:59[ ;

\ðs4:7; 0:67; 0:13Þ; 0:80[
� �

g;

f½ðs1:6; 0:60; 0:40Þ; 0:20�;
\ðs1:6; 0:50; 0:35Þ; 0:19[ ;

\ðs2; 0:50; 0:25Þ; 0:20[
� �

g

* +
;

f½ðs3:6; 0:70; 0:23Þ; 0:68�;
\ðs3; 0:65; 0:20Þ; 0:54[ ;

\ðs4:7; 0:70; 0:15Þ; 0:77[
� �

g;

f½ðs2; 0:40; 0:30Þ; 0:20�;
\ðs1:8; 0:40; 0:30Þ; 0:19[ ;

\ðs2:2; 0:47; 0:27Þ; 0:20[

� �
g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:

L3vðxÞ ¼

f½ðs4:3; 0:73; 0:20Þ; 0:73�;
\ðs3:45; 0:61; 0:24Þ; 0:64[ ;

\ðs4:45; 0:69; 0:16Þ; 0:75[
� �

g;

f½ðs2; 0:80; 0:10Þ; 0:13�;
\ðs1:8; 0:67; 0:27Þ; 0:13[ ;

\ðs2:2; 0:80; 0:10Þ; 0:15[

� �
g

* +
;

f½ðs3:8; 0:51; 0:38Þ; 0:70�;
\ðs3:2; 0:51; 0:39Þ; 0:63[ ;

\ðs4:2; 0:59; 0:32Þ; 0:74[

� �
g;

f½ðs1:6; 0:70; 0:30Þ; 0:18�;
\ðs1:6; 0:60; 0:35Þ; 0:15[ ;

\ðs2; 0:75; 0:20Þ; 0:18[

� �
g

* +
;

f½ðs2:7; 0:56; 0:20Þ; 0:58�;
\ðs2:5; 0:57; 0:30Þ; 0:57[ ;

\ðs3:8; 0:65; 0:19Þ; 0:68[
� �

g;

f½ðs2:4; 0:50; 0:40Þ; 0:15�;
\ðs2; 0:50; 0:40Þ; 0:14[ ;

\ðs2:4; 0:67; 0:27Þ; 0:16[
� �

g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:
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Step 3. Construct a possibility degree matrix P ¼ ðpakÞ3�3.

P ¼
0:5 0:27 0:44

0:73 0:5 0:65

0:56 0:35 0:5

0B@
1CA:

Step 4. Rank the cities xaða ¼ 1; 2; 3Þ with the values of paða ¼ 1; 2; 3Þ in descending order
and select the most risky city.

p1 	 1:21; p2 	 1:87; p3 	 1:42: *p2 [ p3 [ p1;)x2�x3�x1:

Therefore, the most risky city is x2.

5.1.2 The vLVIKOR method

Next, we use the vLVIKOR method of vLSs to calculate this numerical example again.
Step 1. Construct a normalized v-linguistic decision matrix with all vLVs are in

descending order, donated as Table 2.
Step 2. Determine the best solution LvðxÞ� ¼ fL1vðxÞ�; L2vðxÞ�; L3vðxÞ�g and the worst

solution LvðxÞ# ¼ fL1vðxÞ#; L2vðxÞ#; L3vðxÞ#g with Definitions 35 and 36.

L1vðxÞ� ¼

f½ðs5; 0:8; 0:1Þ; 0:9�;
\ðs3:33; 0:6; 0:3Þ; 0:63[ ;

\ðs5; 0:63; 0:3Þ; 0:9[

� �
g;

f½ðs6; 0:8; 0:1Þ; 0:7�;
\ðs4:5; 0:67; 0:27Þ; 0:5[ ;

\ðs4:67; 0:5; 0:27Þ; 0:75[
� �

g

* +
;

f½ðs6; 0:7; 0:1Þ; 0:9�;
\ðs2; 0:6; 0:3Þ; 0:5[ ;

\ðs3:33; 0:63; 0:3Þ; 0:75[
� �

g;

f½ðs4; 0:6; 0:2Þ; 0:8�;
\ðs4; 0:6; 0:35Þ; 0:6[ ;

\ðs4:67; 0:6; 0:2Þ; 0:8[
� �

g

* +
;

f½ðs3; 0:7; 0:2Þ; 0:7�;
\ðs3; 0:6; 0:15Þ; 0:55[ ;

\ðs4:67; 0:75; 0:13Þ; 0:75[
� �

g;

f½ðs6; 0:5; 0:4Þ; 0:8�;
\ðs5; 0:5; 0:4Þ; 0:55[ ;

\ðs5:5; 0:47; 0:27Þ; 0:8[
� �

g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:

123

S. Xian et al.92 Page 28 of 40



L2vðxÞ� ¼

f½ðs5; 0:6; 0:2Þ; 0:8�;
\ðs4:5; 0:57; 0:3Þ; 0:77[ ;

\ðs5:5; 0:6; 0:2Þ; 0:8[
� �

g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[
� �

g

* +
;

f½ðs6; 0:8; 0:2Þ; 0:7�;
\ðs5; 0:5; 0:5Þ; 0:7[ ;

\ðs6; 0:5; 0:5Þ; 0:77[

� �
g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[

� �
g

* +
;

f½ðs4; 0:5; 0:1Þ; 0:8�;
\ðs4; 0:57; 0:3Þ; 0:77[ ;

\ðs5; 0:6; 0:2Þ; 0:8[

� �
g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[
� �

g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:

L3vðxÞ� ¼

f½ðs6; 0:8; 0:1Þ; 0:7�;
\ðs3; 0:6; 0:27Þ; 0:6[ ;

\ðs4; 0:8; 0:2Þ; 0:7[
� �

g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[
� �

g

* +
;

f½ðs4; 0:8; 0:1Þ; 0:9�;
\ðs3; 0:4; 0:4Þ; 0:55[ ;

\ðs4; 0:6; 0:27Þ; 0:65[
� �

g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[
� �

g

* +
;

f½ðs4; 0:8; 0:2Þ; 0:8�;
\ðs1; 0:5; 0:3Þ; 0:5[ ;

\ðs3; 0:7; 0:2Þ; 0:6[
� �

g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[

� �
g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:
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L1vðxÞ# ¼

f½ðs4; 0:6; 0:3Þ; 0:7�;
\ðs3; 0:67; 0:17Þ; 0:6[ ;

\ðs4; 0:7; 0:1Þ; 0:8[
� �

g;

f½ðs5; 0:5; 0:4Þ; 0:5�;
\ðs4:5; 0:67; 0:27Þ; 0:5[ ;

\ðs5:5; 0:8; 0:1Þ; 0:6[
� �

g

* +
;

f½ðs2; 0:7; 0:1Þ; 0:4�;
\ðs4:67; 0:5; 0:1Þ; 0:4[ ;

\ðs6; 0:67; 0:13Þ; 0:63[

� �
g;

f½ðs4; 0:6; 0:4Þ; 0:7�;
\ðs4; 0:5; 0:35Þ; 0:77[ ;

\ðs5; 0:5; 0:25Þ; 0:8[

� �
g

* +
;

f½ðs3; 0:6; 0:3Þ; 0:5�;
\ðs2:5; 0:63; 0:3Þ; 0:4[ ;

\ðs4; 0:7; 0:3Þ; 0:63[

� �
g;

f½ðs4; 0:4; 0:3Þ; 0:6�;
\ðs4:67; 0:45; 0:3Þ; 0:6[ ;

\ðs6; 0:5; 0:2Þ; 0:7[
� �

g

* +

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>;

:

L2vðxÞ# ¼

f½ðs5; 0:6; 0:2Þ; 0:7�;
\ðs3:67; 0:5; 0:2Þ; 0:6[ ;

\ðs5; 0:7; 0:2Þ; 0:7[
� �

g;

f½ðs0; 0; 0Þ; 0�;
\ðs0; 0; 0Þ; 0[ ;

\ðs0; 0; 0Þ; 0[
� �

g

* +
;

f½ðs3; 0:8; 0:2Þ; 0:6�;
\ðs3; 0:6; 0:2Þ; 0:55[ ;

\ðs3:67; 0:8; 0:2Þ; 0:65[
� �

g;
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Step 3. Calculate values Sa, Ra, and Qaða ¼ 1; 2; 3Þ with Eqs.(50-52).

S1 ¼ 17:29; S2 ¼ 2:40; S3 ¼ 1:02:

R1 ¼ 15:87; R2 ¼ 1:40; R3 ¼ 0:68:

Q1 ¼ 8:41; Q2 ¼ 0:72; Q3 ¼ 0:32:

Step 4. Obtain three ranking results by values Sa, Ra, and Qaða ¼ 1; 2; . . .; tÞ, and show
them in Table 3.

Step 5. Determine the compromise solution (set) by conditions 1 and 2.
In the ranking obtained by Q, x3 and x2 are ranked first and second. For 1

t�1 ¼ 0:5 and

Q2 �Q3 ¼ 0:4\0:5;

it does not satisfy condition 1. x3 is also the best alternative by S andR. Therefore, it satisfy
condition 2.

Q1 �Q3 ¼ 8:09[ 0:5:

Therefore, fx3; x2g is the compromise solution set. x3 and x2 are the most risky cities. And
x3 has more risky than x2.

5.2 Analysis and discussion

In the previous section, the /vLWA (or /vLWG) operator and the vLVIKOR method are used to
calculate the numerical example, and the obtained most risky city are different. This is
caused by the different characteristics of the two methods. The former is easy to calculate
but has the problem of information loss, and the latter effectively reduce information loss
but is complicated in calculation. DMs can choose methods and results based on specific
issues and needs.

Next, we compare and discussion from three aspects: the influence of changes in the
values of A, B, and C, the influence of changes in the value of k, and the comparison with
other existing methods.

Table 4 Three ranking results
Values Ranking

Sa x3�x2�x1
Ra x3�x2�x1

Qa x3�x2�x1

Table 5 Ranking results of different A, B, and C based on the vLWA and vLWG operator

ðA;B;CÞT ThevLWA oparator The vLWG operator

ðp1; p2; p3ÞT Ranking results ðp1; p2; p3ÞT Ranking results

ð1; 0; 0ÞT ð1:37; 1:72; 1:40ÞT x2�x3�x1 ð1:55; 1:66; 1:29ÞT x2�x1�x3

ð0:5; 0:5; 0ÞT ð1:36; 1:91; 1:26ÞT x2�x1�x3 ð1:49; 1:69; 1:32ÞT x2�x1�x3

ð0:5; 0:3; 0:2ÞT ð1:30; 1:82; 1:39ÞT x2�x3�x1 ð1:48; 1:68; 1:34ÞT x2�x1�x3

ð0:5; 0; 0:5ÞT ð1:37; 1:73; 1:40ÞT x2�x3�x1 ð1:55; 1:66; 1:29ÞT x2�x1�x3
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5.2.1 The influence of the values A, B, and C on the ranking results

In different decision making problems, the importance of the ambiguity, possibility, and
approximation of vLSs is correspondingly different. To distinguish the difference in
importance among the above three, the variable parameter values A, B, and C are added
when defining r lkvðxÞ� �

, # lkvðxÞ� �
, u lkvðxÞ� �

, and the distance between two vLSs or vLVs.
In order to explore the influence of the values A, B, and C on the decision results, we take

different values and calculate them with the methods based on the vLWA operator and the
vLWG operator, respectively. The ranking results are shown in Table 4. Obviously, in the

ILWA operator, when ðA;B;CÞT takes ð0:5; 0:5; 0ÞT , the ranking result is x2�x1�x3, which
is different from the ranking result x2�x3�x1 obtained with other values. In the vLWG

operator, when ðA;B;CÞT takes ð1=3; 1=3; 1=3ÞT , the ranking result is x3�x2�x1, which is
different from the ranking result x2�x1�x3 obtained with other values. Table 5 shows the
ranking results under different values A, B, and C obtained by the vLVIKOR method. It can
be seen that the obtained compromise solutions (sets) are not exactly the same.

These shows that the values A, B, and C have an impact on the ranking results.
According to the different needs of the decision problems, they can be given different
values, which makes the decision more flexible and changeable.

5.2.2 The influence of the value k on the ranking results

The value k is used to define the distance measurement, which can express the risk attitude
of DMs and give DMs more choices.

Table 8 Comparison with existing methods

Methods Dimension Ambiguity
information

Probabilistic/
Credibility
information

Data sources for
decision
information

Ranking
results

ILS(this paper) nðn� 1Þ Completely
known

Completely
known

Partly given,
partly calculated

x2�x3�x1

HFLTS Rodriguez et al.
(2012)

1 N/A N/A Given x2�x3�x1

PLTS Pang et al. (2016) 1 N/A Partly known Given x2�x1�x3

Intuitionistic linguistic
fuzzy set Wang and Li
(2010)

1 Completely
known

N/A Given N/A

Z-linguistic set Xian et al.
(2019)

1 N/A Completely
known

Given N/A

intuitionistic Z-linguistic
set Xian et al.
(2019, 2022)

1 Completely
known

Completely
known

Given N/A

Fuzzy rough set Dubois
and Prade (1990)

1 N/A N/A Calculated N/A

PDHL-VIKOR Gou et al.
(2021)

2 N/A Partly known Given x2�x1�x3
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Next, we explore the influence of k on the ranking results. We use different k to calculate
the numerical example with the vLVIKOR method. The ranking results are shown in
Table 6. As shown in the table, when k takes 0.1, 0.5, 1, and 5, the compromise solution set
is fx2; x3g; when k takes 2 and 10, the compromise solution changes to x3.

Therefore, the variable parameter k influence the ranking result. The value of k can be
determined according to the risk attitude of DMs.

5.2.3 Comparative analysis with existing methods

In this section, we compare the vLS proposed in this paper with other similar methods in the
concept and ranking results. Comparison methods include HFLTS, PLTS, ILFS, Z-linguistic
set, intuitionistic Z-linguistic set and fuzzy rough set. In the calculation, we process the data
in the numerical example. Taking the HFLTS as an example, we only consider one
dimension and ignore ambiguity, credibility, and approximation. The calculations are all
based on operator-based method. We also compared the results with the PDHL-VIKOR[58]
method. Table 7 shows the comparison results.

The numerical example in this paper is a MAGDM problem, where the attribute weights
are known and DMs’ weights are unknown. The weights of DMs are not needed when using
vLSs, HFLTSs, and PLTSs to do GDM, but ILFSs, Z-linguistic sets, intuitionistic Z-lin-
guistic set and fuzzy rough sets need (Table 8). Therefore, the numerical example cannot be
solved by the last four methods. The ranking obtained by using vLSs is different from the
ranking obtained by using PLTSs and PDHL-VIKOR, which is caused by subjective and
incomplete representation of the decision information of PLTSs and PDHLs. Although the
ranking obtained by using vLSs and HFLTSs are the same, HFLTSs can only represent one-
dimensional information, which may cause inaccurate decision making.

Through conceptual comparison, we can find the superiority of the vLS. The vLS rep-
resent n-dimensionalðn� 1Þ information, and other methods only represent one-dimensional
information. Ambiguity and probabilistic(credibility) information are included, but other
methods have the problem of missing information. Decision making data is a combination
of the DMs’ subjective ideas and objective calculations, while most other methods are too
subjective, making the decision results lose objectivity.

6 Conclusion

The traditional linguistic representation methods are single in information representation
and cannot represent all uncertainty of decision information, which leads to inaccurate
decision results. Therefore, we put forward a new concept called vLSs, taking into account
the fuzziness, ambiguity, randomness and approximation of language. It effectively solves
the problem of information loss and represent multi-dimensional information. The basic
theory of vLSs is also proposed. The new vLVIKOR method for a MAGDM problem is
proposed. Subsequently, the method is applied to COVID-19 risk assessment in cities.
Through comparative analysis with vLWA (vLWG) operator and other linguistic repre-
sentation methods, we prove the effectiveness and superiority of vLSs.

In the future, the theory of vLSs needs to be improved. In the MAGDM problem based
on vLSs, the determination of attribute weights is a problem to be solved. The computa-
tional complexity is high, simplifying the operation of vLSs is an optimization direction.
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The applications in artificial intelligence, innovative technology and other fields are inter-
esting topics.

Proof of Theorem 2

Proof According to Eq. (34), we have

pðL1vðxÞ� L2vðxÞÞ þ pðL2vðxÞ� L1vðxÞÞ

¼ max 0;EðL1vðxÞþÞ � EðL2vðxÞ�Þ
� ��max 0;EðL1vðxÞ�Þ � EðL2vðxÞþÞ

� �
EðL1vðxÞþÞ � EðL1vðxÞ�Þ
� �þ EðL2vðxÞþÞ � EðL2vðxÞ�Þ

� �
þmax 0;EðL2vðxÞþÞ � EðL1vðxÞ�Þ

� ��max 0;EðL2vðxÞ�Þ � EðL1vðxÞþÞ
� �

EðL2vðxÞþÞ � EðL2vðxÞ�Þ
� �þ EðL1vðxÞþÞ � EðL1vðxÞ�Þ

� �
¼ EðL1vðxÞþÞ � EðL2vðxÞ�Þ � EðL1vðxÞ�Þ þ EðL2vðxÞþÞ þ 0þ 0

EðL1vðxÞþÞ � EðL1vðxÞ�Þ
� �þ EðL2vðxÞþÞ � EðL2vðxÞ�Þ

� � ¼ 1:

When L1vðxÞ ¼ L2vðxÞ, it is obvious that pðL1vðxÞ� L2vðxÞÞ ¼ pðL2vðxÞ�L1vðxÞÞ ¼ 0:5.

Proof of Theorem 3

Proof (1) l1vðxÞ � l2vðxÞ ¼ \½ [
n¼1;2;...;n1

fðshnðx1Þþhnðx2Þ;
hnðx1Þlnrðx1Þþhnðx2Þlnrðx2Þ

hnðx1Þþhnðx2Þ ;
hnðx1Þmnrðx1 Þþhnðx2Þmnrðx2 Þ

hnðx1Þþhnðx2Þ Þ;
pn
qðx1 Þ

þpn
qðx2 Þ

2 �; gn1ðx1Þ� gn1ðx2Þg[ ¼ \½ [
n¼1;2;...;n1

fðshnðx2Þþhnðx1Þ;
hnðx2Þlnrðx2 Þþhnðx1Þlnrðx1 Þ

hnðx2Þþhnðx1Þ ;
hnðx2Þmnrðx2 Þþhnðx1Þ

mnrðx1Þh
nðx2Þ þ hnðx1ÞÞ;

pn
qðx2 Þ

þpn
qðx1 Þ

2 �; gn1ðx2Þ � gn1ðx1Þg[ ¼ l2vðxÞ � l1vðxÞ.
(2) l1vðxÞ 
 l2vðxÞ ¼ \½ [

n¼1;2;...;n1
fðshnðx1Þ�hnðx2Þ;l

n
rðx1Þl

n
rðx2Þ; m

n
rðx1Þm

n
rðx2ÞÞ; pnqðx1Þ � pnqðx2Þ�; gn1ðx1Þ


gn1ðx2Þg[ ¼ \½ [
n¼1;2;...;n1

fðshnðx2Þ�hnðx1Þ;l
n
rðx2Þl

n
rðx1Þ; m

n
rðx2Þm

n
rðx1ÞÞ; pnqðx2Þ � pnqðx1Þ�; gn1ðx2Þ
 gn1ðx1Þg [ ¼ l2vðxÞ 
 l1vðxÞ.

The proof process of (3) is similar, omitted here.

Proof of Theorem 5

Proof (1) d l1vðxÞ; l2vðxÞð Þ� 0 is obvious.
Since Eðf 1Þ;Eðf 2Þ;Eðp1Þ;Eðp2Þ;Eðg1Þ;Eðg2Þ 2 ½0; 1�, and k[ 0, then we have

Eðf 1Þ � Eðf 2Þ		 		k � 1; Eðp1Þ � Eðp2Þ		 		k � 1; Eðg1Þ � Eðg2Þ		 		k � 1:

For 0�A;B;C� 1 and Aþ Bþ C ¼ 1, then
d l1vðxÞ; l2vðxÞð Þ

¼ A Eðf 1Þ � Eðf 2Þ		 		k þ B Eðp1Þ � Eðp2Þ		 		k þ C Eðg1Þ � Eðg2Þ		 		k� �1=k
� 1:

Therefore, 0� d l1vðxÞ; l2vðxÞð Þ� 1.
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(2)

d l1vðxÞ; l2vðxÞð Þ ¼
¼ 0 ) Eðf 1Þ ¼ Eðf 2Þ;Eðp1Þ ¼ Eðp2Þ;Eðg1Þ ¼ Eðg2Þ
) r l1vðxÞð Þ ¼ r l2vðxÞð Þ; # l1vðxÞð Þ ¼ # l2vðxÞð Þ;u l1vðxÞð Þ ¼ u l2vðxÞð Þ
) l1vðxÞ l2vðxÞ:

(3)

d l1vðxÞ; l2vðxÞð Þ ¼
¼ A Eðf 2Þ � Eðf 1Þ		 		kþB Eðp2Þ � Eðp1Þ		 		kþC Eðg2Þ � Eðg1Þ		 		k� �1=k
¼ d l2vðxÞ; l1vðxÞð Þ

.
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