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Abstract

With the growth of real-time and latency-sensitive applications in the Internet of Every-
thing (IoE), service placement cannot rely on cloud computing alone. In response to this
need, several computing paradigms, such as Mobile Edge Computing (MEC), Ultra-dense
Edge Computing (UDEC), and Fog Computing (FC), have emerged. These paradigms aim
to bring computing resources closer to the end user, reducing delay and wasted backhaul
bandwidth. One of the major challenges of these new paradigms is the limitation of edge
resources and the dependencies between different service parts. Some solutions, such as
microservice architecture, allow different parts of an application to be processed simulta-
neously. However, due to the ever-increasing number of devices and incoming tasks, the
problem of service placement cannot be solved today by relying on rule-based determinis-
tic solutions. In such a dynamic and complex environment, many factors can influence the
solution. Optimization and Machine Learning (ML) are two well-known tools that have
been used most for service placement. Both methods typically use a cost function. Opti-
mization is usually a way to define the difference between the predicted and actual value,
while ML aims to minimize the cost function. In simpler terms, ML aims to minimize the
gap between prediction and reality based on historical data. Instead of relying on explicit
rules, ML uses prediction based on historical data. Due to the NP-hard nature of the service
placement problem, classical optimization methods are not sufficient. Instead, metaheuris-
tic and heuristic methods are widely used. In addition, the ever-changing big data in IoE
environments requires the use of specific ML methods. In this systematic review, we pre-
sent a taxonomy of ML methods for the service placement problem. Our findings show that
96% of applications use a distributed microservice architecture. Also, 51% of the studies
are based on on-demand resource estimation methods and 81% are multi-objective. This
article also outlines open questions and future research trends. Our literature review shows
that one of the most important trends in ML is reinforcement learning, with a 56% share of
research.
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1 Introduction

Service placement is the selection of an appropriate execution zone for service instances.
In this regard, the service instances are mounted on the underlying computing resources
of the network (Taheri-abed et al. 2023). This is done according to various performance
criteria such as Quality of Service (QoS), energy consumption, latency, availability,
etc. Today, with the advent of the Internet of Everything (IoE), most services include
latency-sensitive and computation-sensitive components (Zabihi et al. 2023). Some of
these important services include virtual reality, augmented reality, healthcare, museum
monitoring, smart transportation, weather monitoring, e-health, and the Internet of
Vehicles (IoV) (Gasmi et al. 2022). A huge amount of data is expected to be collected
by sensors/connected objects, which have previously been processed centrally by large
data centers in traditional ways. These new services cause more latency and energy con-
sumption than before (Alenazi et al. 2022). The Mobile Cloud Computing (MCC) para-
digm that emerged nearly two decades ago is not sufficient to fulfill these applications
alone. The most important problem with MCC is the long delays due to the remoteness
of the cloud data centers from the end devices. In response to this need, several comput-
ing paradigms have emerged, such as Mobile Edge Computing (MEC), Ultradense Edge
Computing (UDEC), and Fog Computing (FC). The purpose of these paradigms is to
bring computing resources closer to the end user and thus reduce the delay and waste of
backhaul bandwidth.

Service placement is based on various parameters such as functional layout, service
type, workload type, and application model. There are also other restrictions on resource
management. The most important constraints are interaction method, resource type,
resource orientation, and resource estimation. In addition, since IoT services experience
workload fluctuations over time, it is important to automatically provision a sufficient num-
ber of resources. In this regard, overprovisioning/underprovisioning should be avoided to
meet QoS (Etemadi et al. 2020). Also, if the edge resources are not enough for process-
ing, we need to offload the service to fog devices. This, in turn, raises new issues. Among
the most important issues of offloading, we can mention offloading approaches, placement
strategy, and workload prediction (Shahraki et al. 2023). In addition to the limitation of
edge resources, some services may have interdependencies with each other. This makes
service placement more complicated. On the other hand, new applications have a distrib-
uted microservice architecture (Shahraki et al. 2023). As an advantage, the microservice
allows the simultaneous processing of several parts of an application.

1.1 Motivation

A network service can consist of multiple functions that are placed in a specific order as a
Service Function Chain (SFC). Service placement is the selection of appropriate execution
zones for SFCs. One of the key challenges in service placement is when an application ser-
vice is to be delivered in partnership with edge and cloud servers. Today, one of the most
important technologies used for SFC is the use of containers. This is a well-known way
to virtualize application services. Some well-known container technologies are Docker,
Kubernetes, and Rocket (John 2023). The main purpose of service placement is to maintain
“service chaining,” where multiple services follow a hierarchical order depending on their
predefined goals. For example, Netflix may distribute key elements of its service, such as
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parental controls, traffic encryption, and acceleration, in a particular order (Mohan et al.
2016).

Figure 1 shows a service chain with two separate services in the edge-fog-cloud infra-
structure consisting of two Edge Providers (EPs). Suppose one of the EPs has three servers
and the other has two servers. Presumably, because EP1 is closer to the user, it can provide
better QoS than EP2. Suppose the price of EP1 is higher than that of EP2. This chain ends
at the fog platform, which consists of two Fog Servers (FSs). There are several combina-
tions of service placement. Figure 1 shows two of the possible chains, SFC1 and SFC2.
Because SFC1 provides both services on the EP1 platform, it has lower latency but higher
cost. In contrast, because SFC2 distributes the services over both providers, it has higher
experienced latency but lower cost. The reason for the lower cost of SFC2 is that it allows
the program owner to limit its placement costs. However, SFC2 suffers from a lack of flex-
ibility to adapt to changing user requirements due to the high management costs of com-
bining two different providers.

There are two categories of distributed microservice programs for service placement.
Some of them include parts with low interdependencies (loosely-coupled microservices),
while others have high interdependencies (tightly-coupled microservices) (Mahmud et al.
2020). For tightly-coupled services, static methods are inefficient. To place the service,
requirements such as the mobility of nodes and the limitation of energy and capacity of the
underlying resources should be considered. Nowadays, due to the ever-increasing number
of devices and input tasks, it is not possible to solve the service placement problem by rely-
ing on deterministic, rule-based solutions. In such a dynamic and complex environment,
many factors can influence the solution.

So far, many optimization methods have been used to handle service placement. Due to
the NP-hard nature of the problem, classical optimization methods are not sufficient. It can-
not be solved on a large scale by methods such as Mixed Integer Programming (MIP) (Taka
et al. 2022) or game theory (Shakarami et al. 2020). Instead, meta-heuristic and heuristic
methods are widely used (Zabihi et al. 2023; Taka et al. 2022). These methods define a state
space for the problem. The search starts from an initial state and continues until the closest
solution is found (Tavakoli-Someh and Rezvani 2019). In heuristic algorithms, the search
domain is limited by using a specific heuristic to reach the solution faster. A heuristic is an
approximation to the problem. The main problem with heuristic methods is that they get
stuck in local optima (Maia et al. 2021). Again, getting rid of local optima in metaheuristic
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algorithms is one of the major concerns (Sarrafzade et al. 2022). Unlike heuristic methods,
which are usually tailored to a specific problem, metaheuristic methods do not depend on a
specific problem. They define a general strategy according to which all problems should be
solved (Lu et al. 2022). For example, the authors in Canali and Lancellotti (2019) use the
genetic algorithm to reduce the convergence time to the near-optimal solution. In another
study, Sarrafzade et al. (2022) propose a penalty-based approach to reduce response time
in the cloud. Embedding a penalty mechanism helps to explore a larger space initially. The
penalty effect is gradually increased in the next iterations. This is done through a chromo-
some selection process using a priority value. The closer the dependent modules are to the
user, the higher their selection probability. Despite the advantages, metaheuristic methods
have very sensitive hyperparameters that are not easy to tune.

Recently, the use of Machine Learning (ML) methods to predict service placement has
attracted the attention of researchers. Both optimization and ML often use a cost func-
tion. Optimization is usually a way to define the difference between predicted and actual
value, while ML aims to minimize the cost function. Simply put, the goal of ML is to
minimize the gap between prediction and reality based on historical data. Instead of relying
on explicit rules, ML uses predictions based on historical patterns (Shahraki et al. 2023).
One of the reasons for the popularity of ML is its ability to handle increasingly large data
volumes in IoE environments.

ML is divided into four important categories: supervised learning, unsupervised learn-
ing, semisupervised learning, and Reinforcement Learning (RL). RL methods can exploit
environmental experiences to enable the agent to make the best decision for short-term
future predictions (Sutton and Barto 2018). These methods have the characteristics of self-
learning and self-adaptation, which reduce the sensitivity to hyperparameters. RL meth-
ods generally perform global searches effectively. This makes RL ideal for modeling high-
dimensional problems in real-world scenarios. RL has a diverse set of techniques that make
it ideal for service placement. Unlike MDPs, where the exact state of the system is always
fully observable by the agent, sometimes it may be difficult to detect the exact state of the
edge/fog system. Processes in which the decision-maker may have incomplete knowledge
of the system state are called Partially-observable Markov Decision Process (POMDP).
Here, keeping the information of the previous states in memory helps the agent to under-
stand more about the nature of the environment and find the optimal policy. Observability
affects the computational complexity of an optimal policy. For example, in MDPs, dynamic
programming can be used to calculate an optimal policy for a finite horizon in polyno-
mial time. Also, one of the methods used in POMDP environments is the Deep Recur-
rent Q-learning (DRQN). Here, recurrent neural networks are used to understand and retain
information about past states.

Despite many advantages, ML methods also have limitations. For example, in super-
vised learning methods, the selection of training data is a challenge (Sutton and Barto
2018). Similarly, in unsupervised learning methods, the learning rate is a challenge. Usu-
ally, the biggest challenge of RL methods is establishing a tradeoff between exploration
and exploitation. The agent cannot practically explore in an infinite state/action space.
The agent should try to exploit the potential of current points by limiting exploration to
new points (Sutton and Barto 2018). Note that ML methods may have some optimization
operations at their core. For example, one of these operations may be to compute the mini-
mum value of the cost function. In such cases, ML methods may use metaheuristic/heuris-
tic techniques to find the optimal solution. For example, the authors in Shen et al. (2023)
use an evolutionary algorithm to reduce the search overhead during the construction of
the neural network model. Recently, the combination of evolutionary methods with ML,
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especially neural networks, has received much attention from researchers. For example,
Shen et al. (2023) use evolutionary methods to prune Sparse Neural Networks (SNNs) to
have no additional connections after training. The pruning and regeneration of synaptic
connections in SNNs evolve dynamically during learning, but the structure dispersion is
maintained at a certain level. Since our main focus in this survey is on ML methods in
service placement, we refrain from further explanation of evolutionary research. Interested
readers can refer to Shen et al. (2021), Natesha and Guddeti (2022), Hu et al. (2023).

In this systematic review, we present a taxonomy for the service placement problem
using ML. This review includes a description of the most important performance criteria
for each method. We will also outline open issues and future research trends.

1.2 Comparison with previous studies

A literature review reveals that researchers have studied the problem of service placement
with different objectives. Some have ignored important issues that conflict with real-world
needs. Some of these include not considering mobility (Gasmi et al. 2022; Donyagard
Vahed et al. 2019), heterogeneity and dynamism (Torabi et al. 2022; Santos et al. 2022a),
amount of resources, and environment (Haibeh et al. 2022). None of these surveys have
been included in the field of the IoE, and the paradigms related to this field, i.e., UDEC
(Eyckerman et al. 2022; Fang et al. 2022) and FRAN (Xiao et al. 2020; Yu et al. 2020),
have not been studied.

To increase the efficiency of the methods, it is necessary to be able to analyze their
applications at the software level, and this requires understanding the architecture of the
programs. Unfortunately, only a few surveys (Mahmud et al. 2020; Salaht et al. 2020) have
addressed the types of program architecture. As we know, service placement can be used
for various purposes, such as offloading (Mahmud et al. 2020; Salaht et al. 2020), resource
management (Gallego-Madrid et al. 2022; Nayeri et al. 2021), and scheduling (Malazi
et al. 2022; Shuja et al. 2021). Some studies have investigated service placement from the
perspective of optimization theories (Wang et al. 2022a; Shao et al. 2021).

In this paper, we examine service placement from an ML perspective. As will be
explained in Sect. 3, we present 8 key requirements for service placement. These include
ML technique, resource estimation, objective, application architecture, paradigm, and sim-
ulator used. The tables in the Appendix explain all these requirements in detail. All major
MCC complementary computing paradigms, including FC, MEC, EC, UDEC, and FRAN,
are covered in the context of IoT and IoT. Table 1 shows a comprehensive comparison
of our survey with the most important previous articles in terms of paradigms and key
features. As can be seen, the focus of previous studies is mainly on static and dynamic
methods. Some of them focus exclusively on heuristic/metaheuristic optimization methods.
Among the 19 surveys, only 10 are about ML methods. None of them has comprehensively
addressed all computing paradigms. In addition, as shown in Table 1, none of them pro-
vides a comprehensive overview of the type of application and mobility.

1.3 Contributions
Our most important contributions to this survey are:

e We make a comprehensive classification of the research conducted on service place-
ment using ML methods. It includes the four well-known categories of supervised

@ Springer



P. Keshavarz Haddadha et al.

Page 6 of 64

61

A ’r ’r A A ’r ’r ’r r N rA LA €T0T Todeq mQ
X X X X ’r X ’r X X £ X X X 1202 (1200) 'Te 10 oeys
’» ’r X ’r X X X X X £ X A X 70T (1200) 'Te 10 TwereyeyS
’r ’r X X X X X X X ’r X A, N €20C (€£207) 'Te 10 Iey]
’r A X X X X A X X X X X X 10T (1200) "Te 3 JoqIIuIq
A A ’r A ’r X X X X A X X r T (87207) T8 12 Suepm
X X X X X X X X X X X X X I20C (T202) 'Te 10 Tewny]
X X X X X X X X X X X A X  TT0T (2T00) 'Te 10 yaqreH
A ’r X ’r ’r X X X X 2 r X X  TT0C (T200) "Te 10 1Ze[e ]y
A ’r X ’r ’r X ’r X X X X A X 120C (1202) 'Te 10 11akeN
’r ’r X X X X A X X X X A X 70T (eTT0OT) 'Te 10 sojueg
X X X X X X ’r X X X X X X 70T (2200) 'Te 10 1quiog,
A X X 2 X X A X X X X A X 6102 (61027) 'Te 12 payeA preseduoq
X X X X X X X X X X X A 120T (2200) 'Te 30 Twsen
A A X X ’r X ’r X X X X A X 70T (TT0T) TE 10 PUPEIN-039[[ED
X ’r X ’r X X X X A r X X 120C (1202) e 10 elnyg
A ’r X ’r X X ’r X X X r X A 0T0C (6107) 'Te 32 san3upoy
X X ’r ’r ’r X ’r X X A X A X 0202 (0T07) 'Te 10 1ye[es
’r X A ’ VA X A X X X X £ X  020T (0207) 'Te 32 pnwyey
’r X X 2 X X A X X X X A X  610C (0T0T) 'Te 10 ueIy-1oeqoYD
suon
-0a11p  sa13a1ens TN juowaoed
armnyg Suissnosiq odfyddy  Kipiqo MRS Hol  JOI NV¥d Dddn Od DJAW D4 DO Ieex SO0URISJOY

sa1pnys snoradxd ym AoaIns mo jo uostredwod aarsusyaidwod v | ajqel

pringer

Qs



Machine learning methods for service placement: a systematic... Page 7 of 64 61

learning, unsupervised learning, semi-supervised learning, and reinforcement learn-
ing. Descriptive statistics of the use of each method in each ML category are presented
along with the research trends.

e Based on a systematic review, we propose seven basic requirements for service place-
ment. These requirements address important issues such as resource estimation tech-
niques, performance metrics, application architecture, interface paradigm, simulation
tools, and objective algorithms.

¢ In describing each technique, we have paid special attention to the application architec-
ture and resource estimation method. Solving the problem of service placement in envi-
ronments where resources are constantly changing requires short-term and medium-
term resource estimation. In addition, distributed microservice architecture can be
effective in choosing a problem-solving algorithm. We have highlighted these require-
ments in the attached tables.

The organization of this paper is shown in Fig. 2. Section 2 provides an overview of ser-
vice placement and ML fundamentals; Sect. 3 describes the research methodology and
basic questions; Sect. 4 describes critical ML techniques used for service placement;
Sects. 5 and 6 are devoted to the discussion of results and future directions; Finally,
Sect. 7 concludes the survey. Also, Table 2 shows a summary of the abbreviations.

Lok Metrics Middle-layer Service
Technology Placement
1\ 1\ —>| Research

Mobility | Questions

3. Research Search Process
2. Background methodology —>

Multi- M N |
objective :
d ML-based service Inclusion/Exclusion
placement —> Criteria

6. Future Directions and
Research Challenges

L> Analysis of Paper

] ] - Distribution
5. Discussion and 4. Service Placement
Analysis of Results using ML
Unsupervised Neural Network Semi-supervised Deep Semi- Supervised
Learning Unsupervised Learning Learning supervised Learning Learning
Neural Network Deep Reinforcement Neural Network Deep
Super\@sed Supervised Learning Reinforcement Reinforcement
Learning Learning Learning Learning

Fig.2 The organization of this paper
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Table 2 List of abbreviations

Acronym  Description Acronym  Description

SPP Service Placement Problem SLA Service-level Agreement

EC Edge Computing /0 Input/Output

MEC Mobile Edge Computing RL Reinforcement Learning

FRAN Fog Radio Access Networks MORL Multi-objective Reinforcement Learning

UDEC Ultra Dense Edge Computing KNN k-Nearest Neighbor

IoT Internet of Thing DNN Deep Neural Network

IoE Internet of Every Thing NGWN Next Generation Wireless Network

App Application NGCN Next Generation Cellular Network

ML Machine Learning BS Base Station

NGWM  The Next Generation Wireless Network DL Deep Learning

QoS Quality of Service ESL Evolutionary Structure Learning

QoE Quality of Experience SNN Spark Neural Network

REST Representational State Transfer IID-Data  Independent and Identically Distributed
Data

RNN Recurrent Neural Network GRU Gated Recurrent Unit

FSM Frequent Subgraph Mining

2 Background

This section first explains the basics of service placement. It then discusses service place-
ment based on machine learning.

2.1 Service Placement

In this survey, we look for machine learning methods that have been used to solve the prob-
lem of service placement. Figure 3 shows the main computing paradigms related to service
placement. End devices do not have enough processing power to handle an independent
task, so there is a need to offload the processes and place the service in the fog or cloud.
Usually, two metrics of delay and energy consumption are present in the service place-
ment. A service delivery method should consider both user deadlines and minimize the
energy consumption of the entire network.

Typically, end devices in Fog Computing (FC) and Mobile Edge Computing (MEC)
are mobile (Taheri-abed et al. 2023). They also differ in terms of the operating system,
hardware, and processing power. In addition, the interface connections for offloading user
requests are heterogeneous. All these factors make the service placement problem the basis
of a multi-objective optimization problem. A balance must be struck between multiple
objectives and metrics. The general goal is to determine which request should be placed on
which underlying physical node to achieve the best performance. For example, if we want
to optimize delay, we cannot simply look for the physically closest nodes. If we want to
optimize delay, we cannot ignore network availability (Eyckerman et al. 2022).

Service placement methods are provided according to different factors. Some important
factors are node mobility, resource availability, network dynamics, application architecture,
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Fig.3 The main computing paradigms related to service placement (Zabihi et al. 2023)

network resource arrangement, and placement technique. Available resources can be
measured by profiling, predictive, on-demand, and dynamic strategies and can be static or
dynamic. Existing application architectures may be monolithic or interdependent. They can
be distributed or centralized, depending on how network resources are arranged, the type
of online/offline placement, and how service placement is controlled (Salaht et al. 2020).

Some of the most important methods for solving the service placement problem are
integer programming, constraint function optimization, game theory, and machine learn-
ing. Typically, each of these methods can be integrated with other optimization methods,
such as metaheuristics, as needed (Salaht et al. 2020). As an example, we consider one
of the most common problems of typical service provisioning. In the service placement
problem based on the pigeon nest principle, we want to understand how to place different
M service components on N underlying nodes. An important constraint is that the capac-
ity of the underlying nodes is not less than the total number of services. The optimization
problem (e.g., minimization) of the objective function F(i,j), i € M, j € N is defined as
follows

min F(x) = [fi(x), LX), ..., f,(®)] 1)
stg(0) >0, i=1, 2.,k )
hix)=0, j=12,..,1 3)

In the above formula, the goal is to minimize an objective function F with O different
parameters, while we have k number of different constraints in the form of functions g and
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Table 3 Important metrics and sub-metrics in service placement

Metrics Sub-metrics

Reducing energy consumption Power (energy) consumption, resource utilization, user
quantity, mobility, completion time, resource need,
resource usage,

Reducing processing time Latency, time, response time, transmission efficiency, dis-
tance, processing delay, task waiting time, time interval,
computational overhead,

Reducing I/O operation time Storage availability, network utility, transmission time, con-
gestion avoidance, VM capacity, availability of resources,
service size, task scheduling

Optimal use of resources Average job scheduling, scheduling time, energy ( power)
consumption, available resource, network utility, resource
utility, congestion avoidance, service size, communica-
tion, task scheduling, resource provisioning

Mobility support Mobility, distance

Reducing costs Total cost, operational cost of run time

Improving the Quality of Service (QoE) and  SLA, Qoe awareness, QOS parameter,

improving the Quality of Experience (QoE)

Expandability Prediction accuracy, service instability

h. Each of the functions f,(x), f,(x), ... and f,(x), describes one of the important metrics
such as energy, delay, etc. The constraints g and % can also be things like computing capac-
ity, available memory, available bandwidth, and application limits like the maximum pos-
sible delay between two services (Eyckerman et al. 2022).

2.2 Metrics

The main challenges in communications in the Internet of Things (IoT) include the het-
erogeneity of devices in terms of the amount of resources, operating system, and mobil-
ity (Oliveira et al. 2023). This network is used for purposes such as real-time applications
(streaming video, gaming, virtual reality, and augmented reality), processing-based appli-
cations, and storage-based applications (Ghobaei-Arani et al. 2018). To overcome the limi-
tations between the end-device layer and the cloud layer, improved intermediate layers have
emerged, including the edge layer, and fog layer. In general, the goal of these intermediate
paradigms is to improve Quality of Service (QoS) and Quality of Experience (QoE) based
on a predefined scenario. We have identified eight important metrics: energy consumption,
processing time, I/O operation time, resource utilization, mobility support, cost, QoS and
QoE improvement, and scalability. Important categories such as component placement,
system integration, application elasticity, and remediation, are also included in these topics
(Duc et al. 2019). Table 3 shows important metrics and sub-metrics in service placement.

Service placement can be combined with other independent goals such as offloading,
and cashing. Our literature review shows that among the above eight areas, four areas are
more important and well-known. For service placement purposes, the following abbrevi-
ated list can be provided:
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— Service placement for latency reduction

— Service placement for (optimal) resource utilization
— Service placement to reduce energy consumption

— Service placement to reduce cost

Two general methods for service placement can be imagined: (a) on a virtual machine in
response to a user request and (b) on different instances of physical machines (Sami et al.
2020). For example, in Sami et al. (2020), service switching is used to optimize the use of
resources of each fog layer cluster. In previous research, it has been used for dynamic man-
agement through orchestration and containerization technology. On the contrary, in this
research, a proactive method is used for horizontal scaling of resources according to work-
load fluctuations in the fog layer. The authors also consider the cost metric for scalable
placement of the service in an instance. According to Table 3, they optimize the response
time by preventing instability, detecting failures, and inspecting maintenance. They model
the processing of user requests and available resources using a Markov Decision Process
(MDP). The technique used in this research is SARSA.

Another classification of service placement is done according to the dynamics of fog
computing. In general, there are two main methods: static and dynamic. The fog layer is
created to overcome the limitations of the distant cloud layer. Here, computing and stor-
age resources are closer to the end user. A flexible solution is to use the virtual machine to
facilitate service hosting, which is supported by many operating systems. Unfortunately,
as the number of user requests increases, the cost of resources, especially in the fog layer,
increases dramatically. This necessitates the need for dynamic service provisioning. In
such situations, containers are now being used instead of virtual machines. Container tech-
nology is much lighter than a virtual machine because, unlike a virtual machine, it uses
the device’s operating system instead of creating a copy of it. Therefore, it is very easy
to manage a large number of containers and resources in fog clusters using the orchestra-
tor. To manage the large number of requests in the dynamic management style, horizontal
scalability is used. Horizontal scalability means adding or removing container instances to
achieve the response rate desired by the user or to free up resources that were being used
by other resources. Unfortunately, a potential challenge with horizontal scalability is the
heterogeneity of fog resources. In such an environment, using automated methods may be
better than other methods and more adaptable to real-world requirements.

Sami et al. (2020) propose a container-based service placement. They use reinforcement
learning to proactively monitor horizontal resources. Their goal is to simultaneously mini-
mize response time and cost due to the heterogeneity of resources. In such a heterogeneous
environment, the network can become unstable. In the fog environment, not only do user
requests change randomly, but the workload also changes randomly. The placement of the
service is highly dependent on the availability of resources. When a device in the fog layer
receives a request from a user, it first sends performance-related information to a central
controller. Then, taking into account the information from all devices, the controller deter-
mines which device is best suited to meet the response time and cost requirements. In addi-
tion to response time and cost, the system also ensures that the workload of the fog devices
is not overloaded by the addition of a new service (Sami et al. 2020).

Consider another example of the importance of latency and energy in healthcare
applications (Eyckerman et al. 2022). Here, the patient’s vital signs need to be moni-
tored in real-time and continuously. The cloud network is not conducive to low-latency
applications, and end devices suffer losses due to missed deadlines. This challenge can
be solved with the advent of the 5G network. The 5G network is ultra-reliable, with low
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Fig.4 Taxonomy of machine learning methods for service placement

latency and high throughput. One of the problems with 5G is the heterogeneity of the
environment, which in turn causes a lack of bandwidth and increasing latency. To solve
this problem and bring end devices closer to network resources, the 5G network is used
in combination with fog computing. Fog computing is an intermediate paradigm that is
compute-intensive, latency-aware, and even energy-aware. However, to achieve accept-
able performance, the best placement of the service should be done according to the
desired strategy and important parameters.

2.3 Service placement and machine learning

The most important reason for the success of machine learning methods is the dyna-
mism in solving prediction problems (Rodrigues et al. 2019). Machine learning methods
do not guarantee optimality, but they have relatively low complexity in solving prob-
lems with many variables. Figure 4 shows a taxonomy of machine learning methods for
service placement. In a general classification, machine learning methods fall into four
categories: supervised, semi-supervised, unsupervised, and reinforcement learning. In
supervised learning, an optimal training set is used to learn how to interact with the
environment. In semi-supervised learning, the machine’s response is based on a com-
bination of an optimal training set and previous experience with the environment. In
unsupervised learning, the machine learns how to interact with the environment based
on previous experience. Reinforcement learning has two main phases: exploration and
exploitation. Here, the agent first explores the dimensions of the problem in the environ-
ment and then exploits its findings (Rodrigues et al. 2019).
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3 Research methodology

The goal of this study is to systematically review machine learning algorithms for service
placement. The methodology of this Systematic Literature Review (SLR) is based on the
guidelines of Zabihi et al. (2023). This section includes research questions, the search pro-
cess, inclusion/exclusion criteria, and quality assessment.

e Research questions

To plan the review process, it is first necessary to extract the research questions. These
questions determine the motivation for the research. We address seven research require-
ments, which are

RQI:

Motivation:

RQ2:

Motivation:

RQ3:

Motivation:

RQ4:

Motivation:

RQ5:

Motivation:

RQ6:

Motivation:

RQ7:

Motivation:

RQS:

Motivation:

Most of the algorithms used in service placement are related to which area
of machine learning?

The answer to this question indicates which machine learning techniques are
commonly used among the algorithms used in service placement.

What methods are used to estimate the amount of current network resources,
and which resource estimation method is more popular?

The answer to this question determines which of the resource estimation
methods (dynamic, profiling, or on-demand) are used in service placement
and which of these methods is used more often.

The purpose of service placement is optimization/trade-off between which
parameters and metrics?

The answer to this question determines what percentage of the algorithms
seek to optimize one metric and what percentage seek to find a compromise
between multiple metrics.

Can the type of application architecture influence the choice of method and
its efficiency?

Architecture refers to the type of distribution of the application and its com-
ponents. Depending on whether it is monolithic or distributed, it can be use-
ful in the resource estimation algorithm.

What is the dominant paradigm used in the interface layer?

The answer to this question determines what percentage of interface para-
digms can be useful in increasing the functionality of the cloud network in
different technologies, including IoT and IoV.

What simulation tools have been used in previous research to evaluate
efficiency?

The answer to this question indicates what tools researchers have used more
for simulation. This can shed light on young researchers and save them from
confusion.

What were the main objectives of previous research?

The answer to this question indicates what the purpose of the previous
research was and what algorithms the researchers used to achieve which
goal.

What are the most important open issues in the future?

Answering this question is the key for young researchers. It allows them to
save valuable time in identifying hot research topics.
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We will answer the above questions in detail in the following sections.
e Search process

The most important scientific databases in the world used in this survey are Wiley (www.
interscience.wiley.com), Springer (www.springerlink.com), ACM Digital Library (www.
acm.org/dl), ScienceDirect (or Elsevier) (www.sciencedirect.com), IEEExplore (iee-
explore.ieee.org), MDPI (www.mdpi.com). Keywords used to describe the search string
include terms such as “machine learning,” “reinforcement learning,” “service delivery,”
etc. By using keywords and combining them with Boolean “AND” and “OR” operators,
the search strings were ultimately defined as follows: (“machine learning” or “ML”) (“rein-
forcement learning” or “RL”) (“supervised learning” or “unsupervised learning”) (“semi-
supervised learning”).

EEINT3

e Inclusion and exclusion criteria

Our literature review shows that after 2018, research on service placement and related
techniques such as offloading, service scheduling, resource management, and resource pro-
visioning has gained momentum. For this reason, we have chosen to focus on the period
from the beginning of 2018 to the end of 2023. The article selection process is shown in
Fig. 5. Note that we removed the non-English articles, even though their number was very
small. Also, in the quality assessment phase, conference articles that were not indexed or
were not highly relevant were removed. Table 4 in the Appendix shows the characteristics
that were finally extracted from the articles.

e Distribution of articles

Figures 5b and 6a show the distribution of articles by year and by publisher, respec-
tively. As shown in the figure, IEEE has the largest share over other publishers with more
than 50%. Other publishers follow with almost the same percentage. Figure 7 shows the
number of publications per year. This figure shows a significant increase in the research

| Defining search keyword |

\\>| Exploring articles in 2018-2023 |

\’l Exclusion based on title |

#780
\’| Exclusion based on abstract/conclusion & removing |

#270 \
| Full-text reading & removing surveys |

#200 o 5
Eliminate due to quality assessment |

#125
Final papers

Fig.5 The process of selecting articles for our systematic review
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done since 2018. In addition, our literature review shows 99 journal articles and 26 con-
ference papers. To answer the research questions, the text of each article was carefully
analyzed.

4 Service placement using machine learning

Middle-layer computing paradigms such as FC and MEC can solve the computational and
network bottlenecks in large-scale IoE applications. These technologies complement cloud
computing by providing processing and storage power at the edge of the network. Recently,
there has been a growing trend to use ML to resolve middle-layer application problems
such as resource management, security, latency, and power consumption. In this section,
we examine the types of algorithms and technologies using machine learning algorithms.
Figure 8 shows the different aspects according to the literature.

4.1 Unsupervised learning algorithms
Unsupervised learning is used to analyze and cluster unlabeled datasets (Taheri-abed et al.

2023). It can automatically discover hidden patterns or groupings of data. Items within a
cluster should be similar and simultaneously dissimilar to other clusters’ items.
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Fig. 8 Different aspects of service placement with machine learning

Definition 1 Suppose we represent a dataset containing N records with X={X|, X, ...
Xy }. We also represent attributes of this dataset with A = [a, a, ... ap ] Therefore, each
record X is in the form X = [ai’1 Qin - Qip ] The purpose of clustering is to classify
records into Kclusters so that each cluster C; meets the following conditions:

K
C, =X
@_g’
® C#6,  j=12..K
© CNC =9

4.1.1 K-means

Traditionally, K-means has been used for clustering (Memon 2019). The K-means pseudo-
code is shown in Algorithm 1. In line 1, the number of initial centers of the clusters is given
to the algorithm as a predefined parameter K. In line 3, each record X; is assigned to a cluster

with the closest center. For this purpose, the distance between X; and each cluster center m; is
measured. Then, the nearest cluster center to the record X; is found as follows:

min {|[X; - mj|}. v e M )

In line 4, the center of each cluster is updated as follows:
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1 .
m=— Y X, j=12...K 5)
J XeG

where N; denotes the number of records in the cluster C;. The above operation is repeated
until the centers M= {m,, m,, ..., mg} do not change.

Algorithm 1 Pseudo-code of K-means clustering algorithm

Input: thedataset X ={X,, X, ..., X, } , number of records » , number of attributes D , number of clusters K
Output: the set of clusters C =(C, C,, ...,C,}
1: Select kx items randomly from the dataset X as the initial cluster centers M ={m,, m,, ....m,}
repeat
Place each record X in the cluster with the closest center toit.

Recompute the centroid of each cluster.
until (centroid does not change)

ANEANE T

return C

In some research (Li et al. 2019a), clustering is used to create several clusters of fog
nodes. Each of these clusters is managed by a cluster head. It is determined based on vari-
ous metrics such as residual energy. Table 5 in the Appendix shows clustering research
using k-means. Farhat et al. (2022) propose an online mechanism for dynamic service
chain deployment to optimize operational costs in a limited time frame. In some studies
such as (Raghavendra et al. 2021; Yuan et al. 2020), a node is assumed to be a member of
more than one cluster due to energy consumption and response time considerations.

4.1.2 G-means

In G-means, the number of clusters is determined iteratively using geometric evaluation
and arithmetic analysis. de Oliveira et al. (2023) use G-means to reduce the load of paral-
lel position-based query processing. The position of the source node in the wireless search
zones is automatically determined by G-means. This research is a single-objective optimi-
zation problem.

4.1.3 Federated learning

In this method, a central server is used to coordinate the participating nodes during the
learning process (Qian et al. 2019). It aggregates model updates after node selection. The
weakness of this method is that the links leading to the server may become a bottleneck.
Also, some complex topologies may affect the performance of the learning process. On
the contrary, it has the advantage of avoiding single-point failures, since model updates are
performed only between connected nodes, without the intervention of a central server.

In federated learning, the local models are assumed to have the same architecture as the
global model. Recently, a new federated learning framework called HeteroFL (Mei et al.
2022) has been developed to handle heterogeneous clients with very different computing

@ Springer



61 Page 180f64 P. Keshavarz Haddadha et al.

and communication capabilities. It can train heterogeneous local models with a global
inference model. Federated learning provides the ability to analyze the social behavior of
users based on their preferences on an hourly, daily, or weekly basis (Qian et al. 2019).
Balasubramanian et al. (Balasubramanian et al. 2021) use a federated learning algorithm to
manage the placement of content files in EDC and MDC sites. Federated learning has new
applications, especially with the help of blockchain (Kim et al. 2018).

4.1.4 Unsupervised neural network

Neural networks are used to predict the reputation of nodes in combination with cluster-
ing (Hallappanavar et al. 2021). The reputation value of a new service is determined based
on the correlation of various features and the reputation value of previous services. The
features used to estimate service reputation are very diverse and depend on the applica-
tion used. Neural networks consist of three layers: input, hidden, and output layers. Each
neuron represents one service parameter. The output of the network is the prediction value
of the service reputation. If the number of neurons in the hidden layer is small, the conver-
gence of the neural network will be disturbed. On the contrary, if the number of neurons is
large, overfitting may occur. Table 6 in the Appendix shows unsupervised neural network
research.

4.2 Semi-supervised learning

Semi-supervised learning is a type of machine learning that can make predictions about
other unlabeled samples based on a small number of labeled samples (Salaht et al. 2020).

4.2.1 Fuzzy systems

In fuzzy clustering, each sample can belong to more than one cluster. Three types of sys-
tems are mostly used in service placement: neural fuzzy system, fuzzy neural network, and
neuro-fuzzy hybrid system. In neural fuzzy systems, neural networks are used to deter-
mine fuzzy rules. They change the weights during training to minimize the cost function.
In other words, the fuzzy functions and rules act as the weights of the neural network. Con-
versely, in a fuzzy neural network, the inputs to the neural network are non-fuzzy. Finally,
in hybrid neuro-fuzzy systems, each technique is used independently to perform a task
(Alli and Alam 2019). Neuro-fuzzy systems are used to manage the parameters of a fuzzy
system. They are used to predict and classify problems. They combine features of neural
networks and fuzzy techniques. Here, fuzzy models work with if-then-else rules. In Son
and Huh (2019), a fuzzy semi-supervised algorithm is used to meet the user’s needs.

4.2.2 Semi-supervised classifier

Suppose a dataset contains N samples N = N, + N,. Of these, N, samples have a label and
the rest (N, samples) are unlabeled (Mohammed et al. 2022). To build a semi-supervised
classifier, first, the training phase is performed on a small set of labeled samples. Then,
a semi-supervised learning process is performed iteratively. In the test phase, probability
theory is used to identify unlabeled samples. Labels with the highest probability prediction
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Fig. 9 Main operations in supervised learning

values are added to the dataset as new labels. Also, in some research (Mohammadi et al.
2017), deep semi-supervised learning is used to improve the performance and accuracy of
the learning agent. The details of the semi-supervised learning algorithm and its character-
istics are shown in Table 7 in the Appendix.

4.3 Supervised learning

Generally, supervised learning is divided into classification and regression (Taheri-abed
et al. 2023). Our literature review shows that classification has been used more than regres-
sion for service placement. It is used when records of a dataset are labeled. Each sample
i has a feature vector X; and a judgment label y;. Let us denote the number of samples by
N and the number of attributes of each sample by D. For example, in binary classification,
each sample i has two possible values for the judgment label.

Definition 2 Suppose we represent a dataset containing N records with X={X, X,, ...,
X, }. We also represent attributes of this dataset with A = [al a, ... ap ] Therefore, each
record X; is in the form X; = [a;, a;, ... a;; |. Each sample i has a label y,. Our goal in
the classification is to build a model that can predict the label y;.

There are various classification methods, each of which has advantages and disadvan-

tages. Interested readers can refer to Tan et al. (2016) for further study. Some of the most
important classification methods are K-nearest Neighbors (KNN), Support Vector Machine
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(SVM), Decision Tree, Random Forest, naive Bayes, Bayesian belief network, Adaptive
Boosting (AdaBoost), Extreme Gradient Boosting (XGBoost), the ensemble of classifiers.

According to the above explanations, supervised learning has two phases: training and
predicting. As shown in Fig. 9, based on the labeled data X, a model, also known as a clas-
sifier, is built in the training phase. In the second phase, the model’s accuracy is evaluated
by injecting new labeled data. For each sample, if the label predicted by the model is the
same as the actual label, it indicates that the model is working correctly.

4.3.1 Linear regression

We demonstrate, for example, linear regression, which is the most straightforward regres-
sion (Kochovski et al. 2019). Here we define a hypothesis weight vector = [ 0, 6, ... 0p ]
Now, for a data record X; = [a,-’l Ain - Gip ] we describe the hypothesis function £,(X;)
as follows:

hyX) =X,.0" =a;; %0, +a;, x0,+ ...+ a;, = 0, (6)

Our goal is to minimize the cost function J(0) (Baek et al. 2019). There are many ways
to define a cost function. One of the most well-known cost functions is the Sum of Squared
Error (SSE), which is defined as follows:

N
IO =3 Y (9X) -3 )
i=1

As seen from Eq. (7), it calculates the squared difference of the hypothesis 4,(X;) with
the actual label y; for all records (Yan et al. 2020). The ultimate goal of all regression
methods is to minimize the cost function J(0). There are many methods for this, the most
famous of which is the descent gradient. In this method, we must first obtain the deriva-
tive of the cost function, 0J(8)/00;, concerning each weight 6;. If we assume that the cost
function is in the SSE form of Eq. (7), the derivative is obtained as follows (Mahmud et al.
2020):

N

o ) -
5@ = Z;(he(xi) Wag,  j=1,2 ., D @)

Then we update each weight 6, based on the following equation:

0-=9-—ail(9), j=12,...,D )

J J agj

where «a is called the learning rate and is a hyperparameter. Many methods in ML use
descent gradient, the most known of which are logistic regression and neural network.
Algorithm 2 shows the linear regression pseudo-code using the descent gradient.

So far, a lot of research has been done with regression methods, including logis-
tic regression for service placement. For example, in Bashir et al. (2022), using logistic
regression, a request is sent to a suitable fog node that can fulfill it. The designed sys-
tem can take into account the maximum utilization of resources of fog nodes. Table 8 in
the Appendix shows the supervised algorithms for service placement. Since 2012, the
growth in the use of neural networks has accelerated. This has led to less use of traditional
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methods. Interested readers can refer to relevant references to study the details of methods
such as decision trees (Manikandan et al. 2020), Support Vector Machines (SVMs) (Adege
et al. 2018), and K-nearest Neighbor (KNN) (Kim et al. 2018). For example, in Manikan-
dan et al. (2020), the decision tree is used to place the service in e-health. Different parties
(e.g. patient, hospital, etc.) register at the key generation center. It issues a pair of pub-
lic—private keys to the users. The service placement operation is then performed. In Kim
et al. (2018), KNN is also used to place the service in the IoT. Here, the KNN algorithm
only returns the number of the nearest k providers. If the provider is not able to provide the
service, the user has to find another provider. One of the most well-known types of neural
networks is the Recurrent Neural Network (RNN). In Memon and Maheswaran (2019), it
is used to optimize delivery in vehicular fog computing. The output of the RNN is fed into
a feed-forward neural network with only one hidden layer containing 20 neurons with a
sigmoid activation function. In recent years, the use of deep neural networks has become
very popular (Ran et al. 2019). Table 9 in the Appendix shows the major neural network
research in service placement. In addition, Table 10 shows the most important research on
deep supervised learning.

Algorithm 2 Pseudo-code of linear regression using descendent gradient

Input: thedataset X — X, X,, ... X, }> number of records n , number of attributes p , hypothesis weight vector @ , learning rate
a , hypothesis function ,(.),each record label 5, , thecost function .7 ()

Output: Updated hypothesis weight vector 6

1: Randomly initialize the vector @

repeat
Update the weight vector @ using Eq. (9)

until (The value of © does not change)

Return 6

4.3.2 Decision tree

A decision tree is a supervised learning approach. In a tree structure, leaves represent class
labels and branches represent combinations of features. A special type of decision tree in
which the target variable can take continuous values is called a regression tree. In a deci-
sion tree, data comes in records as (X;,y;) = (X;1, X;,..., X;p,y;). Here, y; is called the
dependent variable and is a label to be predicted. Also, X; represents the feature vector for
instance i, which was previously explained in Definition 2.

In some research, the decision tree has been used for service placement. For example,
Manikandan et al. (2020) address the integration of Smart Health Care (SHC) systems with
the cloud environment. To reduce the response time to patients, they propose an IoT-based
scheduling method using a decision tree. It consists of three stages: registration, data col-
lection, and scheduling. Using entropy and information gain, they include the decision
tree in the third stage for scheduling. The results of their experiments show that the use of
decision trees reduces the computational overhead and improves the scheduling efficiency.
Interested readers can refer to Alsaffar et al. (2016), Noulas et al. (2012), Sriraghavendra
et al. (2022) to study other decision tree research. The details of these studies are described
in Table 8 in the Appendix.
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4.3.3 Transfer learning

The Transfer Learning (TL) technique uses the knowledge gained during the construc-
tion of an initial model to create a new model for a secondary task. TL can dramatically
reduce training time. It also reduces the amount of data needed to train the second-
ary model. As a result, it improves performance, especially in neural networks. In TL
terminology, the primary (input) model is called the source domain and the secondary
(output) model is called the target domain. Before proceeding, the reader is advised to
review Definition 1 in Sect. 4.1 and Definition 2 in Sect. 4.3. First of all, let us provide
the definitions of the “domain” and the “task”.

Definition 3 (Domain) Let A and P(X) denote the feature space and the marginal distribu-
tion, respectively (Zhuang et al. 2020). Now we represent the domain by D={A, P(X)}.
Recall from Definition 1 that we represent a dataset containing N records with X = {X|, X,
... Xy}. We also represent attributes of this dataset with A = [al a, ... ap ] Therefore,
each record X is in the form X; = [aiql Qin - Gip ] Each instance i has a label y;.

Definition 4 (Task) Let T and Y represent the task and label space, respectively (Zhuang
et al. 2020). Also, frepresents the decision function. The task space T is now represented
by T = {Y, f}. In other words, each task T depends on a label and a decision function. As in
other ML methods, f'is an implicit function learned from the datasets in the training phase.
The decision function f, like some ML models (e.g., Bayesian), outputs a predicted condi-
tional distribution for each input instance X;. This output is defined as

70%) = {py %) € ¥. =12 1Y) 10

Suppose we have different sources of data. For example, let D¢ and Ty denote the
domain and the task space of a source S, respectively. Now we represent an observation
with instance-label pairs as follows

DS:{(Xi,y‘_)|Xi EXS,yiEYS, i=1,2,..,N%} (11)

Note that these instances can be labeled or unlabeled.

Definition 5 (Transfer Learning (TL)) Suppose we have some observations about m5 € N*
source domains and tasks (Zhuang et al. 2020). These observations are represented by

{ (Ds,»Ts[)) i=1,..m } Also, suppose we have some observations about m’ € N* tar-

get domains and tasks. These observations are represented by { (DT, , TTJ )l j=1,.,m’ }

Note that m” denotes the number of TL tasks. The purpose of TL is to use the knowledge
of the source domains to improve the performance of the decision functions in the target
domain, i.e., T (j=1, .., m").

In the special case where mS = 1, the scenario is called single-source transfer learn-
ing. Also, the literature review shows that most researchers currently focus on studying
scenarios with m” = 1 (Liu et al. 2021; Chen et al. 2019; Girelli Consolaro et al. 2023;
Anwar and Raychowdhury 2020). This assumes that many labeled instances are avail-
able and that the model is well-trained in the source domain. On the contrary, there are
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usually limited instances available in the target domain. In these scenarios, resources
such as instances and models are observations. The goal of TL is to obtain a decision
function f with maximum accuracy in the target domain.

Another important concept in TL is domain adaptation (Zhuang et al. 2020; Hou
et al. 2018). Here, the goal is to reduce differences between source domains to maxi-
mize knowledge transfer and improve learner performance.

TL problems are divided into three categories: Transductive, inductive, and unsuper-
vised (Zhuang et al. 2020). If the instances of the target domain have labels, we have an
inductive TL. If the source and target instances do not have labels, we have an unsuper-
vised TL. If X?> = X" and Y? = Y7, this scenario is a homogeneous TL. Otherwise, if
XS + XT or/and Y #+ Y7, this scenario is a heterogeneous TL. As shown in Fig. 10, TL
approaches are also divided into four groups: instance-based, feature-based, parameter-
based, and relation-based. In instance-based approaches, instance-weighting techniques
are used. Also, in feature-based methods, transformations of original features are used
to obtain new features. It has two types, asymmetric and symmetric. In the asymmetric
approach, it is tried to change the features of the source to match the features of the
target. On the contrary, in symmetric approaches, the commonality between the source
and the target is calculated and new features are created based on it. Parameter-based
approaches try to transfer knowledge based on the model. The relational approach tries
to extend the rules learned in the source domain to the target domain.

TL has been used in some important research. Hou et al. (2018) propose a proactive
caching mechanism using TL. Their goal is to minimize the transmission cost while
improving the QoE. They use TL to estimate the popularity of the content. Due to the
NP-hardness of the problem, they devise a greedy algorithm to solve the cache content
placement problem.

Typically, the training of the “generic” model is done offline in the cloud data center
because it is computationally intensive. The resulting model is then deployed on the
local nodes to make corrections through incremental training. For example, for real-
time vision applications (such as face recognition), a “general” model is first trained on
millions of faces. This model is then copied to the edge nodes so that users can custom-
ize the model according to their preferences (Yu et al. 2020). The “generic” model may
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be retrained from time to time to improve the initial accuracy. In such cases, updates
should be sent periodically to the edge servers (Nisha 2018).

4.4 Reinforcement learning

Reinforcement learning (RL) mainly relies on the Markov Decision Process (MDP). It is
a stochastic process, where the transition between states depends only on the current state
of the process, not on a previous sequence of events. So far, a lot of research has been
done on MDP-based computer networks. Some examples are estimation of service prices
(Naghdehforoushha et al. 2022), and allocation of network resources (Besharati et al. 2023;
Rawashdeh et al. 2021). It allows for a description of the potential system behavior with
an automatic model. In its most general form, an MDP is a tuple (S, A, P, R, y) where
S = {so, Sps ees sN} and A = {ao, apy . aN} represent a finite set of states and actions,
respectively. Also, P = {st =50 s5=s a = a} is the probability of transition from
state s in stage ¢ to state s in the next stage. Finally, the expected reward received after the
transfer is represented by R(s, s ) Here, to show the difference in importance between
current and future rewards, the discount factor y is used, which is a value between 0 and
1. An example of a state is the benefit a certain QoS may bring to the network (Kochovski
et al. 2019). Usually, the use of RL for service placement leads to a significant improve-
ment in performance (Baek et al. 2019). For example, in Sefati and Navimipour (2021),
MBDP is used to increase reliability in combination with Ant Colony Optimization (ACO).
The authors prove that it is more efficient than previous studies (Liu et al. 2022).

Recently, Multi-objective Reinforcement Learning (MORL) has gained much attention
in research (Eyckerman et al. 2022). In addition to the elements of a normal MDP, it has an
additional parameter called the preference space. It takes a preference as input and returns
a utility scalar for each action in a given state. The goal is to maximize utility.

4.4.1 Q-learning

Q-learning is a model-free RL algorithm in the sense that it does not require a model of
the environment. It finds an optimal policy by maximizing the expected value of the total
reward in all successive steps, where “Q” refers to the function computed by the algo-
rithm (Gasmi et al. 2022). The agent tries to add the weighted reward of future states to
the reward of the current state to maximize the total reward. The weight of each step is
represented by y.At. It has a function to compute the quality of the state-action, which is
defined as Q:S X A — R. At any time ¢, the agent chooses an action a, observes a reward r,,
and then enters a new state. This updates the value of Q. Based on the Bellman equation,
Q-learning updates the Q-value as follows:

Qnew(st’ at) — Ql)ld(st, at) +a<rt +]/.m§1X Q(SH-I’ a,)) (12)

In the above equation, « is the learning rate and is a value between 0 and 1. The Q-learn-
ing algorithm continues until it reaches a terminal state.

Appendix A-8 shows the Q-learning algorithms used for service placement. For exam-
ple, Wang et al. (2019) use Q-learning to solve the online service tree placement problem.
They show that for an edge network of size n and a service tree with m nodes, the action
space has an exponential time complexity of O(n™). To resolve this problem, they propose
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an efficient hierarchical placement strategy to significantly reduce the action space. In
another research (Yan et al. 2020), Q-learning is used for content placement (cache) to
maximize the efficiency of the F-RAN. Also, Nsouli et al. (2022) address the accessibility
of cars in VEC. In another study (Ghobaei-Arani et al. 2018), hybrid resource provisioning
for cloud networks is addressed.

4.4.2 R-learning

R-learning has a similar concept to the Q-learning method. Both use Q-tables, states,
actions, rewards, and losses. However, the main difference is that R-learning uses the con-
cept of average reward rather than discount reward. It calculates the average total trans-
fer reward between all states and actions. R-learning provides total rewards sometimes,
but punishments whenever the model fails to meet expectations. Farhat et al. (2020) use
R-learning to maximize voluntary resources. The predictions of this algorithm help to
increase QoS and also keep the pressure on cloud resources low. This is done by studying
user behavior during service requests.

4.4.3 Meta-learning

The data of a meta-learning system usually comes from different domains. It is based on
learning biases. Here, bias refers to the assumptions that influence the choice of explana-
tory hypotheses. Meta-learning is concerned with two aspects of learning biases, which are

Declarative bias: It determines how the hypothesis space is represented and has a major
impact on the search space (e.g., representing hypotheses using only
linear functions).

Procedural bias: It imposes restrictions on the ordering of inductive hypotheses (e.g.,
favoring smaller hypotheses).

Recently, meta-learning systems have been equipped with the power of neural networks. It

has a tremendous effect on increasing accuracy by injecting too much training data. How-
ever, since it involves second-order gradient computation, it can increase the execution
time, especially for large-scale problems. Therefore, in problems such as service place-
ment, which inherently have a large search space, meta-learning can greatly affect the port-
ability of the model and the level of decision-making. To overcome this problem, some
research (Chen et al. 2022a) uses heuristics. For example, we can mention the elimination
of the second-order gradient calculations. For further reading, you can refer to Chen et al.
(2020), Zhang et al. (2021), Arif et al. (2020).

4.4.4 K-armed Bandit

In this classic problem, you have the opportunity to select K levers in a game city. Each
lever fires an action. After each choice, you receive a numerical reward, which corresponds
to a probability. The goal of this method, like other RL methods, is to maximize the total
expected reward (action value) in a given period. For each action taken, we denote its value
by g(a). Now, the action reward is calculated as follows

q*(a) = E[r,|a, = a] (13)
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The most important point in this process is that you do not know the value of an action
in advance. Instead, you try to greedily choose the action that you think is likely to be
worth more than the others (Borelli et al. 2022). For this, you may have estimates of an
action a, which we denote by Q,(a). Let us denote the best estimate by g*(a). Therefore, we
want the value of Q,(a) to be as close as possible to the value of g*(a).

Some research has used the K-Armed Bandit for service placement. For example, in
Huang et al. (2022), service storage at the edge is solved by considering edge servers as
agents. Here, services are considered as arms, service placement decisions are considered
as actions, and system tools are considered as rewards.

4.4.5 Bayesian optimization

In Bayesian Optimization (BO), operations are performed based on previous obser-
vations and the posterior distribution of the solution vector (Eyckerman et al. 2022).
We assume that the utility function T;:fp"(A) follows a normal distribution. After d
iterations, BO modifies the prior belief function based on the posterior distribu-
tions. It uses an “acquisition function” (EI) to select the settings of the iterations. Let
D, = {(ay, Tg}f;‘(al)), e (ay, T;Z};‘;(ad))} be the set of prior observations after d itera-
tions. We assume that it follows a normal distribution with mean x(0) and covariance Ker-
nel function K(0, 0), i.e., p(T™**(A)) = N(u, K). We also formulate the mean and variance

resp
as follows:

ula,) = u(Tpo(a,)) (14)

K(a,, a,) = E[T;;0(a,) — u(a, )T (a,) — ua,)] (15)

Roberts et al. (2018) use BO to automate the placement of time series models for IoT
healthcare applications. For details of other research, see Table 11 in the Appendix.

4.4.6 SARSA

Like Q-learning, SARSA is one of the well-known reinforcement learning methods. Here,
the agent tries to find the optimal policy z*(s) : S — A by minimizing a cost function
(Sami et al. 2020). After checking the previous rewards, the next action a,,, is selected
using the state value function Vz(s). Since the SARSA method assumes that the agent does
not know the environment, the action value function Q(s, @) is used. Action selection is
greedy based on Q(s, a). In SARSA, the optimal policy 7* is defined as follows:

©*(s) = argmin Q*(s,a), Vs€S (16)

Sami et al. (2020) perform optimal scaling and placement in each cluster of fog nodes
by finding 7*. For the details of other research, see Table 11 in the Appendix.

4.4.7 DeepRL

One of the drawbacks of Q-learning is low scalability due to the large number of state-
action pairs. This can mislead the agent in choosing the optimal policy (Zabihi et al. 2023).
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A deep Q-network (DQN) is used to overcome this problem. Previous research has used
several variants, which we do not review here (Liu et al. 2020; Qi et al. 2020). DQN uses a
neural network to generate a value function vector. Despite its many advantages, DQN may
suffer from overfitting due to the high correlation between inputs. To overcome this prob-
lem, a replay buffer is typically used (Taheri-abed et al. 2023). The loss function in DQN is
defined as follows:

L) = E[(y - (s, al0))*] a7

In the above equation, the target value y = r +y max O(s’, @'|6)) is obtained from the
a’

Bellman equation. It minimizes the error between the target Q-values and the predicted
value. Table 12 shows the major studies on service placement using deep RL. For example,
Memon and Maheswaran (2019) use DDPG for SFC-DOP in dynamic and complex IoT. It
can handle high-dimensional input and continuous output actions. Therefore, it is suitable
for more complex IoT network scenarios with large and continuous operation space. Qi
et al. (2020) use deep RL for the policy and value function. Here, the input to the neural
network is a temporal state. The parameters of the shared layers can understand the
resource differences between multiple tasks and learn to minimize the total task execution
time in each application.

5 Discussion and analysis of results

In this section, a complete analysis of questions RQ1 to RQ7 will be given based on the
information obtained. The future research process will also be highlighted.

RQLI: Most of the algorithms used in service placement are related to which
area of machine learning?

Analysis result: ~ As can be seen in Fig. 11, the use of reinforcement learning methods is
associated with a significant jump starting in 2020. At almost the same
time, the number of clustering studies has decreased slightly. Due to the
emergence of new reinforcement learning methods combined with deep
learning, this area is expected to expand further in the coming years. The
emergence of new methods such as adversarial RL, actor-critic, and Soft
Actor-Critic (SAC) may also accelerate this growth. Interested readers
are advised to refer to Zabihi et al. (2023) for a more in-depth study.
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Fig. 12 Distribution of machine
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Figure 12 also shows that deep RL methods have been used almost 30%
of the time in service placement research. The details of the deep RL
method are shown in Table 12 in the Appendix. As can be seen from
Fig. 12, after deep RL, about 27% of service placement studies are con-
ducted with pure RL methods. As mentioned above, most of the learn-
ing that has happened in the world of artificial intelligence is related
to the field of reinforcement learning. From 2012, after deep and neu-
ral network technologies were added to these methods, they became
more popular. The main reason for this popularity is the compatibility
of these methods with model-free environments. As shown in Fig. 12,
among other machine learning methods, unsupervised methods are more
popular (11%) than supervised and semi-supervised methods (8 and 3%,
respectively). As we can see from the figure, the combination of deep
and neural network technologies has created a new trend in the methods
of solving the problem of service placement. It is expected that in the
coming years, we will see an increase in these algorithms combined with
newer technologies.

What methods are used to estimate the amount of current network
resources, and which resource estimation method is more popular?

As we can see in Fig. 13a, among the resources studied, 51% use the on-
demand method to estimate system resources. About 28% of them use
the dynamic method to estimate the available resources in the system.
Also, 17% of the studies use the predictive method and about 4% use the
profiling method. Profiling methods are mostly used in static environ-
ments to estimate resources.

The purpose of service placement is optimization/trade-off between
which parameters and metrics?

The answer to this question determines what percentage of the algo-
rithms try to optimize a single metric and what percentage tries to find a
compromise between several metrics. As we can see in Fig. 13b, about
81% of the methods try to find a compromise between several param-
eters, and about 19% of them try to optimize a single parameter. Com-
promising among multiple parameters is more in line with real-world
requirements.

Can the type of application architecture influence the choice of method
and its efficiency?
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Fig. 13 Distribution of computing paradigms and mapping techniques in service placement
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Fig. 14 Application architectures and distribution of resource estimation techniques in service placement

Analysis result:  In the real world, most applications today are developed in a distributed
manner. Managing separate parts of programs that have interdependen-
cies requires methods that can dynamically perform resource manage-
ment. According to our findings in Fig. 14a, about 96% of applications
and related programs are developed in a distributed fashion, and a small
number, about 4%, are developed in a monolithic fashion. Managing
service placement in monolithic applications is very simple. However,
proper performance may not be achieved.

RQ5: What is the dominant paradigm used in the interface layer?

Analysis result:  The answer to this question determines the percentage of interface par-
adigms that can play a major role in increasing network efficiency. As
shown in Fig. 14b, IoE is an emerging technology that will gradually
impact human applications in the network. Soon, complementary tech-
nologies such as Fog Radio Access Network (FRAN), FC, and MEC will
be integrated. Currently, IoT and FC technologies are the most popular
in studies. The emergence of cloud computing was in 2012 by Cisco.
However, with the increase of mobile wireless devices with high pro-
cessing power, it seems that technologies such as FRAN and UDEC will
be more popular in the near future.

RQ6: What simulation tools have been used in previous research to evaluate
efficiency?
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Fig. 15 Distribution of simula-
tion tools in service placement
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As can be seen in Fig. 15, 20% of the studies have performed simu-

lations using the Python language. Also, about 30% of them have used
MATLAB tools to analyze the results. Well-known tools such as Cloud-
Sim and iFogSim are both used in the analysis of the results with the
same amount of 11%. Reinforcement learning methods often use MAT-

LAB and Python tools for simulation.

RQ7: What were the main objectives of previous research?
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Analysis result: ~ Fig. 16 shows the main metrics used in previous research. As can be
seen from the figure, delay, energy, QoS, and response time are the most
important metrics used in the research.

6 Future directions and research challenges

In general, the fundamental challenges in service placement are task correlation, dynamic
environment, server heterogeneity, resource management, mobility, scheduling handling,
destination node selection for offloading, energy consumption, delay, and efficient resource
allocation. The eighth question of this research deals with the challenges and open issues
and the research process of service placement.

RQS: What are the most important open issues in the future?
Analysis result: ~ Based on the literature review, we have identified several open issues,
which we describe below:

7 loE

Recently, in addition to IoT, a new paradigm called the Internet of Everything (IoE) has
emerged. IoT emerged to meet the needs of communication and connectivity between
things, while IoE emerged as a more general paradigm. In addition to communication
between things, it seeks to address human-to-human communication, processes, and data
to create a digital world. In simpler terms, IoT discusses issues such as data collection,
sending, and receiving, while IoE addresses the collaboration of intelligent systems, and
advanced analytics for processing the big data. Therefore, service placement in heteroge-
neous and dynamic environments is more related to IoE. In new network applications, the
heterogeneity of nodes can cause many inconsistencies in inter-communication.

7.1 Mobility management

One example of the heterogeneity of nodes in IoT and IoE is mobility. The network topol-
ogy may change rapidly due to the movement of nodes. In such a situation, a service place-
ment strategy may be useless in the near future. Mobility management is closely related to
issues such as power consumption, latency, and security. Next Generation Critical Com-
munications (NGCC) has a strong relationship with IoT and IoE. It provides emergency
services to the community. The main application areas of NGCC are disaster management,
smart city, citizen security, protection of human life, and e-health. It relies heavily on cel-
lular communication, MEC, and FC. It is expected that an important part of IoE research
will flow into this area. Suppose a resource has been detected in a position a few seconds
ago. The algorithm must be able to work intelligently and quickly so that the resource does
not become unavailable due to mobility. The problem becomes more difficult when often
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conflicting objectives are to be optimized by considering mobility. Therefore, it may be
necessary to run the service placement algorithm almost continuously. Simply put, service
placement algorithms must be intelligent enough to perform offloading based on a snapshot
of the state of available resources.

7.2 Multi-objective trade-offs

Service placement in the real world is a multi-objective issue. This may impose more
processing load on the system. In such a decision, it is important to pay attention to the
limitations of resources and the environment. The trade-off between multiple metrics in a
heterogeneous and dynamic network is likely to be much more complicated than in single-
objective problems.

7.3 Processing overhead

Applications that generate large volumes of data are proliferating in the IoE. As a result,
the consumption of processing resources becomes an issue in service placement. On the
other hand, advanced ML methods such as deep neural networks themselves require huge
processing resources. Handling such large volumes of data, especially for multi-objective
problems, adds to the difficulties. Performing such tasks, even if they are not continu-
ously iterated, requires a centralized entity. Currently, among the computing paradigms,
only cloud data centers can handle such a volume of computations for training ML models.
Moreover, cloud data centers have higher availability because they are constantly powered,
unlike edge/fog servers.

Some ML methods, such as RL, require interaction with the environment. This can
make service placement more difficult. Remember that in RL, the environment may be
constantly changing. In addition, the existence of heterogeneity in resources can compli-
cate the situation. For this reason, the execution frequency of RL algorithms can be much
higher than other ML methods, which increases the cost. Currently, a large part of RL
research is focused on finding a trade-off between exploration and exploitation (Xiao et al.
2022).

7.4 Environmental heterogeneity

One of the major limitations that computing paradigms impose on ML is environmental
heterogeneity. For example, one of the emerging ML methods for service placement is
Federated Learning (FL) (Brecko et al. 2022). It is a distributed technique for building a
global model by learning from multiple decentralized edge clients. The main advantages of
FL are scalability and user privacy (Qian et al. 2019). However, the inherently heterogene-
ous environment of the IoE can affect the computational complexity of FL. (Dworzak et al.
2023). End devices and edge/fog servers may have very different hardware/software infra-
structures. For example, they may have significant differences in CPU, RAM, link quality,
and operating system. As mentioned earlier, one idea may be to perform the ML training
phase using engines such as Spark and TensorFlow on the central cloud (Xu et al. 2023).
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As a rule of thumb, the training phase can be run with large data on cloud data centers,
and then the test/validation phase can be run with small data on edge/fog servers (Zhou
et al. 2019). Recently, the use of pre-trained models to reduce the burden of the training
phase has received a lot of attention from researchers (Sufian et al. 2020; Hsu et al. 2022).
First, the model is trained with a lot of data in the cloud data center. Then, the pre-trained
model is copied to the edge nodes and used many times. However, some entities/users may
want to incrementally change the built model from time to time. Therefore, there is a need
to formulate standards for integrated deployment of code and models based on different
deployment policies. Also, debugging the models created by ML in a decentralized way
may be another future challenge (Nisha 2018).

8 Conclusion and future trends

In this study, machine learning-based service placement research was addressed. A review
of the literature showed that the use of reinforcement learning methods has increased sig-
nificantly since 2020. The main reason for this popularity is the compatibility of these
methods with model-free environments. Due to the emergence of new reinforcement learn-
ing methods combined with deep learning, this field is expected to expand further in the
coming years. The emergence of new methods such as adversarial RL, Actor-Critic, and
Soft Actor-Critic (SAC) may also accelerate this growth. In addition, deep RL methods
have been used in service placement research for nearly 30% of the time. Among other
machine learning methods, unsupervised methods are more popular (11%) than supervised
and semi-supervised methods (8 and 3%, respectively).

Among the resources studied, 51% use the on-demand method to estimate system
resources. About 19% of them use the dynamic method to estimate the available resources
in the system. Also, 12% of the studies use the predictive method and about 7% use the
profiling method. About 81% of the methods try to find a compromise between several
parameters and about 19% of them try to optimize a single parameter. About 20% of the
studies have done simulations with Python language. Also, about 30% of them have used
MATLAB tools to analyze the results. Well-known tools such as CloudSim and iFogSim
are both used in the analysis of the results with an equal amount of 11%. The literature
review also revealed that delay, energy, QoS, and response time are the most important
metrics used in service placement research.

Based on the literature review, we identified several open issues, including IoE, mobil-
ity, multi-objective trade-offs, processing overhead, and environmental heterogeneity.

This study showed that most ML methods require a lot of computing resources to perform
training phase operations. This operation should mainly be performed in cloud data centers.
Here, the single point of failure is a serious concern. Therefore, an important part of future
studies will continue to focus on reliability. On the other hand, the central controller needs to
communicate with all network nodes, which may increase the computational complexity. One
of the research trends may be to cluster a set of nodes and leave their leadership to a cluster
head. The use of metaheuristic/heuristic methods continues to be of interest to researchers as
a solution to reduce computational complexity. Another trend in recent research is to find a
trade-off between exploration and exploitation in ML methods. It is possible to increase the
speed of convergence by reducing the number of states, while not degrading much efficiency.
Considering the extreme heterogeneity of end devices and edge/fog servers, it seems that the
main focus of researchers should be on using model-free ML methods.
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Another way to reduce the computational burden on a centralized entity is to estimate
the resources needed in the near future. By identifying the underloaded/overloaded serv-
ers and combining this with the requirements of the ML model, a short-term prediction of
the resources can be achieved. This can also be used for load balancing. Transfer learning
methods can be used here. In this way, the knowledge learned in one problem can be used
for the next steps with only a small change. It is only necessary to make small changes in
the weights of the neural network. Thus, prior knowledge can greatly reduce the computa-
tional overhead. This, in combination with pre-trained models, can open up new areas of
research for the future.

One of the future research trends may be federated learning. Here, in addition to the
above concerns, the imbalance of aggregated data from different sources is a serious con-
cern. Local data generated by some users may be biased towards a particular class label.
This can significantly affect the speed of the training process. The use of data balancing
methods can help alleviate this problem.

Recent advances in ML have made it possible to combine online and offline training
methods to improve accuracy. This is particularly useful for edge devices. Users may run
the same centrally trained model, but then evolve it online to address specific edge sce-
narios. Debugging an ML model as a single entity rather than a collection of independent
entities can improve performance.

Appendix: This appendix contains some tables and sub-sections
of the original article that were moved here due to space limitations

See Tables 4, 5,6,7,8,9, 10, 11, and 12.

Table 4 Attributes that were extracted from articles

Publication date Year of publication

Bibliographic date Name of authors, the title of the paper, and publication venue

Paper type Conference or journal

DOI Digital object identifier

Objective Purpose of the paper

Al method The Al algorithm that used

Paradigm The complementary paradigm to which this research relates

Analytic tools Simulation or analyzer used for evaluation

Case study The proposed method

Functional layout Indicates whether the app architecture is loosely-couple or tightly-couple
Service type Indicates whether the SP is used for storage actuation or display
Resource type Indicates whether the resource used is a VM or container

Resource orientation Indicates the arrangement of resources in the environment

Resource estimation Indicates whether the resource estimation is predictive or dynamic or profiling
Placement approach Indicates whether the SP is bottom-up, up-bottom, or hybrid

Objective Multi-objective trade-off or optimization

Aim The main goal of the article

Mobility Indicates whether the mobility is supported or not

@ Springer



Page 350f64 61

Machine learning methods for service placement: a systematic...

APUSruaAu0d

100 MO[ 18 S90IN0SaI Q0TAIOS SoQ yStH SUBSJA!
QOIAIAS ) IBIO[[Y dVILVIN od -0I0TW PIANQLISI] 29 150D 2% Ae[o(q orwreukq -y/pasiatadnsun (0202) T8 12 ueng
I9)SN[O QU0 UBY)
Q10W UI papnjoul Q0TAIOS o], osuodsay SUBSIA! (1202)
9q 0) 9pou © MO[[Y wisSoqt So4q -o1o1wt panqgysiq  uondwnsuo)) A3roug orwreukq -y/pasiatadnsuny ‘Te 39 vIpuaAeySey
$90IN0SAI
JO SONSLIg)ORIRYD Y}
pue sjuawaIinbax
Q0TAIOS UOMIAq Sut Q0TAIOS yIprmpueq SUBSIA! (6102)
-yoyewr oy} daoxdwy wisSoqt So4q -0I0TW PANQLISI] 29 ) asuodsax orwreukq -y/pasiatadnsupny ‘T& 32 DISAOYD0Y
s1osn §gd Surweor QOIATOS Kouaye| Sunndwoo (6102)
Jo Ajenuapyuo) BAR[ DA -0I01W PIANQLISIJ  Pue Aoud)e] JIOMIAN orweuAkg  NNDI/pastaadnsupn ‘Te 10 yere3ueg
quo Sur
-19)8n1d ydeis e se
juowooe[d 901AI10S JO Q01AIOS Suruon (2202
wopqoxd 9y se[puey jouIqNy 101 -0IOTW PANQIISI  1SO)) 29 PLOT dYJel], omueukq - d/posiaradnsupn ‘[& 19 SIPLINOABUZY
[qerreae o1
-qnd are paonpoxd
BIEP pUB 9p0d A}
ITe [om 9y} Jo uon Q0IAIOS Surio)
-onpoidor ay) a1e)I[Ioe,] eAR[ 101 -0IOTW PANQLNSI(] Kouaye| omueukq  -snp)/pesiaradnsun)  (£207) ‘Te 10 BIOATIO
uonedTUNW
-wod Koud)e[-MO]|
Jo Juowarnbal oy Q0TAIOS uondwnsuod SUBIA
pazifear Apuaroyyyq eAR( Soq -0IoTW PANQLISI] 1omod 29 Aoudje]  puewRp-uQ -y/pasiazadnsuny (B6107) T 10 1]
Aiiqe
juowaoed Q0IAIOS -[TeAY 29 JudW SUBIA
IQUIBIUOD J[BIS-93Ie | eAR[ DA -0IOTW PAINQINSI(] -98RURA] 90IN0SIY QATIOIpaI] -3]/pasiazednsuny (2207) Te 19 1eyIe
(0
O uonewns9
(LOY) 2ano9[qo urely  (9OY) Joje[nuwiig (sO¥) wSrpereg armodyore ddy (€O¥Y) 2an22[q0 omosay  (10OY) onbruyosy TN SOOUQIJY

Juowooe]d 9OIAISS 10 Pasn aIom Jey) swiLo3[e pasiaradnsun g ajqel

pringer

As



P. Keshavarz Haddadha et al.

Page 36 of 64

61

Q0IAIOS uonezimn SUBIIN
juowode[d JNA IV ILVIN Soq -0IOTW PANQIISI(] dIempIeH 2 Aoudje| otwreuk(q Sy/pesiazednsuny  (6107) T8 30 qeYBM
SaNs DA pue DAH
Je Juowooed o[y QOIAIAS Kouaye| Sururea| pare (1202) ‘T8 1R
JUSIUOD Ay} ATeUBRIA uoylkq o4 -0IOTW PANQINSI(] 29 9ZI§ oyde) omueuk(q  -19paJ/postaradnsun uerueweIqnseegq
180D o) %
S90INOSAI QZIWTUIA] SQUOI(]
pnoro pue ‘Tomod PIpooN JO IoquInN
JIuasue) ‘sjuaut Sunndwo) ) zrururw
-ooe[d AVN d-€ PNO[D) J[OTYIA Q0TAIOS pue Aouaronyg SUBII
ay) aziwndo Apurog uoylhg [eLIOY pauuBwWU() -0IOTUW PIANQLISI] AS1oug oziwrxey  puewap-uQ -y/pasiatadnsun (1202) "I® 32 InoN
juowaoed QOIAIOS age Sururea| pare
QOTAIOS ATeME-KORALI] IV ILVIN DAN -oIOTW pAINqQIUSI]  -I0)S 29 YIpImpueg orweukq  -19paj/posiaradnsun (6107) Te 10 ueid)
(oW
O uonEwSd
(LOY) 2Anoa[qo urely  (90OY) Joje[nuwiig (sOY) wrpereq amjodyore ddy (€O¥) 2an22[q0 Qomosay  (10OY) onbruyos TN SQOUAIYY

(ponunuod) g sjqer

pringer

A s



Page37of64 61

Machine learning methods for service placement: a systematic...

Sunndwoo
S0J ur Se01AIeS qom
JOWOIMAU JO uole) QIIAIIS NI0MIIN (1202)
-ndar oy} Jo uoneWnSy wIgSoq1 So4q -0I01TW PANQLISI] owin asuodsay Suryord  [eInoN/pesiatradnsun) ‘Te 10 zeaeueddeeq
JUSWIUOIIAUD HOT
Q) Ul suonen)Is pAjIIp L
-o1dun Surnp 2014198 QOIAIIS asuodsay 2 Sur JI0MION
QIEME-)XUOd SUIPIAOI] uoylhq g0 -0IOTW PANQINSIJ  -[NPAYIS 90INOSAY  PUBWOP-UQ  [eInoN/pasiatednsun) (9107) 'Te 30 wry]
(20w
rOW) uonewns?
(LOY) 2anoa[qo urely  (9OY) 10jenuwuis  (OY) wrpered amyoyore ddy (€OY) 2an22[q0 Qomosay  (10OY) enbruyos TN SQIURIAYOY

Juowaoe|d 99TAISS J0J SWILIOSE JI0M)AU [eInou pasiazadnsun 9 ajqel

pringer

As



P. Keshavarz Haddadha et al.

Page 38 of 64

61

(I0104

-1-1099S) Juswuox
-IAUQ JOT-Pno[)-So,
B Ul QWayos Jur
-peogyo uonenduiod

SJTAISS

Kouaye|

Kzzng (€200) Te 10

21nd3s e asodoig €SN pnoiD-304 -o1o1wt ponqIusiq  ‘A319u9 ‘owrn asuodsax orweukq /PasiATadng-TwoS  IUBPIYRYS TUBZIWIRY]
150D 20Npay %
QOTAIRS ) UO QOURULIOJI 9ZIUI
paseq sjuswambar QOIAIOS -IXBJA 29 Aouoroyyyg Kzzng
s Josn oy AJsnes €SN pnor) [rews -0IOTW PAINQIISI(] KS10Ug ozZIWTXEIA orweuAq /pasiazedng-TweS  (610Z) YNH pue uos
NENEGA12)
paege[un jo Joquinu J5uey voneoTUNW
aSrer B ym )9S BIRP -wo)) jo peardg 2
Paeqe] Jo Joquinu Q0IAISS  sysanbay] jo Jequuiny JoyIsse[) Sururely, (2202)
[rews e Sururquio)) uoyIkg I0T -0IOTW PANQLISI 2 peadg 105} orueukq  -J[oS/pasiazadns-Tureg "Te 10 POWWRYOIA]
JUSWIUOIIAUS
JOI-pnoy)-304 ut
QwaYds Surpeopyo QOIAIAS Kouaye| 29 AS10ug Kzzng
uoneindwod aImoseg €SN pnorD-Soq -0IOTW PAINQINSI(] 29 own asuodsay orwreukq /pasiaradng-rwos  (6707) WE[Y Pue Iy
(20w
((Ze):0) uonenss
(LOW) 2anoelqo urey  (90¥) toremuts  (SOY) wSpered amoayore ddy (O¥) ean00lqO oomosay  (1OY) enbruyda TN ECRUEISICH |

Juowaoe[d 901AIS 10J WILIOS[R PasiaIddns-Twag 7 a|qel

pringer

Qs



Page390f64 61

Machine learning methods for service placement: a systematic...

(dSoq) yuswaor[d
QOTAIOS PAJUSLIO
-ourpea( poyed UoNeZI[I}() 9JINO0SAT
QImoayIyore Sur Q0TAIOS pue Kouaje| Qa1 (2200)
-ndwod 3oy 1on-nnA wigSoq1 Soq -0IOTW PIANQLISI] aun asuodsay OlweuA(  UOISIOQ(/Pasialadng  °[e )9 vIpuaARyIRILIS
JSIA [[Im soa1],
IoSN 9[IqOW € 9NUIA Q0TAIOS GIN PUB UOISSISoY
1X9U oY) SunNoIpald SISATRUE SONBUWAYIBIA 101 -0I0TW PANQINSI 10M0g orweuAq Teour /pasiazadng  (Z107) ‘T8 19 Se[NON
uonedo[e Koede) SWA
90INOSAI pue Uuon Q01AIOS owi], uonardwo) Qa1],
-eSo[op 901A10S JO] wispnorD Soq -0IOoTW PANQLISI 29 9ZIS SAJIAIRG Surnyoid  uorsId(/pasiazadng  (9107) ‘Te 10 Iefyes[y
uonewoINE
ssaoo01d pue AfIqIsia
UOTJRULIOJUT SISB
(1011) suryy, Jo 901AIOS AS1oug uoISsaISoY
JouIU] [eLISnpuy WISMOPSIOM S0 pno)-Soq -0IOTW PANQLISI 29150029 QWI],  pueWAp-uQ  dnsido/pesiaredng (1202) 'Te 12 4oL,
uonezimnn
SIomIaN [e10], 2
ypimpueg ‘uon
pnoro-3oj 901AIOS -dwinsuo)) A31oug uoISSAISY
® UI SUIPEOYJO YSB, wig3oq1 pnopo-3o4 -0IOTW PANQINSI 29 AduojeT] 2p Qwr], Suryoig  onsiSopesiazadng  (Zg07) Te 10 Lepng
1ap1aoxd
Q0IAISS JOT JO BIEp 901AI0S JUoWUSISSY PIzZIu
uoneoo| SurSeury wiIsSoq1 3o4q -0I01TW PANQLISI] -ndQo 2 ANdeg  puBWIdP-uQ NN3I/pasiazadng (8107) 'Te 10 wiry]
s1ojowrered
(SoQ) 201419 JO
Kyrend) azrundo o)
‘yoeoidde uorsioop ], osuodsay] SJUSIPEID)
UQALIP-UOT)E[NWIS 901AIOS 29 uondwnsuo)) Jo uoneSedoig
PHQAY & 91ea1) wispnorD Soq -0I0TW PANQLISI AS10ug moT  purwWAp-UQ -yoeg/pasiatedng (1202) Te @ 1N,
(20w
rOW) uonewnsa
(LOY) 2an92[qo urey (90OY) 103enuuts  (6OY) wipered armoyore ddy (€OY) 2an22[q0 o1mosay  (10OY) anbruyosy TN SQOUIJY

Juowaoe|d 901AI0S 10] swyILIoZ[e pasiazadng g 9jqel

pringer

As



P. Keshavarz Haddadha et al.

Page 40 of 64

61

SYI0MIAU S[IqOW
aImjny 10§ 40O
Surroxduwr orrym
1500 UOISSIWSUET)
99npa1 0} Surures|
JIOJSUBI) UO PIseq
wsTueydowW 95e10)s

QJTAISS

1800

aanoe ue Sursodoid uoykg DA -0IOTW PANQLNSI(]  UOonIsuer) 29 AouUdje]  pUBWOP-UQ Surureo| 19Jsuel], (8102) 'I® 12 noHy
SpPNOTo-0IoTWI
a3pa y1omiou Ayrunux
-WO0D POZI[eIUIIIP
ur $991AI9s 99e[d 03
poyjew 9A1393[qo
-pinw a3e)s-om)
1SEJ pUE [0AOU B
‘poyow JuAWAdR[J
rewndQ eueII) Q0TAIOS uorSSaISay (1200)
-DA Y} SIUSAIJ uoyhg od -0IOTW PIANQLISI] yipimpueg orweuA(q onsadorT osiazadng ‘[e 10 o1opeURq
Surnpayos
jsonbar pue juowr Q0TAIOS uors
-9oe[d Qo119 JuIof dVI1LVIN DA -0I0TW PIANQLISI] orweuk(q orweuAq -sa18a1/pasiazadns/ (2207) ‘e 1R NS
SOOIAJOS
eIpowmnu jo sur Q0TAIOS Kouojer| % uors
-uonisod ay) aaoidwy aGVILVIN 3oq -0IoTW PANQINSIJ  SUIUOISIAOI] AJIAIIS orweukq  -saISoy/pesiatedng  (qzz0T) Te 10 solues
syIomIau DN
ur oInjrey S o[urs e
jsurede uoneziundo QOIATAS Anpqe uoISSaIZY
QUWIT)-}TB)S QATIUSAAIJ wrgSoqt DAN -0I0TW PANQINSI(] -191 29 Kouoroyyyg orweukq Teour/pasiazedng (720T ‘Te 10 eyeL
(oW
HOW) uonewmsd
(LOY) 2an92[qo urey (90OY) 10eurs  (¢OY) wipereg armoyore ddy (€OY) 2an22[q0 Qomosay  (1OY) onbruyos) TN SQOUAIYY

(ponunuod) g sjqer

pringer

A s



Page 410f64 61

Machine learning methods for service placement: a systematic...

sjuour
-uoIiAud Sunndwod
Soj oreos-[ews ur
Q0udSI[[AIUI [RIOYIIIR
uo paseq suonedrdde
JO[ JoJ poyjow Sur
-[NPAYDs Sk} dTeME

-Kouaye| e asodoig
sapou S0J usamiaq
SYSB) POpLOJO
pUE SUOI}OUUOD
QOTADP JO UOTISURI)

loows Y} ISISSY

suonesrdde

107 10} A3o10uyod)

a8e10)$ JO UOTII[S

JuaSi[reIuT J0J

PpauSISop arema[ppIut
POSeq-IoOMIoU [eINAU Y

NAMDN UT S90IAIDS
4o oy Sururea|
JuswedIojuIay doaq
M SWAYDS UOTILD
-O[[& S32INOSAI OIpRI

Surmoas e Surpuedxyg

wig3oqt S04
WSV T S04
jduoseael pnoD-304
uopid NMON

90IAI0S
-0I0TW PANGLNSI

90IAI0S
-0I0TW PANGLNSI

901AI0S
-0I0TW PANGLISI]

QOIAIAS
-0IOTW PANQLISI

Kouare| JI0MION
29 owl], osuodsey  puBwWOp-uUQ [eInaN/pasiazadng (zzo7) wr

SI0MION] [BINAN

pPIemIog-paog 1okeT  (6T07) UeIeMSOUBIA
UOT)BZI[T)() 90INOSIY orwreukq -3a1y [ /pasiaradng puE UOWIAA]

Anpqe JIomIoN
-[TeAY 95RIO0IS 29 VIS puBRWAp-UQ [eInaN/pasiatadng (1202) ‘Te 19 ystueq

(LOY) 2an00(qo urey

(90Y) 103eUIS  (SOY) wSIpered

(70
armoayyore ddy

uonezimnn
wnnoadg asearouy
29 uondwmnsuo) JI0MION
K310ug 29 SuIsuog [emaN uoneSedoig
-wnnoadg eonpay orwreukq yoeg/pasiaradng (2202) T8 12 Sued
(oW
UONBWIS
(€O¥) 2an22[q0 Q0mosay  (10Y) anbruyo9 TN SQIURIAYY

Juouraoed 9JTAIS J0J SWIIIOSTE SI0M)QU [eInau pasiaradng g 3|qel

pringer

As



P. Keshavarz Haddadha et al.

Page 42 of 64

61

JI0MIoU [RINAU
pUB UOISSAIZAT JBAUI]
Sursn pojuowduwr
SH(@D) aseasiq

uoISSAIZY o1sIS0]

Aaupry] ooy jo QIIAIIS Kouaroyyy [eAarnoy 29 JIOMIQN [RINAN (8102)
[epow uonorpaid oy, 19zATeue Ty pnoD -0I0TW PIAINQLISI BIR(J 2 AORINDOY orwreulq puqAy/pasiaradng ‘Te 19 ZIZe[opqQy
(ox:y]
0w uonewnso
(LOY) 2anoefqo urepy  (9OY) Ioyenuiig  (SOY) wiIpered amjoayore ddy (€OY) 2an00lq0 Qomosay  (1OY) enbruyda TN SOOULIRY

(ponunuod) 6 3jqer

pringer

A s



Page 43 0of64 61

Machine learning methods for service placement: a systematic...

SANIO YOLI-BIep
o[dnnw woij paured]
93paymouy Jorxd Furr
-19Jsuen Aq Uoneso|
21038 Tewrndo 10§ ejEp
JUSIOLNSUT [IIM SANID
mau ur douewriojrod

QOIAIDS

Sur

uonoipaid Suraoiduy VIN Io1 -0IoTW PANQLISI uoneoo| OIWRUA(  -UIBdT IQJSueRI], mooum_ (0207) 'Te 30 ueyng
(@¥1D) aseasiq
Kaupry] ooy) QOIAIOS Qw1 ], 90UFIAUOD) Sururea1-O
Jo [opowr uondIpald PnoD gV ILVIN -0IoTW PANQLISI 29 urmpayos ysex, orweuAq doog/paesiatedng (0207) T8 19 SuoQg
SIOATOS
pnopo 03 diysuoneyar
90uapaoa1d YIIm syse) QOIAIOS Sururea1-0
9[npayds Aqresrwreuiq GV ILVIN 101 -oomw panquisiq  uondwnsuo)) A3ug orwreuAq dos/pesiazadng (6107) 'Te 10 uey
Sunjew QOIAIOS Surureo
-UOISIOdP PEOPYJO uoyhg eI -oIomu paynquusiq  Anueng) 19s) 29 dWIL], orweuAqg doog/paesiatedng (£202) ‘T 19 noH
syse} QOIAIOS Suturea
uoneindwoos orweukq uoyIAg DA -0IoTW PANQLISI] KovInooy 29 Q] orweukq dosypasiazadng  (0Z07) ‘Te 1° Sueny
Qoeds [eIn)no
e opIsur pakojdap
wAIsAs Surioyiuowt
IO yjoolan[g SAISBAUT
-uou & woij 3uruod
eyep o) parjdde £30]0
-poyjeuwr Jururea] doap QOIAIAS Surures|
B SSNOSIP PUE JUISAIJ eAR[ 101 -0IoTW PANQLNSI(T So0 Suryoig dooypesiazedng  (0z0T) Te 30 ITeIdId
(20w
O uonewnsd
(LOY) 2ano9(qo urely  (9OY) Jorenwis (SOY) wipered armoaryore ddy (cOY) 2an92[q0 Qomosay  (1OY) anbruyoa A SOUAIJY

Juowaoed 9014195 J0J swyjLiod[e pasiazadns doo (1 3jqel

pringer

As



P. Keshavarz Haddadha et al.

Page 44 of 64

61

SUOI)OUNJ 3800
pauyop-aid uo peseq
SIOUB)SUT MIU JO JUIU

9JIAISS

AYTIQRISUT 9JTAIOS

-ooe[d oy sa[npayds 19[B3S Soq -0IOTW PANQLUSI]  PIOAE ‘il asuodsal  puewop-uQ VSIVS/Td (0207) 'Te 10 tesg
Aiqe
-yoeal pue AJI[Iqe[ieAe
QOIAIDS UreIUIRUL
0) SI180 SUIALIP-J]oS
10§ suoneordde QOIATAS quir, asuodsoy
TB[NOIYIA SWIT-TeyY QMU 101 -0I0TW paNqLnsIq %9 Aoude 29 OO PuBWIdP-UQ Sutured -0/ T (TT07) T8 10 oSN
wpoge juowaoed
oy jo uondwnsuod QOIAIAS yipimpueg (2200)
90IN0SAI AY) SIONPIY AV ILVIN 3oy -0I0TW PANQINSIJ 29 Aouoje] 29 ASIoug dATIIpaI] TIOW/TI ‘[@ 10 UBWLISYOAH
SUOTIBOO] JUSISYIP
JIOAO $90IN0S3I 30§
9[qR[IBAR WNWIXBW
oy Surzinn Aq peoy QOIATAS
S.pNo[d 9y} asealIdag dVILVIN 101 -~0I0TW panqLusIq peo] 9ATIOIPaId Sured -4/ T4 (0207) T8 10 reyTR]
Joked yiomou Kouaro
NV Y- 9y oz1uurxew -yJg wnnoadg %
0} Surwre Judwaoe[d 0IAIS  Adudrouyq 29 AS1oug
(9yoed) Juaru0) uoyAg NVI-d -0IOTW pANQIISIJ  -YSTH 29 AOUAR[-MO] QATOIPaI] Sururea1-0O/Td (0207) 'Te 19 UBk
Kouaje|
uoIsIoap JOIAIDS wnwirury 1opun
Surpeopyo rewndo dVILVIN 305 -OIoIW pANqLnsIq Suueeq peo| QATIIIPald JAN/Td (6100) T8 19 3org
uswaoe|d (6102)
JI9UIRIUOD JseqeIe( AV ILVIN I01 SIYI[OUOIN syuawanbay SoQ) 9ATOIpald Jdan/1d ‘T8 19 B{SAOYO0Y
(0w
xO¥) uonewnss
(LOY) 2and2(qo urely  (9OY) 10lenuuis  (¢OY) wdipered armodyore ddy (€O 2an22[q0 Q0mosay  (10Y) anbruyoo TN SQIURIAYY

Juouraoe[d 991AISS JOJ SWIIIOT e SUTUIES] JUSWAdIOJUISY || d|qeL

pringer

A s



Page 450f64 61

Machine learning methods for service placement: a systematic...

own Jur

-1odwre) pue ‘Aoudye|
UOISSTWISUET) ‘9ZIS
93®10)s AU} J0J SUOIS

AJIAISS

a3e10)g

-s01dX0 WI0J-Paso[) IV ILVIN Soq -0I0TW PANQINSI(] 29 AouojeT 29 AJLINodS orweukq Jaw/Td (7207) 'Te 1 oeH
opou
S0J o1qens jsowr oy} Kqrxoy
je suoneorjdde Jor Q0IAIAS 29 150D Teuonend
pa[qeud-50 saoeld dVILVIN S04 -0IoIW pANqLnsIq -wo 79 Aiqe[eds orureuk(q BIRN/TY (0200 'Te 10 Juy
QOIAIAS PNOJO uon
10§ yoreoidde Suruors -BZI[1}[] 90IN0SAY (8102)
-1A01d 901n0sal pLIQAH wis pnop) pnopD sryjrouowr 29 150D [B10], orweuAq SuturesT-O/Td  [e 19 IURIY-19BQOYD)
Arnn aremy-goQ
UoRZIWIXeU! 90IAI0S 29 uondwnsuo)
Annn areme-goQ) uoykg od -0I0TW PANGLISI A319ug 29 Aoudre] orwreukq BRI/ T (eZZ07) TR 30 UAYD
uonsasuod
SJomlou snur A)nn Qoue
PoASIYOE Sk paulyep Q0TAIOS -proAy uonsesuo))
“Kynn oy oziundo uoyikdq od -0IoIW PANQLISI 22 ANDN HOMIN oneukq Sururea -0/ T (6107) Te 10 Suepm
Kouaye|
wopqoxd 901AIRS 2Y) Surziu
SuryoeD 901AIOS dATRT QOIAIIS -TUTA] 9[IYAA 1S0D)
-0qe[[02 9} SIB[NULIO] AV ILVIN I01 -0IOTW PAINQINSI(] 9OTAIOS O} OZIWIUIN  PUBWIIP-UQ JIpueq powWIV-3[ (2207) Te 10 Sueny
adesn
Korjod yuswaoed QOIAIS Sunndwo)) ‘oFesn
QOIAIAS PIZI[BNUIIJ wrs Sojy Soq -0IOTW PAINQINSI(]  SHOMION 29 Aoudje]  puewop-uQ vonezrumdQ/ T (2207) ‘Te 10 tuewnng
(20w
O uonewnsd
(LOY) 2andafqo urely  (9OY) 10jenuuis  (¢OY) wdipered armodyore ddy (€OY) 2an22[q0 Qomosay  (10Y) anbruyooy A SQOUAIYY

(ponunuoo) || ajqeL

pringer

As



P. Keshavarz Haddadha et al.

Page 46 of 64

61

WISTURYOIW
Juawede[d 9o1AI0S

QJIAISS

npueg

paSeurw-19sn aandepy uoykg OFIN -0I0TW PIANQLISI] 150D 29 Koudje| orweukq pawLy-NA/ T (1202) 'Te 12 ok,
SIasn-puo QOIATAS Kero(q 25
I0J SOQ) OZIWIXBIA uoykq DAN -0IOTW PANQINSI(] -IOAY Y} 29 KovInooy omueuAq  ypueqg poury-S/Td  (1207) Te 30 uospnyg
juowaoeld
901A19s Juauodwos
-n[nuW SUI[UO Qo1AIes  oney Qoueydoody 2
QTEMEB-00UIOJIIU] GV ILVIN o4 -o1omw panqInsyq  uondwnsuo)) I1omod orweuAqg TION/ T (1207) 'Te 19 ueyq
9Bl 90Ud3
-IOAUOD PUE QOUBUX 90TAIOS Kouder|
-10J10d pogjuerenn aGVILVIN 101 -0I0TW PANQINSIJ 29 oney 2oue)dodoy orweuAq Surures -0/ T (8107) 'Te 32 Sueyz
uonduwns
-uo)) A31ouyg 2%
S0 ayy Aniqerey % 1500
Suroueyuo £q ansst QOIAIAS 29 owi[, osuodsay (1207) aod
uonisodwod so1A19g dVILVIN 101 -OIoIW pANqLnsIq 29 Aipiqereay orureuk( JAN/Td -IwrABN pue ejog
sonsst
SULIOAR[-SSOIO QAJOSAI
01 2INJOAIYIIE pajed
-qjur ue ur ssaoo1d Q0TAIOS ey Jouryg % (1200)
uoneI3Iu oY) [OPOIN aVILVIN DI -oIoIW pANQINSIJ  Qwi], [euoneindwo) orweuAq Janw/Td ‘[e 19 yopysemey]
Nliel
-odwoo Jo 10 € Sso1oe
Surssoooid weans Sur QOIAIS yIpimpueg
-uonnied A[eonewoiny GV ILVIN 10I -0IOTW PAINQINSI(] 29 Aouaroyy AS1oug otweukAq ueisokeq/Td  (8107) Te 10 S110qOY
(oW
O uonewns?
(LOY) 2andafqo urely  (9OY) 10jenuuis  (¢OY) wdipered armodyore ddy (€OY) 2an22[q0 Qomosay  (10Y) anbruyooy A SQOUAIYY

(ponunuoo) || ajqeL

pringer

A s



Page 47 of 64 61

Machine learning methods for service placement: a systematic...

sordues

pue sajepdn judrpers
JO Ioquunu [[euws
1M SJUQWIUOIIAUD
mau 0) 3sey ydepe
ued YOIYM ‘SuTuIes]
JUSWIODIOJUTI-R)W
uo paseq poyjow Sut

QJIAISS

-peopjo yse) e asodoig uoykg D $$0V-NINA -0I0TW PANQLNSI] Kouaye| orweuAq RN/ T (0202) Te 12 Suepy
uoneziwndo Aorjod QOIAIAS 1800 ‘YIprmpueq
rewrxoid uo paseq wAn Tyuadp pnopD -oomu panqinsiq  ‘uondwnsuod ASroug orweuAq ANVO/TS  (92207) ‘[e 10 sojues
Juawede[d ureyds uon
-ounyj 9OIAIdS UOHLZ Q0IAIIS 90IN0SNY
-tundo 9A12a(qo-nnA wreyokd I0I -omIW paINqLusiq 7 Ke[o( yipimpueq orureuk( JAN/Td (200 e nr]
Surures] uon
(VSYVS) uonoe-aiels QIIAIS -RZI[1}) 0IN0SIY
-pIemMaI-UOIoR-AelS uoyihg 101 -0I01W PANGLISI 29 Surouereq peo otweukAq VSAVS/TI  (1207) ‘Te 10 1eyssy
(oW
((Z0):0) uonEwnsd
(LOY) 2ano9(qo urey  (9OY) Joenuurs  (GOY) wsipered a1moayyore ddy (€0O¥) 2a192[q0O 20mosay  (10OY) onbruyosy TN SQOUAIAYOY

(ponunuoo) || ajqeL

pringer

As



P. Keshavarz Haddadha et al.

Page 48 of 64

61

SJUQWUOIIAUD SNOLIBA
Iopun YIOMJOU [eaI ©
uo juowadeld pue Sur
-Z1S ANA 1odoid uredp
ued Jey) poyIowW Ty

PjeId[OdE Uk 9sodoig
SpIeMAI
Surueans o9pIA uo
$aA199[qo ssauITey
pue goQ) dzrurxew o)
pue syuade ordninw
Suowe suonnqrysip
yipimpueq azrundo
0] SN SMOJ[E I] "SOAT}
-09[qo Ieaurfuou
yim swrqold Jur
-uIes[ juaSe-nrnu Joj
paudisop wypLode
juarpeld Aorjod e

‘QMUY-DJVIA 258I0AT

QOIAISS

-0IOTW PANQINSIT  AOUdleT 2 YIpImpueqg

QOIAISS

-0IOTW PANQLISI ssouIte 29 o0

orwreukq

orwreukq

OLIeD JUOIN/TYH

(6102)
‘Te 10 eAoueyeN

(9TT0?) " 10 Suepm

(LOW) 2ano0(qo urey  (9O¥) Jore[nuuig

(SOY) wsIpereq

O

armodyore ddy (€OY) 2an22[q0

(209
uonewnsa
JINOSAY

(10¥) enbruyoa TN

SAOURIRJY

(ponunuoo) || ajqeL

pringer

A s



Page490f64 61

Machine learning methods for service placement: a systematic...

poyjour
ONLID-1010Y Y}
Sursn juowadeld uon

9JIAISS

(1200)

-eorjdde paynquisiq wig3oq1 S04  -o1omw pANQINSI] 1S0)  puBWIdP-UQ T doog ‘[e 19 1ZIepnon
DHIN Snoaus3019)9Y
9[e0s-93xe] ur syse) Q0TAIOS Kouoje|
9[Iqow SurIsn[) wig3oq1 S04  -o1oTW pANQINSI 29 pROT YIOMION  puewop-uQ  Sutured]-O) deoq/ Ty (0207) TR N
9OUQLINIO0 SPUBWIAP
910J0q SUOISIOP 901AIOS
Juowadeld Sunyey wIgpnor) pno[y  -oIoTW pAINgLISIg Ne) orweuAq Tddoog  (B1207) ‘Te 10 Twes
sopou
Soj jo [00d © 19A0
S901AIOS 30§ JO JuaW 90IAIOS Sur (1202)
-o8eueW paseq-onfeA dVTILVIA Soq -oIomw pANQLISIq AN paseg-onfeA  puewdp-uQ  -ured -0 doaq/ Ty ‘[& 12 11RO [0d
19poIN Kejog
[PWIUTIA B SB WI[
901AIOS -qoI1d uoneso[y Sur
uonnqLISIp JUAUOD uoylkq NVY-d  -ororu panquisiq oomosay rewndg  puewep-ug  -ured -Q dea /Ty (7207) 'Te 10 Sueq
Surures| yipimpueg
JUQWISDIOJUII AT) 29 Aouaye] 29 o],
-o0lqo-nnw Sursn 901AIOS osuodsay 2 uon Sur
Juowaoe[d 901AI0S GV ILVIN S04  -o1o1W pANQINSI -dwmnsuo) A31ouyg aanoIpald  -urea -0 doo/ Ty (2207) 'Te 19 oeyz
(46}
+Od uonewnsd
£LOY wre urep 90Y Jojenuis ¢OY wSipereg ayodyore ddy €OY 2An02[q0 Q0mosay  [OY enbruyooy TN SQOUIJY

Juowaoe[d 99TAISS JOJ SWILIOSE JI0MIQU [eInou Surures] juswaoiojurar doog L 3|qeL

pringer

As



P. Keshavarz Haddadha et al.

Page 50 of 64

61

uoneoo|
QJowrar e ur ore Aay)
Q0UIS SISAIIS PNO[O

Jo Apiqereae oy
uo A[a1 jouued suon

9JIAISS

ATowaw
‘qoQ) 291500

-eoridde [eonio-own uoylkq Soq -0I0TW PIANQLNSI] 90In0saI ‘A310Uy  puBWIAP-UQ T doog (7207) ‘Te R eyf
suoneorjdde sno
-11eA AQ $92IN0SAI JO
93esn oy} Jo purwWOp OOIAIOS  SOOINOSAI J[qR[IRAR
s1osn oy} Sunorpaid VIN D9 payoddns-DHN  -0I0TW pANGINSI(] ‘a8esn 90IN0S9Y ~ PUBWIAP-UQ TI dooq/daN ~ (Q1207) ‘Te 10 Twes
SoouR)Sul
ANA Jo Ioquinu 9y}
Jno/ur 9[eds 03 ureyd uondwnsuod
QOIAIOS JOT 9y} 0] AS10u0 ‘vonezImN
wopqod Juswaoerd QOIAIIS wnnoads ‘Aoer
pue Sunnoi jurof aGVILVIN S04  -o1oTW pANQINSI -NOOB UONOIPAIJ  PUBWAP-UQ Tddood  (1707) ‘Te 10 weyq
Kouaroyye A310u9 uo
pasnooy Sunndwod (Kouayer
3oy ur uoneooye Jur QIATeS 29 dFesn ngD ) Sur
-UTeYD UOTIOUNJ 9OTAISS woJ-wAn Soq  -orotw pAINQINSKJ  -UOISIAOId 90IN0SY — puBWOP-UQ Tddoog  (1707) ‘Te 10 sojues
juswaoed
Suryoed 901AIOS pue
‘UoneBIO[[E 90IN0SAX
‘Furpeopjo uon
-eyndwod Jurziundo juowadeld
Apurof 4q o3esn SuIyoed 9JIAIAS
Q0INOSAI JIOMIQU pue ‘uoneoo[e
pue Ae[ap Surpeopjo QOIATAS 90IN0salI ‘SuIpeo| Surures| poje
[£303 9y} oZTurtut aVILVIN oddn - -oloru panqgrnsi -jjo uopendwo)  puewop-uQ  -1paq % TY doa (0207 Te 10 nK
(46}
+Od uonewnsd
LOY wire urejy 90 Jojernuirs GOY wsipered amoayore ddy ¢OY 2a192[q0 20mosay  [OY onbruyos) TN SOOUQIJY

(ponunuod) | ajqeL

Springer

Sl



Page 510f64 61

Machine learning methods for service placement: a systematic...

yoeoidde
SuruIesy JuawadI0)

QJIAISS

1802

JIOMION [eINON

-ura1 doop ysej-nnw uoypkg AOI -0I0TW PANQIISI]  [e)0) ‘peof ‘Koudje] orweukq 2 T9 doaq/ 1y (0207) TBR 1O
juawaoed
901A19s Sunndwod
pue Suryoed jurof ay)
$9)1e31ISOAUT PUR W) 9OIAISS Juswaambaz
-sKs 10] pa[qeus-a3pa [o10)Aq DA -0I0TW PANQINSIJ  AOUd)e[ 2990IN0SAY orweuA(q T9dead  (qZz07) ‘Te 30 usyD
Jurures] JuawadIo
-urox doop JOT 10J
JIomawej uore J0IAIIS Kerop Surssaooxd
-S9UI0 dTRUAp DS XHOMIIN DHIN  -OIOIW pajnqgrusiq 29 W) UOISSIWSURI], orweuAq T doag (0207) TR OIT
93pe spomieu own
9} J€ $92IN0SAI AY) 901AI0S unJi Jo Jsod [euon
afeuew Apuaroyje uoykg Dd -0I0TW PANQLISIQ -e1odo 29 A)IQON orweuAq Ty deag (6107) ‘T8 12 Suaz
wypLogde Sur
-UTB9] JUSWAIIOJUIT
QATISUas-yst1 doap Q0TAIOS uondwnsuod T
[oaou & urdofoasp wiS STA 101 -o101TW pANQLISIq  Jamod 29 Surnpayog paxIu  ANISUAS-YSTY dosa(g (0202) 'Ie 12 noyz
Kpeanoeoxd
suorsIoop juowaded Q0TAIOS
snoaue)ue)sul wiojad uoylkq S04  -o1omwu pANqInsIq  AI[Ie[IBAR 90IN0SAY orweukq Tgdoog  (B1207) ‘Te 10 Twes
sjuauwruoIiau Junnd
-wod 30§ 10} WIISAS
Suljpuey MogIoA0 901AIOS
uoneda133e dnoid yse} uoykg Soq -0Io1W PANGLISI SO0 orweuAq T deag (1202) ‘T8 1 1y
(46}
+Od uonewnsd
LOY wire urejy 90 Jojernuirs GOY wsipered amoayore ddy ¢OY 2a192[q0 20mosay  [OY onbruyos) TN SOOUQIJY

(ponunuod) | ajqeL

pringer

As



P. Keshavarz Haddadha et al.

Page 52 of 64

61

S90IN0SAI
Sunndwoos pnofo
0JUO SPEOPJIOM J[BDS
-a3xe1 Surnpayos jo

ssaoo1d oy QjewOINE
K3orens 3ur
-[NPaYOS [BIIYIIRIANY
B [JIM SJUSWUOIIAUD
3oy ur SuISuASpMOId
aniqowr Surjqeus

SHOMIWEI) € 90NpOIUT

s1)sn[d
IoAIes o[dnnur 03 1
Surpuoixe pue Sur
-UIBI[ JUSUIIOIOJUIAT
doap Sursn wyLr
-03[e Surnpayos
qofl pasodoid

Apuadar e Juraoxduwr
[opowr
(T4Q@) Surures
JuawadIOjural dosp
® pUE ‘[opoul J[0YM
ayp jo Kiiqe uon

-e131w oy Juraoxdur

o
901AIOS Sunrem yse) ‘uon
-oIo1w pAINQINSIq  -eIndwod 901mosay

QOTAIAS
-0IoTW PANQLISI Surnpayog
QOIAIIS Sur

-0IoTW PANQINSI  -[NPayds qof owﬁo\.i

QOTAIAS
-o1o1wt pAnqLysiq  uondwnsuod AS1oug

orwreukp

orweuAq

orwreuAq

orweuAq

T deaq

Td deag

Ty deaq

T doaQ % el

(1200) e 12 qnoly

(96107) e ¥R I'T

(L100) "Te 10 uay)

(0202) Te 12 uay)

LOY Wre urepy

90y Jojenuiig

yOd

amoayore ddy ¢OY 2a192[q0

0
uonewnsa
A2INOSAY

1O¥ enbruyoas T

SAOURIRJY

(ponunuod) | ajqeL

pringer

A s



Page 53 0f64 61

Machine learning methods for service placement: a systematic...

potrad Suriojruowt
ay) 10 sysonbai
Q01AIRS Sumrwpe Aq
Iopraoid 901AI0S Y}

9OIAIAS

9jel SulALLIR

Jogoxd o ezrwrxey dVILVIN OHIN  -Odotw painqLnsiq % 9ZIS JIOMIN orureukq g dooq (1200) T80 17
Aniqowr
s,o[01yeA 9y} SuLIe 93esn 901nosar
-pIsuod o[IyMm Ae[op 95pe ‘vonezimn
901AIOS pue agesn Q0UB)SUT QOTAIOS
90IN0saI A3po wnwr avi QOTAIRS ‘ssouarej ‘Kefop (1207) Awesning
-IXew oY) Surzrumunu - LVIA PUe OINNS AO[  -OIOTW PANQINSIT Q01AIOS 9eIoAY orweuk(q T doog pue ndpey,
Qoud
-119dx9 Juowaded
snoraaid uo Suikjar
noym syuawaoed QOTAISS QouB[Eq PEOPLIOM
[ewndo aAdtyoe aVILVIN OHIN  -OIdIul painqrusiqg 2% Ke[op $5900Y orweukq  y10mN-O doo@/ T (2T07) Te 10 ong
sunyyrose
AIeuonnjoad pue on
-SLINQY [eUOnIpeI) Jo
suone)IWI[ 9y} WO
-I9A0 0) ‘WyjLIos[e
Juowade[d §OAS QOIATAS Kouayey
ONLID-I0}08 ASYSAGaYD) JIOAJOS 1q0IND) JIOI  -oIoTW paIngInsiq 2y oner ooueydoooy orweuk(q TIOW deaq (1207) TR I
uoneooe
90In0sa1 pue ‘ur
-[NPaYds PeoyIom
9uowadeld a01AIOS QOIAISS un asuodsar Sur
J0 uonezrumndo jurof uoylkg IOl  -OIOTW PIANGINSI] 901AI0S 95eIoAY oweukq  -ureaT-O) doo/ Ty (0207) T8 30 oeH
(46}
+Od uonewnsd
LOY wre urepy 90O Jolenurg SOY wdipereq amoyore ddy ¢OY 2an%2(qO Q0mosay  1OY onbruyod) T SQOUQIJY

(ponunuod) | ajqeL

pringer

As



P. Keshavarz Haddadha et al.

Page 54 of 64

61

JUSWUOIIAUD
PLIQAY 2Y) Ul SOIAP
JO] Jo own Sunrem

QJIAISS

9SeIoAr o) 9onpay uoylkq IOl  -OIOTW PIANQINSIT ow) asuodsay] oTweuA(q  SHOMION [eInoN/ Ty (0207) Te 1 uay)
S90IN0SAI
a3pa payruf Jo
uonezInn JUIOYJ
Surropisuod A[sno
-oue)[nuwIs pue Ke[op
y) Surzrwrurw

I[IyM dousrIadxa QOTAIOS  JUTBIISUOD 9OINOSAI (£207) Awresnann

19sn oy Suraoxduy dVILVIN AOI -0I0TW PANQLISI] Jopun Adudie| orweuAq Ty deaq pue andje],
SJUTRIISUOD
90INOSAI puE ouUI|

-peap Jopun Aoudje| 90IAIOS 90IN0SAI ‘QUI[PBIP

pue 1500 JUIZIWIUIA wAo ryuadp Soq -0IoTW PANQLISI]  Jopun Aoudje[ 10D orweuAq Ty deag (€200) "B 12 2reZ
K32ens ur
-[NPaYds [eITYOIRIANY
B [IIM SJUSWIUOIIAUD

S0y ur SuISuASpMOId 901AIOS (€2020)
oriqow Surjqeuy wIsyy IOl  -OIOTW PIANGINSI] Kouojer| orweuk(q Tq doog ‘Te 19 Ye[[epqy
(46}
+Od uonewnsd
LOY wire urejy 90 Jojernuirs GOY wsipered amoayore ddy ¢OY 2a192[q0 20mosay  [OY onbruyos) TN SOOUQIJY

(ponunuod) | ajqeL

pringer

A s



Page 550f 64 61

Machine learning methods for service placement: a systematic...

SYI0MIOU [RINSU
OM] [JIM YIOMIWBI)
TY SBLDH-100Y

ue uIsn pue ‘peoj
[meysorq Y3 pue
QOIAIRG Jo Aypend)
I9sN 9Y) JUNOJOE
ojur Surye) 9Iym

Korjod qdD ayy usisop

Sunndwoo a8pa

uI Q0UQJJU] puE
uswade[d (NNQ)
SIOMION [eINON
daa( Jo Juowraoed
rewndo jo [opowr

181y 9y osodoxd

QJROIUNWIOD MO
-1ad ‘9indwos suon
-eordde Aysnes o3
QIMo9)IYdIe PNno[)
-OHIN PareIapad-10]
ueqin), 9y ur suon
-eorjdde jo 105 ® 10§
Juowade|d 201AI0S
pozrumndo (Kouayer)
SoQ) pue A31ouo

10 UOTIR[NULIOY —

ddNsoOugueqin

101

od

uoneIoqe|

10D PRo[D-DdIN

QOIAIIS
-0I0oTW PANQLISI

Q0IAIOS

-0IOTW PANQLISI

QOTAIAS
-0I0TW PANQLISI

Kouaye[ 29 93vI01S

peoj 29 Aoudje]

qwn uonedTUNW
-wod ‘ewr ndwo)

orweuAq

orweuAq

puewap-uQ

remaN doap; T

-oa10jurey deaq
uonoe-nnw/ T

(1202)
[e 10 yopezprury

(0202)
‘Te 10 woesuag

(2TT00) T8 10 [esueg

LOY Wre urepy

90y Jojenuiig

SOY wsipered

YOI
amyodyore ddy

€OY 2A1292[q0

0
uonewnsa
A2INOSAY

1O¥ enbruyoas T

SAOURIRJY

(ponunuod) | ajqeL

pringer

As



P. Keshavarz Haddadha et al.

Page 56 of 64

61

SoWwAYDS
juowaoeld jsed oy
Sunnooxa jo Ayiqe
-qoid a2y} asearour
03 poygowr Suruny

B )M PIJIOJUII
ST Jey) wyose
Sururpy ydeiSqng

juonbaiq e osodoid

doeds o1e)s YI0Mm)U
snonunuod agre|
IIM [eap 0] SYTom
-Jou [eanau daop sasn
d0Oad “Aresyroads
dOd Awayos judut
-o0e[d DS auruo
paseq-syIomiau-Q)

daap s[qnop e asodoxd

wopqoid uonez
-twndo pouadnnu
e se suoneodrdde 1y
Ioj (spopowt NNA
‘A[oureu) sao1AIoS
Jo juowaoed
JURIOYJe-A319Ud JO

woqoxd o) [opow

QOIAIAS Q0OUBWLIOJId]
-0IOTW PANQIISI 29 9ITAISS JO ATend)

ndySnoiyy 2
IAIS  KJ[IQR[IBAR DIAIIS
-0IOTW PANQLISI 29 Uoner ddueydedoy

pIoysaIy) & ma[q
Q0IATes  Aouaje] Surdoeay Aq
-0Io1W PANQLISI Kouaroyyyg AS1oug

orweuAq

orwreuAq

orweuAq

Sururea1 dooaq/ Ty

vﬁOkﬁ@Z
0 dod s[qnoa/ Ty

JI0MION
reanaN doo/ Ty

(£200) e 10 TUZAN

(1207) 'Te 30 Suepy

(zT00) reppeyn
puE IeYUesSwolg

LOY Wre urepy

90y Jojenuiig

yOd

amoayore ddy ¢OY 2a192[q0

0
uonewnsa
A2INOSAY

1O¥ enbruyoas T

SAOURIRJY

(ponunuod) | ajqeL

pringer

A s



Machine learning methods for service placement: a systematic... Page 57 of 64 61

Author contributions All authors contributed to the concept and design of the study. PKH collected and
analyzed the data. The survey of the project and the validation of the results were done by MHR. MM and
AS were remote scientific advisors. PKH wrote the first draft of the manuscript, and all authors commented
on earlier versions. All authors read and approved the final manuscript. This article reports part of the scien-
tific findings of an academic Ph.D. thesis. The thesis was presented by PKH as the student and MHR as the
thesis supervisor.

Funding The authors did not receive support from any organization for the submitted work.

Declarations
Conflict of interest On behalf of all authors, the corresponding author states no conflict of interest.

Informed consent Informed consent was obtained from all participants included in the study.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the
material. If material is not included in the article’s Creative Commons licence and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Abdelaziz A, Elhoseny M, Salama AS, Riad AM (2018) A machine learning model for improving health-
care services on cloud computing environment. Measurement 119:117-128

Abdellah KACI, Ait-Chellouche S, Hadjadj-Aoul Y, Bagaa M (2023) RAP-G: reliability-aware service
placement using genetic algorithm for deep edge computing. 2023 IEEE 20th consumer communica-
tions & networking conference (CCNC). IEEE, pp 255-260

Adege AB, Lin HP, Tarekegn GB, Munaye YY, Yen L (2018) An indoor and outdoor positioning using a
hybrid of support vector machine and deep neural network algorithms. J Sens 2018:1-12

Alenazi MM, Yosuf BA, Mohamed SH, El-Gorashi TE, Elmirghani JM (2022) Energy Efficient placement
of ML-based services in IoT networks. 2022 IEEE international mediterranean conference on com-
munications and networking (MeditCom). IEEE, pp 19-24

Alli AA, Alam MM (2019) SecOFF-FCIoT: machine learning based secure offloading in fog-cloud of things
for smart city applications. Internet of Things 7:100070

Alsaffar AA, Pham HP, Hong CS, Huh EN, Aazam M (2016) An architecture of IoT service delegation
and resource allocation based on collaboration between fog and cloud computing. Mob Inf Syst
2016:1-15

Amidzadeh M, Al-Tous H, Tirkkonen O, Zhang J (2021) Joint cache placement and delivery design using
reinforcement learning for cellular networks. 2021 IEEE 93rd vehicular technology conference
(VTC2021-Spring). IEEE, pp 1-6

Anwar A, Raychowdhury A (2020) Autonomous navigation via deep reinforcement learning for resource
constraint edge nodes using transfer learning. IEEE Access 8:26549-26560

Arif M, Azam F, Anwar MW, Rasheed Y (2020) A model-driven framework for optimum application place-
ment in fog computing using a machine learning based approach. In: Information and Software Tech-
nologies: 26th International Conference, ICIST 2020, Kaunas, Lithuania, 15-17 October 2020, Pro-
ceedings, vol. 26. Springer, pp. 102-112

Arri HS, Singh R, Jha S, Prashar D, Joshi GP, Doo IC (2021) Optimized task group aggregation-based
overflow handling on fog computing environment using neural computing. Mathematics 9(19):2522

Asghari A, Sohrabi MK, Yaghmaee F (2021) Task scheduling, resource provisioning, and load balancing
on scientific workflows using parallel SARSA reinforcement learning agents and genetic algorithm. J
Supercomput 77:2800-2828

Aznavouridis A, Tsakos K, Petrakis EG (2022) Micro-service placement policies for cost optimization in
Kubernetes. International conference on advanced information networking and applications. Springer,
Cham, pp 409-420

@ Springer


http://creativecommons.org/licenses/by/4.0/

61 Page580f64 P. Keshavarz Haddadha et al.

Baek JY, Kaddoum G, Garg S, Kaur K, Gravel V (2019) Managing fog networks using reinforcement learn-
ing based load balancing algorithm. 2019 IEEE Wireless Communications and Networking Confer-
ence (WCNCO). IEEE, pp 1-7

Balasubramanian V, Aloqaily M, Reisslein M (2021) FedCo: A federated learning controller for content
management in multi-party edge systems. 2021 International Conference on Computer Communica-
tions and Networks (ICCCN). IEEE, pp 1-9

Bansal M, Chana I, Clarke S (2022) UrbanEnQoSPlace: a deep reinforcement learning model for service
placement of real-time smart city IoT applications. IEEE Trans Serv Comput 16:3043-3060

Bashir H, Lee S, Kim KH (2022) Resource allocation through logistic regression and multicriteria decision
making method in IoT fog computing. Trans Emerg Telecommun Technol 33(2):e3824

Bensalem M, Dizdarev¢ J, Jukan A (2020) Modeling of deep neural network (DNN) placement and infer-
ence in edge computing. 2020 IEEE international conference on communications workshops (ICC
workshops). IEEE, pp 1-6

Besharati R, Rezvani MH, Gilanian Sadeghi MM (2023) An auction-based bid prediction mechanism for
fog-cloud offloading using Q-learning. Complexity 2023:1-20

Bi Y, Meixner CC, Bunyakitanon M, Vasilakos X, Nejabati R, Simeonidou D (2021) Multi-objective
deep reinforcement learning assisted service function chains placement. IEEE Trans Netw Serv
Manage 18(4):4134-4150

Borelli H, Costa FM, Carvalho ST (2022) Use of multilevel resource clustering for service placement in
fog computing environments. 2022 IEEE/ACM 15th international conference on Utility and Cloud
Computing (UCC). IEEE, pp 360-365

Brecko A, Kajati E, Koziorek J, Zolotova I (2022) Federated learning for edge computing: a survey.
Appl Sci 12(18):9124

Bukhari MM, Ghazal TM, Abbas S, Khan MA, Farooq U, Wahbah H, Ahmad M, Adnan KM (2022) An
intelligent proposed model for task offloading in fog-cloud collaboration using logistics regres-
sion. Comput Intell Neurosci 2022:1-25

Canali C, Lancellotti R (2019) Gasp: genetic algorithms for service placement in fog computing sys-
tems. Algorithms 12(10):201

Chen Q, Zheng Z, Hu C, Wang D, Liu F (2019) On-edge multi-task transfer learning: model and practice
with data-driven task allocation. IEEE Trans Parallel Distrib Syst 31(6):1357-1371

Chen L, Xu Y, Lu Z, Wu J, Gai K, Hung PC, Qiu M (2020) IoT microservice deployment in edge-cloud
hybrid environment using reinforcement learning. IEEE Internet Things J 8(16):12610-12622

Chen S, Rui L, Gao Z, Li W, Qiu X (2022a) Cache-assisted collaborative task offloading and
resource allocation strategy: a metareinforcement learning approach. IEEE Internet Things J
9(20):19823-19842

Chen Y, Sun Y, Yang B, Taleb T (2022b) Joint caching and computing service placement for edge-ena-
bled iot based on deep reinforcement learning. IEEE Internet Things J 9(19):19501-19514

Chen W, Xu Y, Wu X (2017) Deep reinforcement learning for multi-resource multi-machine job schedul-
ing. arXiv preprint arXiv:1711.07440

Danish SM, Zhang K, Jacobsen HA (2021) BlockAIM: a neural network-based intelligent middleware
for large-scale IoT data placement decisions. IEEE Trans Mob Comput 22(1):84-99

de Oliveira GW, Nogueira M, dos Santos AL, Batista DM (2023) Intelligent VNF placement to mitigate
DDoS attacks on industrial IoT. IEEE Trans Netw Service Manag 20:1319-1331

Dimililer K, Dindar H, Al-Turjman F (2021) Deep learning, machine learning and internet of things in
geophysical engineering applications: an overview. Microprocess Microsyst 80:103613

Dong T, Xue F, Xiao C, Li J (2020) Task scheduling based on deep reinforcement learning in a cloud
manufacturing environment. Concurrency Comput: Practice Exp 32(11):e5654

Donyagard Vahed N, Ghobaei-Arani M, Souri A (2019) Multiobjective virtual machine placement mech-
anisms using nature-inspired metaheuristic algorithms in cloud environments: a comprehensive
review. Int J Commun Syst 32(14):e4068

Duc TL, Leiva RG, Casari P, ()stberg PO (2019) Machine learning methods for reliable resource provi-
sioning in edge-cloud computing: a survey. ACM Comput Surv (CSUR) 52(5):1-39

Dworzak M, GroBmann M, Le DT (2023) Federated autonomous orchestration in fog computing sys-
tems. In International congress on information and communication technology. Springer Nature
Singapore. Vancouver, Singapore, pp 639-649

Etemadi M, Ghobaei-Arani M, Shahidinejad A (2020) Resource provisioning for IoT services in the fog
computing environment: an autonomic approach. Comput Commun 161:109-131

Eyckerman R, Reiter P, Latré S, Marquez-Barja J, Hellinckx P (2022) Application placement in fog
environments using multi-objective reinforcement learning with maximum reward formulation.
NOMS 2022-2022 IEEE/IFIP network operations and management symposium. IEEE, pp 1-6

@ Springer


http://arxiv.org/abs/1711.07440

Machine learning methods for service placement: a systematic... Page 59 0f64 61

Fang C, Xu H, Yang Y, Hu Z, Tu S, Ota K, Yang Z, Dong M, Han Z, Yu FR, Liu Y (2022) Deep-rein-
forcement-learning-based resource allocation for content distribution in fog radio access networks.
IEEE Internet Things J 9(18):16874-16883

Farhat P, Sami H, Mourad A (2020) Reinforcement R-learning model for time scheduling of on-demand
fog placement. J Supercomput 76:388-410

Farhat P, Arisdakessian S, Wahab OA, Mourad A, Ould-Slimane H (2022) Machine learning based con-
tainer placement in on-demand clustered fogs. 2022 International Wireless Communications and
Mobile Computing IWCMC). IEEE, pp 1250-1255

Gallego-Madrid J, Sanchez-Iborra R, Ruiz PM, Skarmeta AF (2022) Machine learning-based zero-touch
network and service management: a survey. Digit Commun Netw 8(2):105-123

Gasmi K, Dilek S, Tosun S, Ozdemir S (2022) A survey on computation offloading and service place-
ment in fog computing-based IoT. J Supercomput 78(2):1983-2014

Ghobaei-Arani M, Jabbehdari S, Pourmina MA (2018) An autonomic resource provisioning approach
for service-based cloud applications: a hybrid approach. Futur Gener Comput Syst 78:191-210

Ghobaei-Arani M, Souri A, Rahmanian AA (2020) Resource management approaches in fog computing:
a comprehensive review. J Grid Comput 18(1):1-42

Girelli Consolaro N, Shinde SS, Naseh D, Tarchi D (2023) Analysis and performance evaluation of transfer
learning algorithms for 6G wireless networks. Electronics 12(15):3327

Goudarzi M, Palaniswami MS, Buyya R (2021) A distributed deep reinforcement learning technique
for application placement in edge and fog computing environments. IEEE Trans Mob Comput
20:1298-1311

Haibeh LA, Yagoub MC, Jarray A (2022) A survey on mobile edge computing infrastructure: design,
resource management, and optimization approaches. IEEE Access 10:27591-27610

Hallappanavar VL, Bulla CM, Birje MN (2021) ANN based estimation of reputation of newcomer web ser-
vices in fog computing. 2021 International Conference on Computer Communication and Informatics
(ICCCI). IEEE, pp 1-7

Han P, Liu Y, Guo L (2021) Interference-aware online multicomponent service placement in edge cloud
networks and its ai application. IEEE Internet Things J 8(13):10557-10572

Hao Y, Chen M, Gharavi H, Zhang Y, Hwang K (2020) Deep reinforcement learning for edge service place-
ment in softwarized industrial cyber-physical system. IEEE Trans Ind Inf 17(8):5552-5561

Hao X, Yeoh PL, Ji Z, Yu Y, Vucetic B, Li Y (2022) Stochastic analysis of double blockchain architecture in
IoT communication networks. IEEE Internet Things J 9(12):9700-9711

Hou T, Feng G, Qin S, Jiang W (2018) Proactive content caching by exploiting transfer learning for mobile
edge computing. Int ] Commun Syst 31(11):¢3706

Hou J, Chen M, Geng H, Li R, Lu J (2023) GP-NFSP: Decentralized task offloading for mobile edge com-
puting with independent reinforcement learning. Futur Gener Comput Syst 141:205-217

Hsu TH, Wang ZH, See AR (2022) A cloud-edge-smart IoT architecture for speeding up the deployment of
neural network models with transfer learning techniques. Electronics 11(14):2255

Hu Y, Huang T, Yu Y, An Y, Cheng M, Zhou W, Xian W (2023) An energy-aware service placement strat-
egy using hybrid meta-heuristic algorithm in iot environments. Clust Comput 26(5):2913-2919

Huang L, Zhang L, Yang S, Qian LP, Wu Y (2020) Meta-learning based dynamic computation task offload-
ing for mobile edge computing networks. IEEE Commun Lett 25(5):1568-1572

Huang B, Liu X, Xiang Y, Yu D, Deng S, Wang S (2022) Reinforcement learning for cost-effective IoT ser-
vice caching at the edge. J Parallel Distrib Comput 168:120-136

Hudson N, Khamfroush H, Lucani DE (2021) QoS-aware placement of deep learning services on the edge
with multiple service implementations. 2021 international conference on computer communications
and networks (ICCCN). IEEE, pp 1-8

Jha AK, Patel MP, Pawar TD (2022) Computation offloading using K-nearest neighbour time critical opti-
misation algorithm in fog computing. Int J Wireless Mob Comput 23(3—4):281-292

John VPM (2023) A study on cloud container technology. i-Manager’s J Cloud Comput 10(1):7

Kar B, Yahya W, Lin YD, Ali A (2023) Offloading using traditional optimization and machine learning in
federated cloud-edge-fog systems: a survey. IEEE Commun Surv Tutor 25:1199-1226

Kim EJ, Kwon S, Kang H, Jun JA, Kim NS (2016) A study on knowledge-based context aware framework
using machine learning. Adv Sci Technol Lett 139:90-94

Kim BY, Choi SS, Jang JW (2018) Data managing and service exchanging on IoT service platform based
on blockchain with smart contract and spatial data processing. In Proceedings of the 1st international
conference on information science and systems, pp. 59-63

Kochovski P, Sakellariou R, Bajec M, Drobintsev P, Stankovski V (2019) An architecture and stochastic
method for database container placement in the edge-fog-cloud continuum. 2019 IEEE International
Parallel and Distributed Processing Symposium (IPDPS). IEEE, pp 396-405

@ Springer



61 Page 60 of 64 P. Keshavarz Haddadha et al.

Kumar D, Baranwal G, Shankar Y, Vidyarthi DP (2022) A survey on nature-inspired techniques for
computation offloading and service placement in emerging edge technologies. World Wide Web
25(5):2049-2107

Li Y, Zhang Y, Liu Y, Meng Q, Tian F (20192a) Fog node selection for low latency communication and
anomaly detection in fog networks. 2019 International Conference on Communications, Information
System and Computer Engineering (CISCE). IEEE, pp 276-279

Li H, Ota K, Dong M (2019b) Deep reinforcement scheduling for mobile crowdsensing in fog computing.
ACM Trans Internet Technol 19(2):1-18

Li Y, Liang W, Li J (2021) Profit maximization for service placement and request assignment in edge com-
puting via deep reinforcement learning. In Proceedings of the 24th international acm conference on
modeling, analysis and simulation of wireless and mobile systems, pp. 51-55

Lim J (2022) Latency-aware task scheduling for IoT applications based on artificial intelligence with parti-
tioning in small-scale fog computing environments. Sensors 22(19):7326

Liu Y, Lu H, Li X, Zhang Y, Xi L, Zhao D (2020) Dynamic service function chain orchestration for
NFV/MEC-enabled IoT networks: a deep reinforcement learning approach. IEEE Internet Things J
8(9):7450-7465

Liu Y, Guo B, Zhang D, Zeghlache D, Chen J, Zhang S, Zhou D, Shi X, Yu Z (2021) MetaStore: a task-
adaptative meta-learning model for optimal store placement with multi-city knowledge transfer.
ACM Trans Intell Syst Technol 12(3):1-23

Liu H, Ding S, Wang S, Zhao G, Wang C (2022) Multi-objective optimization service function chain
placement algorithm based on reinforcement learning. J Netw Syst Manage 30(4):58

Lu H, Gu C, Luo F, Ding W, Liu X (2020) Optimization of lightweight task offloading strategy for
mobile edge computing based on deep reinforcement learning. Futur Gener Comput Syst
102:847-861

Lu J, Zhao W, Zhu H, Li J, Cheng Z, Xiao G (2022) Optimal machine placement based on improved
genetic algorithm in cloud computing. J Supercomput:1-29

Luo F, Zheng S, Ding W, Fuentes J, Li Y (2022) An edge server placement method based on reinforce-
ment learning. Entropy 24(3):317

Mahmud R, Ramamohanarao K, Buyya R (2020) Application management in fog computing environ-
ments: a taxonomy, review and future directions. ACM Comput Surv (CSUR) 53(4):1-43

Maia AM, Ghamri-Doudane Y, Vieira D, de Castro MF (2021) An improved multi-objective genetic
algorithm with heuristic initialization for service placement and load distribution in edge comput-
ing. Comput Netw 194:108146

Malazi HT, Chaudhry SR, Kazmi A, Palade A, Cabrera C, White G, Clarke S (2022) Dynamic service place-
ment in multi-access edge computing: a systematic literature review. IEEE Access 10:32639-32688

Manikandan R, Patan R, Gandomi AH, Sivanesan P, Kalyanaraman H (2020) Hash polynomial two fac-
tor decision tree using IoT for smart health care scheduling. Expert Syst Appl 141:112924

Mei Y, Guo P, Zhou M, Patel V (2022) Resource-adaptive federated learning with all-in-one neural com-
position. Adv Neural Inf Process Syst 35:4270-4284

Memon SA (2019) Leveraging machine learning for efficient mobility management and data transmis-
sion in fog computing. McGill University, Canada

Memon S, Maheswaran M (2019) Using machine learning for handover optimization in vehicular fog com-
puting. In Proceedings of the 34th ACM/SIGAPP symposium on applied computing, pp. 182-190

Mezni H, Hamoud FS, Charrada FB (2023) Predictive service placement in cloud using deep learning
and frequent subgraph mining. J] Ambient Intell Humaniz Comput 14(9):11497-11516

Mohammadi M, Al-Fuqaha A, Guizani M, Oh JS (2017) Semisupervised deep reinforcement learning in
support of IoT and smart city services. IEEE Internet Things J 5(2):624-635

Mohammed LB, Anpalagan A, Khwaja AS, Jaseemuddin M (2022) Semi-supervised learning with self-
training classifier for cache placement in mobile edge networks. 30th Biennial symposium on
communications 2021. Springer, Cham, pp 197-210

Mohan N, Kangasharju J (2016) Edge-fog cloud: a distributed cloud for internet of things computations.
2016 cloudification of the Internet of Things (CIoT). IEEE, pp 1-6

Naghdehforoushha M, Fooladi MDT, Rezvani MH, Sadeghi MMG (2022) BLMDP: a new bi-level
Markov decision process approach to joint bidding andtask-scheduling in cloud spot market. Turk
J Electr Eng Comput Sci 30(4):1419-1438

Nakanoya M, Sato Y, Shimonishi H (2019) Environment-adaptive sizing and placement of NFV service
chains with accelerated reinforcement learning. 2019 IFIP/IEEE symposium on integrated net-
work and service management (IM). IEEE, pp 36-44

Natesha BV, Guddeti RMR (2022) Meta-heuristic based hybrid service placement strategies for two-
level fog computing architecture. J Netw Syst Manage 30(3):47

@ Springer



Machine learning methods for service placement: a systematic... Page 610f64 61

Nayeri ZM, Ghafarian T, Javadi B (2021) Application placement in fog computing with AI approach:
taxonomy and a state of the art survey. J Netw Comput Appl 185:103078

Nisha T (2018) ECO: harmonizing edge and cloud with ml/dl orchestration. In: USENIX workshop on
hot topics in edge computing (HotEdge 18). Boston

Noulas, A., Scellato, S., Lathia, N. and Mascolo, C., 2012, December. Mining user mobility features for
next place prediction in location-based services. In 2012 IEEE 12th international conference on
data mining (pp. 1038-1043). IEEE.

Nouri N, Abouei J, Sepasian AR, Jaseemuddin M, Anpalagan A, Plataniotis KN (2021) Three-dimen-
sional multi-UAV placement and resource allocation for energy-efficient IoT communication.
IEEE Internet Things J 9(3):2134-2152

Nsouli A, Mourad A, El-Hajj W (2022) Reinforcement learning based scheme for on-demand vehicular
fog formation and micro services placement. 2022 International Wireless Communications and
Mobile Computing (IWCMC). IEEE, pp 1244-1249

Panadero J, Selimi M, Calvet L, Marques JM, Freitag F (2021) A two-stage multi-criteria optimization method
for service placement in decentralized edge micro-clouds. Futur Gener Comput Syst 121:90-105

Peng Y, Xue X, Bashir AK, Zhu X, Al-Otaibi YD, Tariq U, Yu K (2022) Securing radio resources allocation
with deep reinforcement learning for IoE services in next-generation wireless networks. IEEE Trans
Netw Sci Eng 9(5):2991-3003

Pham C, Nguyen DT, Tran NH, Nguyen KK, Cheriet M (2021) Optimized IoT service chain implementation
in edge cloud platform: a deep learning framework. IEEE Trans Netw Serv Manage 18(1):538-551

Piccialli F, Giampaolo F, Casolla G, Di Cola VS, Li K (2020) A deep learning approach for path prediction
in a location-based IoT system. Pervasive Mob Comput 66:101210

Poltronieri F, Tortonesi M, Stefanelli C, Suri N (2021) Reinforcement learning for value-based placement
of fog services. 2021 IFIP/IEEE international symposium on integrated network management (IM).
IEEE, pp 466472

Premsankar G, Ghaddar B (2022) Energy-efficient service placement for latency-sensitive applications in
edge computing. IEEE Internet Things J 9(18):17926-17937

Qi Q, Zhang L, Wang J, Sun H, Zhuang Z, Liao J, Yu FR (2020) Scalable parallel task scheduling for
autonomous driving using multi-task deep reinforcement learning. IEEE Trans Veh Technol
69(11):13861-13874

Qian Y, Hu L, Chen J, Guan X, Hassan MM, Alelaiwi A (2019) Privacy-aware service placement for mobile
edge computing via federated learning. Inf Sci 505:562-570

Raghavendra MS, Chawla P, Narasimhulu Y (2021) A probability based joint-clustering algorithm for appli-
cation placement in fog-to-cloud computing. 2021 9th International Conference on Reliability, Info-
com Technologies and Optimization (trends and future directions)(ICRITO). IEEE, pp 1-5

Ramezani Shahidani F, Ghasemi A, Toroghi Haghighat A, Keshavarzi A (2023) Task scheduling in edge-
fog-cloud architecture: a multi-objective load balancing approach using reinforcement learning algo-
rithm. Computing 105(6):1337-1359

Ran Y, Hu H, Zhou X, Wen Y (2019) Deepee: Joint optimization of job scheduling and cooling control for
data center energy efficiency using deep reinforcement learning. 2019 IEEE 39th International Con-
ference on Distributed Computing Systems (ICDCS). IEEE, pp 645-655

Rawashdeh M, Al Zamil MG, Samarah SM, Obaidat M, Masud M (2021) IOT-based service migration for
connected communities. Comput Electr Eng 96:107530

Rjoub G, Bentahar J, Abdel Wahab O, Saleh Bataineh A (2021) Deep and reinforcement learning for auto-
mated task scheduling in large-scale cloud computing systems. Concurrency Comput: Practice Exp
33(23):e5919

Roberts L, Michaldk P, Heaps S, Trenell M, Wilkinson D, Watson P (2018) Automating the placement
of time series models for iot healthcare applications. 2018 IEEE 14th international conference on
e-science. IEEE, pp 290-291

Rodrigues TK, Suto K, Nishiyama H, Liu J, Kato N (2019) Machine learning meets computation and com-
munication control in evolving edge and cloud: challenges and future perspective. IEEE Commun
Surv Tutor 22(1):38-67

Salaht FA, Desprez F, Lebre A (2020) An overview of service placement problem in fog and edge comput-
ing. ACM Comput Surv (CSUR) 53(3):1-35

Sami H, Mourad A, Otrok H, Bentahar J (2020) Fscaler: automatic resource scaling of containers in fog
clusters using reinforcement learning. 2020 International Wireless Communications and Mobile
Computing IWCMC). IEEE, pp 1824-1829

Sami H, Mourad A, Otrok H, Bentahar J (2021a) Demand-driven deep reinforcement learning for scalable
fog and service placement. IEEE Trans Serv Comput 15(5):2671-2684

@ Springer



61 Page62of64 P. Keshavarz Haddadha et al.

Sami H, Otrok H, Bentahar J, Mourad A (2021b) Al-based resource provisioning of IoE services in 6G: a
deep reinforcement learning approach. IEEE Trans Netw Serv Manage 18(3):3527-3540

Sangaiah AK, Medhane DV, Han T, Hossain MS, Muhammad G (2019) Enforcing position-based confiden-
tiality with machine learning paradigm through mobile edge computing in real-time industrial infor-
matics. IEEE Trans Ind Inf 15(7):4189-4196

Santos J, Wauters T, Volckaert B, De Turck F (2021) Resource provisioning in fog computing through deep
reinforcement learning. 2021 IFIP/ieee international symposium on integrated network management
(IM). IEEE, pp 431-437

Santos GL, Bezerra DDF, Rocha EDS, Ferreira L, Moreira ALC, Gongalves GE, Marquezini MV, Recse
A, Mehta A, Kelner J, Sadok D (2022a) Service function chain placement in distributed scenarios: a
systematic review. J Netw Syst Manage 30(1):4

Santos F, Immich R, Madeira ER (2022b) Multimedia services placement algorithm for cloud—fog hierar-
chical environments. Comput Commun 191:78-91

Santos GL, Endo PT, Lynn T, Sadok D, Kelner J (2022c) A reinforcement learning-based approach for availabil-
ity-aware service function chain placement in large-scale networks. Futur Gener Comput Syst 136:93—109

Sarrafzade N, Entezari-Maleki R, Sousa L (2022) A genetic-based approach for service placement in fog
computing. J Supercomput 78(8):10854—-10875

Sefati S, Navimipour NJ (2021) A qos-aware service composition mechanism in the internet of things using
a hidden-markov-model-based optimization algorithm. IEEE Internet Things J 8(20):15620-15627

Shahraki A, Ohlenforst T, KreyB F (2023) When machine learning meets network management and orches-
tration in edge-based networking paradigms. J Netw Comput Appl 212:103558

Shakarami A, Shahidinejad A, Ghobaei-Arani M (2020) A review on the computation offloading approaches
in mobile edge computing: a game-theoretic perspective. Software: Practice Exp 50(9):1719-1759

Shakarami A, Shahidinejad A, Ghobaei-Arani M (2021) An autonomous computation offloading strategy
in mobile edge computing: a deep learning-based hybrid approach. J Netw Comput Appl 178:102974

Shao ZL, Huang C, Li H (2021) Replica selection and placement techniques on the IoT and edge computing:
a deep study. Wireless Netw 27(7):5039-5055

Shen J, Zhao Y, Liu JK, Wang Y (2021) HybridSNN: combining bio-machine strengths by boosting adap-
tive spiking neural networks. IEEE Transactions on Neural Networks and Learning Systems

Shen J, Xu Q, Liu JK, Wang Y, Pan G, Tang H (2023) ESL-SNNs: an evolutionary structure learning strat-
egy for spiking neural networks. arXiv preprint arXiv:2306.03693

Shuja J, Bilal K, Alasmary W, Sinky H, Alanazi E (2021) Applying machine learning techniques for cach-
ing in next-generation edge networks: a comprehensive survey. ] Netw Comput Appl 181:103005

Son AY, Huh EN (2019) Multi-objective service placement scheme based on fuzzy-AHP system for distrib-
uted cloud computing. Appl Sci 9(17):3550

Sriraghavendra M, Chawla P, Wu H, Gill SS, Buyya R (2022) DoSP: A deadline-aware dynamic service
placement algorithm for workflow-oriented IoT applications in fog-cloud computing environments.
Energy conservation solutions for fog-edge computing paradigms. Springer, Singapore, pp 21-47

Su L, Wang N, Zhou R, Li Z (2022) Dynamic service placement and request scheduling for edge networks.
Comput Netw 213:108997

Sufian A, Ghosh A, Sadiq AS, Smarandache F (2020) A survey on deep transfer learning to edge computing
for mitigating the COVID-19 pandemic. J Syst Architect 108:101830

Sulimani H, Sajjad AM, Alghamdi WY, Kaiwartya O, Jan T, Simoff S, Prasad M (2022) Reinforcement
optimization for decentralized service placement policy in IoT-centric fog environment. Trans Emerg
Telecommun Technol 34:e4650

Sutton RS, Barto AG (2018) Reinforcement learning: an introduction. MIT Press

Taheri-abed S, Eftekhari Moghadam AM, Rezvani MH (2023) Machine learning-based computation off-
loading in edge and fog: a systematic review. Cluster Comput 26:1-32

Taka H, He F, Oki E (2022) Service placement and user assignment in multi-access edge computing with
base-station failure. 2022 IEEE/ACM 30th International Symposium on Quality of Service (IWQoS).
IEEE, pp 1-10

Talpur A, Gurusamy M (2021) DRLD-SP: a deep-reinforcement-learning-based dynamic service placement
in edge-enabled internet of vehicles. IEEE Internet Things J 9(8):6239-6251

Talpur A, Gurusamy M (2023) On attack-resilient service placement and availability in edge-enabled iov
networks. IEEE Trans Intell Transp Syst 24:6244-6256

Tan PN, Steinbach M, Kumar V (2016) Introduction to data mining. Pearson Education India

Tao O, Chen X, Zhou Z, Li L, Tan X (2021) Adaptive user-managed service placement for mobile edge
computing via contextual multi-armed bandit learning. IEEE Trans Mob Comput. https://doi.org/10.
1109/TMC.2021.3106746

@ Springer


http://arxiv.org/abs/2306.03693
https://doi.org/10.1109/TMC.2021.3106746
https://doi.org/10.1109/TMC.2021.3106746

Machine learning methods for service placement: a systematic... Page 63 0f 64 61

Tavakoli-Someh S, Rezvani MH (2019) Multi-objective virtual network function placement using NSGA-II
meta-heuristic approach. J Supercomput 75(10):6451-6487

Teoh YK, Gill SS, Parlikad AK (2021) IoT and fog computing based predictive maintenance model for
effective asset management in industry 4.0 using machine learning. IEEE Internet Things J  10(3):
2087-2094

Torabi E, Ghobaei-Arani M, Shahidinejad A (2022) Data replica placement approaches in fog computing: a
review. Clust Comput 25(5):3561-3589

Tuli S, Poojara SR, Srirama SN, Casale G, Jennings NR (2021) COSCO: container orchestration using co-
simulation and gradient based optimization for fog computing environments. IEEE Trans Parallel
Distrib Syst 33(1):101-116

Wahab OA, Kara N, Edstrom C, Lemieux Y (2019) MAPLE: a machine learning approach for efficient
placement and adjustment of virtual network functions. J Netw Comput Appl 142:37-50

Wang Y, Li Y, Lan T, Choi N (2019) A reinforcement learning approach for online service tree placement in
edge computing. 2019 IEEE 27th International Conference on Network Protocols (ICNP). IEEE, pp 1-6

Wang J, Hu J, Min G, Zomaya AY, Georgalas N (2020) Fast adaptive task offloading in edge computing
based on meta reinforcement learning. IEEE Trans Parallel Distrib Syst 32(1):242-253

Wang L, Mao W, Zhao J, Xu Y (2021) DDQP: a double deep Q-learning approach to online fault-tolerant
SFC placement. IEEE Trans Netw Serv Manage 18(1):118-132

Wang Y, Wang J, Zhang W, Zhan Y, Guo S, Zheng Q, Wang X (2022a) A survey on deploying mobile deep
learning applications: a systemic and technical perspective. Digit Commun Netw 8(1):1-17

Wang Y, Agarwal M, Lan T, Aggarwal V (2022b) Learning-based online QoE optimization in multi-agent
video streaming. Algorithms 15(7):227

Xiao T, Cui T, Islam SR, Chen Q (2020) Joint content placement and storage allocation based on federated
learning in F-RANSs. Sensors 21(1):215

Xiao D, Chen S, Ni W, Zhang J, Zhang A, Liu R (2022) A sub-action aided deep reinforcement learning
framework for latency-sensitive network slicing. Comput Netw 217:109279

Xu Z, Li D, Liang W, Xu W, Xia Q, Zhou P, Rana OF, Li H (2023) Energy or accuracy? Near-optimal user
selection and aggregator placement for federated learning in MEC. IEEE Trans Mob Comput. https://
doi.org/10.1109/TMC.2023.3262829

Yan S, Jiao M, Zhou Y, Peng M, Daneshmand M (2020) Machine-learning approach for user association
and content placement in fog radio access networks. IEEE Internet Things J 7(10):9413-9425

Yu S, Chen X, Zhou Z, Gong X, Wu D (2020) When deep reinforcement learning meets federated learning:
intelligent multitimescale resource management for multiaccess edge computing in 5G ultradense net-
work. IEEE Internet Things J 8(4):2238-2251

Yuan X, Sun M, Lou W (2020) A dynamic deep-learning-based virtual edge node placement scheme for
edge cloud systems in mobile environment. IEEE Trans Cloud Comput 10(2):1317-1328

Zabihi Z, Moghadam AME, Rezvani MH (2023) Reinforcement learning methods for computing offloading:
a systematic review. ACM Comput Surv 56:1-41

Zare M, Sola YE, Hasanpour H (2023) Towards distributed and autonomous IoT service placement in fog
computing using asynchronous advantage actor-critic algorithm. J King Saud Univ—Comput Inf Sci
35(1):368-381

Zeng D, Gu L, Pan S, Cai J, Guo S (2019) Resource management at the network edge: a deep reinforcement
learning approach. IEEE Network 33(3):26-33

Zhang Z, Ma L, Leung KK, Tassiulas L, Tucker J (2018) Q-placement: Reinforcement-learning-based ser-
vice placement in software-defined networks. 2018 IEEE 38th international conference on distributed
computing systems (ICDCS). IEEE, pp 1527-1532

Zhang Z, Wang N, Wu H, Tang C, Li R (2021) MR-DRO: a fast and efficient task offloading algorithm in
heterogeneous edge/cloud computing environments. IEEE Internet Things J 10(4):3165-3178

Zhao D, Zou Q, Boshkani Zadeh M (2022) A QoS-aware IoT service placement mechanism in fog comput-
ing based on open-source development model. J Grid Comput 20(2):12

Zhou Z, Chen X, Li E, Zeng L, Luo K, Zhang J (2019) Edge intelligence: paving the last mile of artificial
intelligence with edge computing. Proc IEEE 107(8):1738-1762

Zhou C, Wu W, He H, Yang P, Lyu F, Cheng N, Shen X (2020) Deep reinforcement learning for delay-
oriented IoT task scheduling in SAGIN. IEEE Trans Wireless Commun 20(2):911-925

Zhuang F, Qi Z, Duan K, Xi D, Zhu Y, Zhu H, Xiong H, He Q (2020) A comprehensive survey on transfer
learning. Proc IEEE 109(1):43-76

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

@ Springer


https://doi.org/10.1109/TMC.2023.3262829
https://doi.org/10.1109/TMC.2023.3262829

61 Page 64 of 64 P. Keshavarz Haddadha et al.

Authors and Affiliations

Parviz Keshavarz Haddadha'® - Mohammad Hossein Rezvani'
Mahdi MollaMotalebi' ® - Achyut Shankar?3#

< Mohammad Hossein Rezvani
rezvani @qjiau.ac.ir

Parviz Keshavarz Haddadha
p-haddadha@qiau.ac.ir

Mahdi MollaMotalebi
motalebi @giau.ac.ir

Achyut Shankar

ashankar2711@gmail.com

Department of Computer and Information Technology Engineering, Qazvin Branch, Islamic Azad
University, Qazvin, Iran

Department of Cyber Systems Engineering, WMG, University of Warwick, Coventry CV74AL,
UK

Center of Research Impact and Outreach, Chitkara University Institute of Engineering
and Technology, Chitkara University, Punjab, India

School of Computer Science Engineering, Lovely Professional University, Phagwara,
144411 Punjab, India

@ Springer


http://orcid.org/0009-0000-8357-3266
http://orcid.org/0000-0002-0292-7008
http://orcid.org/0000-0003-4863-665X

	Machine learning methods for service placement: a systematic review
	Abstract
	1 Introduction
	1.1 Motivation
	1.2 Comparison with previous studies
	1.3 Contributions

	2 Background
	2.1 Service Placement
	2.2 Metrics
	2.3 Service placement and machine learning

	3 Research methodology
	4 Service placement using machine learning
	4.1 Unsupervised learning algorithms
	4.1.1 K-means
	4.1.2 G-means
	4.1.3 Federated learning
	4.1.4 Unsupervised neural network

	4.2 Semi-supervised learning
	4.2.1 Fuzzy systems
	4.2.2 Semi-supervised classifier

	4.3 Supervised learning
	4.3.1 Linear regression
	4.3.2 Decision tree
	4.3.3 Transfer learning

	4.4 Reinforcement learning
	4.4.1 Q-learning
	4.4.2 R-learning
	4.4.3 Meta-learning
	4.4.4 K-armed Bandit
	4.4.5 Bayesian optimization
	4.4.6 SARSA
	4.4.7 Deep RL


	5 Discussion and analysis of results
	6 Future directions and research challenges
	7 IoE
	7.1 Mobility management
	7.2 Multi-objective trade-offs
	7.3 Processing overhead
	7.4 Environmental heterogeneity

	8 Conclusion and future trends
	Appendix: This appendix contains some tables and sub-sections of the original article that were moved here due to space limitations
	References




