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Abstract
Transformers are state-of-the-art technology to support diverse Natural Language Process-
ing (NLP) tasks, such as language translation and word/sentence predictions. The main 
advantage of transformers is their ability to obtain high accuracies when processing long 
sequences since they avoid the vanishing gradient problem and use the attention mecha-
nism to maintain the focus on the information that matters. These features are fostering 
the use of transformers in other domains beyond NLP. This paper employs a systematic 
protocol to identify and analyze studies that propose new transformers’ architectures for 
processing longitudinal health datasets, which are often dense, and specifically focused on 
physiological, symptoms, functioning, and other daily life data. Our analysis considered 
21 of 456 initial papers, collecting evidence to characterize how recent studies modified or 
extended these architectures to handle longitudinal multifeatured health representations or 
provide better ways to generate outcomes. Our findings suggest, for example, that the main 
efforts are focused on methods to integrate multiple vocabularies, encode input data, and 
represent temporal notions among longitudinal dependencies. We comprehensively discuss 
these and other findings, addressing major issues that are still open to efficiently deploy 
transformers architectures for longitudinal multifeatured healthcare data analysis.
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1  Introduction

Longitudinal data implies continuous assessments repeated over time. This type of data is 
common in the health area, and its major advantage is its capacity to separate cohort and 
temporal effects in the context of the analyses (Diggle et al. 2002). For example, longitu-
dinal data is part of clinical studies that follow a group of patients with diabetes over five 
years to track changes in their blood sugar levels and complications. Longitudinal data con-
trast with cross-sectional data in which a single outcome is measured for each individual. 
An example of cross-sectional study may determine the prevalence of hypertension among 
adults living in a specific metropolitan area, by collecting data at a single point in time and 
providing a snapshot of the population’s hypertension status, rather than following all the 
individuals over time. Thus, longitudinal data analysis can generate important conclusions 
for health personnel from a temporal perspective. For example, the study of Zhao et  al. 
(2019) relies on longitudinal Electronic Health Records (EHR) and genetic data to cre-
ate a model for 10-years cardiovascular disease event prediction. Similarly, Severson et al. 
(2021) employed longitudinal data collected for up to seven years to develop a Parkinson’s 
disease progression model for intra-individual and inter-individual variability and medica-
tion effects. Perveen et al. (2020) aimed to create models that provide predictions concern-
ing the future condition of pre-diabetic individuals. They exploited sequences of clinical 
measurements obtained from longitudinal data from a sample of patients. According to all 
these studies, prognostic modeling techniques are important decision support tools to iden-
tify a prior patients’ health status and characterize progression patterns. In other words, 
they support the health personnel by predicting future health conditions that could guide 
the implementation of preventive and adequate interventions.

These and other recent research efforts have in common the use of machine learning 
techniques. The main example is the family of deep learning recurrent neural networks 
(RNNs), specially designed to provide a tractable solution to handle longitudinal data 
(Mao and Sejdić 2022). RNNs support tasks such as sequence classification, anomaly 
detection, decision-making, and status prediction. These tasks rely on identifying tem-
poral patterns and modeling nonstationary dynamics of human contexts (e.g., physi-
cal, physiological, mental, social, and environmental), providing a way to understand 
complex time variations and dependencies. The literature brings several derivations 
of RNNs already employed in the health area. For example, long short-term memory 
(LSTM) networks are a type of RNN capable of learning order dependence in long 
sequence prediction problems. Guo et al. (2021) used LSTM models to predict future 
cardiovascular health levels based on previous measurements from longitudinal elec-
tronic health record (EHR) data. Gated Recurrent Units (GRU) are derivations of RNN 
that use gates to control the flow of information, deciding what information should be 
passed to the output. GRU was used, for example, for early detection of post-surgical 
complications using longitudinal EHR data (Chen et  al. 2021a). Bidirectional RNNs 
can analyze longitudinal data in both directions, and they were used, for example, to 
detect medical events (e.g., adverse drug events) in EHR (Jagannatha and Yu 2016). 
This type of RNNs offers advantages in the health domain due to their ability to cap-
ture data from past and future time intervals. For example, consider the heart rate (HR) 
anomaly detection task. While unidirectional RNNs only consider data points from the 
past to detect an eventual problem, bidirectional RNNs consider both past and future 
heart rate measurements for each data point in an HR sequence. Thus, this approach 
allows a better understanding of the temporal context and dynamics of the patient’s 
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heart rate. Some studies also use different RNN derivations in the same problem (e.g., 
longitudinal prediction modeling of Alzheimer’s disease) to identify the best strategy 
in terms of accuracy (Tabarestani et al. 2019).

RNNs have a strong ability to deal with longitudinal data since their recurrent 
architecture can remember past information and utilize it to make predictions at future 
time steps. Therefore, RNNs can model the temporal dependencies between parts of 
the longitudinal data and understand how they evolve over time. However, they can-
not keep up with context and content for longer sequences. The main reason is that 
RNNs suffer from the vanishing gradient problem since long-term information must 
sequentially travel through all RNN units before generating results. Thus, such infor-
mation will likely vanish by being multiplied many times by small values. RNN-like 
networks, such as LSTM and GRU, consider this problem, but their more complex 
architectures still present sequential paths from older past units until the final one. For 
example, mHealth applications daily assess different multifeature longitudinal data of 
their users, which generate multi-longitudinal sequences of health data (Wac 2016). In 
five years, the longitudinal data sequence will have about 1825 timesteps. According 
to experimental results (Culurciello 2018), RNNs are good for remembering sentences 
in the order of hundreds but not thousands of timesteps. Moreover, this sequential flow 
through RNN units also brings performance problems since RNNs must process data 
sequentially. Thus, they cannot employ parallel computing hardware and graphics pro-
cessing units (GPU) in training and inference.

Transformers (Vaswani et  al. 2017) are a recent type of deep neural network focused 
on analyzing sequences. Their architecture allows the processing of entire sequences in 
parallel. Consequently, it is possible to scale the speed and capacity of such processing 
compared to previous RNN-like approaches. Moreover, transformers introduced the atten-
tion mechanism, which considers the relationship between attributes, irrespective of where 
they are placed in a sequence. This mechanism allows tracking of the relations between 
attributes across long sequences in both forward and reverse directions. While transformers 
were originally conceived to cover traditional problems of the Natural Language Process-
ing (NLP) area, such as text classification and named entity recognition, their high per-
formance in dealing with sequential data encouraged the adaptation of this architecture to 
other areas that involve the analysis of longitudinal data, such as digital health.

This paper uses a systematic review protocol to identify and analyze studies that pro-
posed adaptations for transformers’ architectures so they can handle longitudinal health 
data. This protocol contains a set of research questions that guide the analysis of these 
approaches regarding their architectures, input vocabulary, aims, positional embedding 
implementations, explainability, and other technical aspects. Moreover, this analysis also 
allows the identification of trends in the area, main limitations, and opportunities for 
research directions. Thus, our main contribution is to consolidate a body of knowledge that 
supports advances in longitudinal health data analysis using transformers.

2 � Transformers background

This section summarizes the main concepts of transformers intending to enable a bet-
ter understanding of this review. These concepts are also used to formulate the research 
questions of the research protocol (Sect. 3).
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2.1 � Encode‑decode architectures

The original transformer architecture (Fig.  1) is composed of two modules: an encoder 
(Fig. 1, left) and a decoder (Fig. 1, right). The basic unit of an encoder (Nx) has two sub-
modules: a multi-head attention (composed of multiple self-attention layers), followed by 
a fully connected network (Feed Forward). Normalization layers and residual connections 
are also used in both sub-modules to stabilize the network over training. The encoder func-
tion is to extract features from input sequences. To that end, the complete sequence is par-
allelly processed at once. Each token of the sequence flows through its own path inside 
the architecture but maintains dependencies on the paths of the other tokens. This strat-
egy enriches each token with contextual information from the whole sentence. Encoder 
units (Nx) can be stacked on each other according to the task. For example, Bidirectional 

Fig. 1   The original transformer 
encoder-decoder architecture 
(Vaswani et al. 2017). The left-
side block represents the encoder, 
while the right-side block repre-
sents the decoder
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Encoder Representations from Transformers (BERT) uses a stack of 12 encoders in its 
basic version (Devlin et al. 2018).

The decoder and encoder architectures are very similar, and decoder units (Nx) can also 
be stacked on each other. However, the decoder outputs one token at a time since each 
output token becomes part of the next decoder input (auto-regressive process). Over this 
process, the vector of features from the encoder supports the decoder in focusing on the 
appropriate positions of the input sequence. We suggest the original paper “Attention is All 
You Need” (Vaswani et al. 2017) for details about these components.

Transformers can be classified into three types according to the modules that they 
implement: encoder-only (only the encoder module is implemented), decoder-only (only 
the decoder module is implemented), and encoder-decoder (the complete architecture is 
implemented). Apart from this classification, architectural designs can modify one or more 
layers according to the target task.

2.2 � Vocabulary

Transformers were initially designed to support the solution of natural language processing 
problems. Thus, their inputs and outputs are tokens (words) that compose a vocabulary. For 
example, the illustrated Softmax layer (Fig. 1) produces probabilities over an output vocab-
ulary during a language translation task. In NLP problems, this vocabulary corresponds 
to the lexicon of a language such as English or French. Similarly, programming language 
code generation using transformers (Svyatkovskiy et al. 2020) employs the tokens of the 
programming language as vocabulary. Observe that vocabularies are neither compulsory 
nor necessarily composed of textual tokens. For example, the study in Bao et  al. (2021) 
shows that patches of an original image are employed as visual tokens. Therefore, like nat-
ural language, images are represented as sequences of discrete tokens obtained by an image 
tokenizer. Transformers that use health images as input are out of the scope of this paper. A 
review on this subject can be seen in He et al. (2022).

2.3 � Input embedding

The input embedding layer is a type of lookup table that contains vectorial representations 
of input data (e.g., each term of the vocabulary). This layer is essential because transform-
ers process vectors of continuous values like any other machine learning algorithm. There 
are several proposals for input embeddings, which can be classified into context-independ-
ent (traditional) and context-dependent (contextualized) embeddings (Wang et  al. 2020). 
While the former produces unique and distinct representations for each token without con-
sidering its context; the latter learns different embeddings for the same token according 
to its context (Fig. 2). Transformers also allow each sequential input to contain multiple 
embeddings. This approach is essentially a kind of early fusion (sum or concatenation) of 
embeddings. The papers discussed in our review bring several examples in such a direction.

2.4 � Positional encoding

The positional encoding layer adds a positional vector to each set of inputs assessed simul-
taneously. This step is essential since transformers process all the inputs in parallel, unlike 
RNN or LTSM approaches, where inputs are fed in sequence. While these techniques do 
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not require any specific positional strategy because they already understand the sequence 
of the inputs, transformers need this additional information. The use of sequential indexes 
is the simplest strategy to generate positional encodings. It works well if the number 
of sequential inputs is low. However, it becomes problematic as the number of inputs 
increases since the high values of the latter positional encodings may dominate the initial 
values, distorting the final results. A simple solution is to convert the encoding values as a 
fraction of length, i.e., index/w, where w is the number of inputs. However, several appli-
cations do not know this w value a priori. Strategies such as frequency-based positional 
encodings (Vaswani et al. 2017) avoid this issue. The study in Dufter (2021) brings a com-
prehensive discussion about positional encoding.

2.5 � Target task

Transformers are used to different tasks, which usually affect how their architectures are 
designed. Some tasks, such as question answering and text translation, are specific for nat-
ural language processing. Apart from that, tasks that can use longitudinal data are:

•	 Classification of sequences: This task usually employs architectures that have the soft-
max as the activation function of their final layer. Such a function returns probabilities 
over pre-defined classes according to the input sequence (Prakash et al. 2021).

•	 Language modeling: This is the traditional strategy used to train transformers models. 
The aim is to fit a model to a corpus, which normally is domain specific (Yang et al. 
2022). This strategy is also useful for inputting missing data on health records (Liu 
et al. 2023).

•	 Prediction: Given a sequence of tokens, the aim is to predict the next token of this 
sequence. Thus, architectures are designed to only attend to the left context (tokens on 
the left of the current position). The prognostic of a disease is an example of this task 
(Florez et al. 2021).

2.6 � Training strategies

The original training process of transformers is conducted in two phases. First, they are 
pretrained using strategies such as Masked Language Modeling (MLM) and Next Sentence 
Prediction (NSP) (Devlin 2018). The transformer model is trained to predict masked words 

Fig. 2   Difference between context-independent and dependent embeddings. The left case shows that each 
word has only one entry in the lookup table. On the right, the same token can have multiple entries accord-
ing to its context (neighborhood tokens indicate if orange is a noun or an adjective)
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in the former strategy. In the latter strategy, the model must predict whether two sentences 
follow each other. After the pretraining, the model is fine-tuned to a specific task, replacing, 
for example, part of the language model with additional linear layers (traditional machine 
learning training). However, transformer architectures can also be designed to avoid the 
pretraining phase. In this case, they directly learn using backward propagation, such as the 
architecture described in Dong et al. (2021) that predicts early signs of generalized anxiety 
disorder and depression.

2.7 � Validation and comparisons

A common approach to validate the results obtained using transformers is to compare such 
results with outcomes of other machine learning methods. This approach was found in 
almost all the reviewed papers, as discussed later in this paper (Sect. 4.5). Indeed, longi-
tudinal data analysis in health does not have a “gold standard” machine learning method 
that could be used as a comparisons baseline. The choice of this depends on the specific 
research question, the nature of the health data, and the goals of the analysis. A useful 
way to verify the effectiveness of transformers is by comparing their results with outcomes 
generated by clinicians. However, only two papers (Li et  al. 2020; Rasmy et  al. 2021) 
employed clinicians during the validation process. Section 4.5 discusses this topic in more 
detail.

3 � Research method

A systematic review protocol, as stated by Kitchenham (2004), was used as the research 
method in this paper. The steps of this method follow the schema illustrated in Fig. 3.

According to Kitchenham, the formulation of research questions is the first and most 
important activity of the protocol definition. We have defined such questions considering 
four different perspectives. Demographical questions focus on metadata aspects of the 
paper. These questions are:

•	 DemRQ1: When was the paper published (year)?
•	 DemRQ2: Where was the paper published (journal or conference name and impact fac-

tor)?

Fig. 3   Systematic review schema applied
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•	 DemRQ3: What is the main research group/university?
•	 DemRQ4: Which is the objective and scientific contribution?

Input questions focus on the format and organization of the input data. These ques-
tions are:

•	 InpRQ1: Which is the input vocabulary and how was it created?
•	 InpRQ2: Which is the data unit and frequency (periodic or aperiodic)?
•	 InpRQ3: Are static attributes also employed?
•	 InpRQ4: Which is the strategy used to implement the positional encoding?
•	 InpRQ5: How are these attributes embedded?

Architectural questions characterize the organization of the network layers and pos-
sible adaptations regarding the traditional transformer architecture (Fig. 1):

•	 ArcRQ1: Which is the architectural type (Encoder-only, Decoder-only, Encoder-
Decoder)?

•	 ArcRQ2: How are the Nx modules (see Fig. 1) organized?
•	 ArcRQ3: How does the proposed architectural design support the learning objective 

(task)?

Evaluation questions focus on the training process and evaluation aspects of the 
trained model:

•	 EvaRQ1: What are the characteristics of the dataset used for evaluation (e.g., size)?
•	 EvaRQ2: What is the pretraining strategy?
•	 EvaRQ3: What is the fine-tuning strategy?
•	 EvaRQ4: Which are the evaluation criteria?
•	 EvaRQ5: Are there comparisons to other approaches?

Explainability question tries to identify if the approach presents ways to explain its 
results.

•	 ExpRQ1: Is the interpretability/explainability of the model discussed?

The next step is the search string definition. We relied on general terms associated 
with the research questions to compose such a string (Kitchenham 2004). This strategy 
avoids bias and low covering. After a stage of string calibration, where we tried sev-
eral terms’ combinations, the resultant string was: (transformer) AND (“deep learning” 
OR “neural network” OR “machine learning”) AND (health OR medical OR patient). 
We defined four datasets to use this string (ScienceDirect, IEEE Xplore Digital Library, 
ACM Digital Library, and PubMed), and three stages for paper selection, which are:

•	 Stage 1: Automatic match process using the search string. Only the title and abstract 
were considered as the search space for this match. Moreover, we only considered 
full papers written in English and dated from 2018 to 2023.

•	 Stage 2: Manual title and abstract screening of the papers that resulted from the pre-
vious stage. The aim was to identify papers that are related to our research area and 



Transformers in health: a systematic review on architectures…

1 3

Page 9 of 39  32

have the potential to answer our research questions. This stage only considered pri-
mary studies and dropped out duplicate papers.

•	 Stage 3: Remaining papers from the previous stage were fully analyzed to extract the 
data that could answer the research questions. Papers that did not contain enough infor-
mation were dropped out.

The temporal search range was defined from 2018 to 2023 since the studies about 
transformers were initiated after the seminal paper of Vaswani et  al. (2017), released in 
December 2017. Two reviews separately conducted the paper selection over stages 1 and 
2 to avoid bias. A third reviewer participated in cases of disagreements, looking for a 
consensus.

4 � Results

This section first discusses the selection process conducted in this review. Then, we con-
solidate the results obtained in the four sets of research questions (demographical, input, 
architectural, evaluation, and explainability), emphasizing their main remarks.

4.1 � Selection process

The selection of papers based on search string (stage 1) returned 456 papers. After analyz-
ing their title and abstract, 59 papers were chosen for a more detailed analysis (stage 2). 
We selected 21 papers (stage 3) from this set to compose our study. Most of the 38 papers 
discarded during stage 3 are related to NLP (14 papers) and image-based (6 papers) appli-
cations in health. However, their approaches do not process longitudinal multifeature data. 
The next paragraphs discuss some of the discarded papers, emphasizing the rationale of 
our decisions and better characterizing the scope of this review.

Papers related to NLP discuss mechanisms to process textual health documents (e.g., 
EHR notes). As we could expect, since transformers come from the NLP area, the ini-
tial use of this technology in health was focused on tasks such as identifying similar sen-
tences (Mahajan et al. 2020), named entity recognition (Falissard et al. 2022), summariza-
tion (Chen et al. 2020), and classification based on text analysis. For example, the work in 
Mahajan et al. (2020) relied on ClinicalBERT (Huang et al.2019), a pre-trained domain-
specific transformer-based language model for identifying semantic textual similarity in the 
clinical domain and redundant information in clinical notes. The work in Falissard et al. 
(2022) focused on automatically recognizing ICD-10 medical entities from the French nat-
ural language using transformers. The work in Chen et al. (2020) relied on a BERT-based 
structure to build a diagnoses-extractive summarization model for hospital information 
systems. Regarding classification based on text analysis, the work in Shibly et al. (2020) 
created a transfer learning system by fine-tuning the BERT language model. The aim was 
to identify the right doctor, in terms of clinical expertise, who should receive the prelimi-
nary textual diagnosis description.

Papers that present image-based approaches investigate the use of transformers for 
medical image analysis. For example, the work of Liu et al. (2021a) investigates the use 
of transformer layers to optimize the extracted features of breast cancer tumor images. 
The work of Fu et al. (2022) uses a transformer-encoded Generative Adversarial Network 
(transGAN) to reconstruct low-dose PET (L-PET) images into high-quality full-dose PET 
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(F-PET). W-Transformer (Yao et al. 2022) and xViTCOS (Mondal et al. 2021) are other 
examples of transformer-based works focused on health image analysis. While the for-
mer integrates convolutional and transformers layers to detect spinal deformities in X-ray 
images, the latter uses a transfer learning technique (pre-trained transformer model) for 
COVID-19 screening tests that rely on chest radiography.

Apart from papers of these two groups, other papers that use transformers, for example, 
to analyze types of sounds (e.g., cough sounds for disease detection (Yan et al. 2022)) and 
define new health corpora to train transformers (Wang et  al. 2019), were also discarded 
since they do not consider multifeature longitudinal health data. This means simultane-
ous data streams (e.g., physiological, physical, psychological, social, or contextual) that are 
assessed over long periods in daily life.

4.2 � Demographical research questions

The 21 remaining papers are temporally distributed according to their year of publication 
(DemRQ1) as follows: three papers in 2020, fourteen papers in 2021, three papers in 2022, 
and one in 2023. This temporal distribution emphasizes that no paper was identified in the 
initial two years of our search (2018 and 2019). This fact suggests that the transformers 
technology had a maturation time until research groups identified its potential for analyzing 
other than NLP longitudinal health data.

The quality of the publication vehicles (DemRQ2) is a factor that indicates the impor-
tance of the technology. Our analysis identified that most of these 21 papers were pub-
lished in standing journals with high-impact factors, such as the IEEE Transactions on 
Neural Networks and Learning Systems (IF = 14.25) (Rao et al. 2022a, b), IEEE Journal 
of Biomedical and Health Informatics (IF = 7.021) (Rao et al. 2022a, b; Meng et al. 2021; 
Darabi et al. 2020; Li et al. 2023a, b), Scientific Reports (IF = 4.996) (Li et al. 2020; Zeng 
et  al. 2022), Nature Digital Medicine (IF = 11.653) (Rasmy et  al. 2021), and Journal of 
Biomedical Informatics (IF = 8.000) (Li et al. 2021). Similarly, papers were also published 
in important conferences such as the ACM SIGKDD Conference on Knowledge Discovery 
and Data Mining (IF = 7.02) (Ren et al. 2021), AAAI Conference on Artificial Intelligence 
(IF = 3.4) (Prakash et al. 2021), International Conference on Machine Learning and Appli-
cations (IF = 3.844) (Fouladvand et al. 2021; Dong et al. 2021), and International Sympo-
sium on Computer-Based Medical Systems (IF = 1.040) (Florez et al. 2021).

The identification of several papers from the same research group (DemRQ3) shows 
the ongoing efforts and technological developments rather than a paper resulting from a 
one-off, isolated study. We found only one case in our analysis. The University of Oxford 
released the BEHRT model in 2020 (Li et al. 2020) and advanced this model in two works 
published in 2022 (Rao et al. 2022a, b) and another in 2023 (Li et al. 2023a, b). The Gradu-
ate Institute of Biomedical Electronics and Bioinformatics at the National Taiwan Univer-
sity used transformer models for two disease pattern retrieval and classification in 2021 
(Boursalie et al. 2021) and prediction of postoperative mortality in 2022 (Chen et al. 2022). 
However, our analysis did not consider this latter application since it does not use longitu-
dinal data. DemRQ3 was also useful to attest to the strong interdisciplinarity of this type 
of research. Many papers involve authors that are from some health-related department/
faculty such as Medicine (Li et al 2020; Li et al 2021; Rasmy et al. 2021), Women’s and 
Reproductive Health (Rao et  al. 2022a, b), Radiologic Sciences (Meng et  al. 2021), and 
Biomedical Informatics (Boursalie et al. 2021). The most interesting example is the study 
in Fouladvand et  al. (2021), with authors from the Biomedical Informatics, Computer 
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Science, Internal Medicine, Pharmaceutical Sciences, Biostatistics, Psychiatry, Family and 
Community Medicine departments. In this case, the involvement of interdisciplinary teams 
is related to the research complexity that involves aspects of opioid use disorder.

Finally, Table  1 summarizes our findings regarding the learning objective (task) and 
application domain (DemRQ4). This table shows that prediction is the most common 
learning task, while the scientific contributions are mainly focused on:

•	 Designing domain-specific vocabularies (e.g., diagnosis codes for EHR) and their 
embeddings using simple operations such as sum or concatenation (Li et al 2020; Rao 
et al. 2022a; Florez et al. 2021; Meng et al. 2021; Rasmy et al. 2021).

•	 Including temporal semantic elements, such as temporal distance between inputs (Bour-
salie et al. 2021; An et al. 2022), artificial time tokens as part of the vocabulary, (Pang 
et al. 2021), time reference for an event from defined anchor date (Prakash et al. 2021), 
and special representations for duration of visits and interval between visits (Peng et al. 
2021).

•	 Conducting a more complex input data preprocessing, using, for example, LSTM (Fou-
ladvand et al. 2021) or a pre-transformer (Chen et al. 2021b) module, including spa-
tial dependences (Li et al. 2021), creating hierarchical input structures (Ye et al. 2020; 
Li et al. 2023a, b), filtering relevant information (Shome 2021), using self-supervised 
learning to augment the input value (Dong et al. 2021, and joining categorical and tex-
tual information (Darabi et al. 2020).

•	 Modifying the learning algorithm to simultaneously analyze different data streams 
(Fouladvand et al. 2021), employing an attention mechanism based on probabilities (Li 
et al. 2021), or proposing new forms of pre-training (Zeng et al. 2022; Ren et al. 2021).

These scientific contributions are better discussed along this paper.

4.3 � Transformers input research questions

Table 2 summarizes the answers to the input research questions. The second column (Lon-
gitudinal inputs) indicates the vocabulary (lexicon) used in each approach (InpRQ1). 
Many papers (Li et al. 2020; Rao et al. 2022a, Florez et al. 2021, Pang et al. 2021, Prakash 
et al. 2021) use standardized categorical codes of diagnosis (e.g., ICD), medications, and 
other health elements as part of their vocabulary. Some papers mix categorical and con-
tinuous data (Li et al. 2023a, b; Rao et al. 2022b). In this case, they apply a categorization 
process to transform the continuous data into tokens of a vocabulary. Works that assess 
data from sensors (Shome 2021; Dong et al. 2021; An et al. 2022] do not use the concept 
of vocabulary since their training strategies directly use the raw data as input. A third type 
of input representation strategy uses special modules to learn their input (FCNN (Chen 
et al. 2021b), DTW (Li et al. 2021)).

The third column represents the longitudinal unit, which aggregates the data assessed at 
each timestep (InpRQ2). Many studies use the idea of visits as longitudinal unit, and they 
are aperiodic (Li et al. 2020; Darabi et al. 2020). For aperiodic units, for example, the work 
in Boursalie et al. (2021) proposes concatenating the time between assessments (elapsed 
time) in the unit encode. Proposals based on sensors (Shome 2021; Dong et al. 2021) have 
each data capture cycle as their longitudinal unit, which is mostly periodic.



	 C. A. Siebra et al.

1 3

32  Page 12 of 39

Ta
bl

e 
1  

L
ea

rn
in

g 
ta

sk
s a

nd
 m

ai
n 

co
nt

rib
ut

io
n

Re
fe

re
nc

es
Le

ar
ni

ng
 o

bj
ec

tiv
e

Sc
ie

nt
ifi

c 
co

nt
rib

ut
io

n

Li
 e

t a
l. 

(2
02

0)
Pr

ed
ic

tio
n

(N
ex

t d
ia

gn
os

is
)

A
da

pt
at

io
n 

of
 B

ER
T 

(D
ev

lin
 e

t a
l. 

20
18

) t
o 

co
ve

r E
H

R
 e

le
m

en
ts

 (d
ia

gn
os

is
 c

od
es

)

R
ao

 e
t a

l. 
(2

02
2a

)
Pr

ed
ic

tio
n

(H
ea

rt 
fa

ilu
re

)
Ex

te
nd

s t
he

 p
re

vi
ou

s m
od

el
 (L

i e
t a

l. 
20

20
) s

o 
it 

co
ns

id
er

s f
ur

th
er

 E
H

R
 e

le
m

en
ts

Fl
or

ez
 e

t a
l. 

(2
02

1)
Pr

ed
ic

tio
n 

(P
ro

gn
os

tic
)

Tr
an

sf
or

m
er

 a
rc

hi
te

ct
ur

e 
(w

ith
ou

t p
re

tra
in

in
g)

 to
 c

ov
er

 E
H

R
 e

le
m

en
ts

 (e
.g

., 
di

ag
no

si
s c

od
es

)
M

en
g 

et
 a

l. 
(2

02
1)

Pr
ed

ic
tio

n 
(D

ep
re

ss
io

n)
Ex

te
nd

s t
he

 in
pu

t c
od

e 
em

be
dd

in
gs

 fo
r b

id
ire

ct
io

na
l s

eq
ue

nt
ia

l l
ea

rn
in

g
Fo

ul
ad

va
nd

 e
t a

l. 
(2

02
1)

B
in

ar
y 

cl
as

si
fic

at
io

n 
(O

pi
oi

d 
di

so
rd

er
)

D
at

a 
pr

ep
ro

ce
ss

in
g 

us
in

g 
LS

TM
 m

od
el

s. 
Si

m
ul

ta
ne

ou
s a

na
ly

si
s o

f m
ul

tip
le

 ty
pe

s o
f h

ea
lth

ca
re

 d
at

a 
str

ea
m

s
B

ou
rs

al
ie

 e
t a

l. 
(2

02
1)

Pr
ed

ic
tio

n
(N

ex
t d

ia
gn

os
is

)
In

cl
us

io
n 

of
 e

la
ps

ed
 ti

m
e 

be
tw

ee
n 

lo
ng

itu
di

na
l u

ni
ts

 (e
.g

., 
m

ed
ic

al
 v

is
its

) e
m

be
dd

in
gs

C
he

n 
et

 a
l. 

(2
02

1b
)

Pr
ed

ic
tio

n
(C

rit
ic

al
 c

ar
e)

U
se

 o
f a

 fi
rs

t t
ra

ns
fo

rm
er

 m
od

el
 fo

r u
ns

up
er

vi
se

d 
em

be
dd

in
g 

of
 th

e 
di

se
as

e 
co

nc
ep

t i
nt

o 
a 

se
co

nd
 tr

an
s-

fo
rm

er
Li

 e
t a

l. 
(2

02
1)

Pr
ed

ic
tio

n 
(I

nfl
ue

nz
a 

pr
op

ag
at

io
n)

In
cl

us
io

n 
of

 sp
at

ia
l d

ep
en

de
nc

y,
 u

si
ng

 c
ur

ve
 si

m
ila

rit
y,

 a
s p

ar
t o

f t
he

 e
m

be
dd

in
g.

 A
da

pt
at

io
n 

of
 a

tte
nt

io
n 

m
ec

ha
ni

sm
 fo

r a
 p

ro
ba

bi
lis

tic
 m

od
e

Ye
 e

t a
l. 

(2
02

0)
Pr

ed
ic

tio
n

(D
is

ea
se

 ri
sk

)
A

dd
iti

on
al

 m
od

ul
es

 to
 m

od
el

 th
e 

hi
er

ar
ch

ic
al

 st
ru

ct
ur

e 
of

 E
H

R
 d

at
a 

an
d 

ex
tra

ct
 lo

ng
- (

tra
ns

fo
rm

er
 

en
co

de
r)

 a
nd

 sh
or

t-t
er

m
 d

ep
en

de
nc

es
 (c

on
vo

lu
tio

na
l l

ay
er

)
R

as
m

y 
et

 a
l. 

(2
02

1)
Pr

ed
ic

tio
n

(D
is

ea
se

 ri
sk

)
A

da
pt

at
io

n 
of

 B
ER

T 
(D

ev
lin

 e
t a

l. 
20

18
) t

o 
co

ve
r E

H
R

 e
le

m
en

ts
 (e

.g
., 

di
ag

no
si

s c
od

es
)

Ze
ng

 e
t a

l. 
(2

02
2)

Pr
ed

ic
tio

n
(N

ex
t d

ia
gn

os
is

)
Pr

op
os

al
 o

f u
ns

up
er

vi
se

d 
pr

et
ra

in
in

g 
th

at
 re

lie
s o

n 
th

e 
N

ex
t V

is
it 

Pr
ed

ic
tio

n 
an

d 
C

at
eg

or
ic

al
 P

re
di

ct
io

n 
ap

pr
oa

ch
es

Sh
om

e 
(2

02
1)

C
la

ss
ifi

ca
tio

n 
(P

hy
si

ca
l a

ct
iv

ity
)

U
se

 o
f a

 d
ep

th
w

is
e 

se
pa

ra
bl

e 
re

si
du

al
 fe

at
ur

e 
ex

tra
ct

or
 n

et
w

or
k 

fo
r i

np
ut

 p
re

pr
oc

es
si

ng
D

on
g 

et
 a

l. 
(2

02
1)

Pr
ed

ic
tio

n
(M

en
ta

l d
is

ea
se

)
G

ra
ph

s a
s i

np
ut

. I
nt

eg
ra

te
s a

 c
on

tra
sti

ve
 se

lf-
su

pe
rv

is
ed

 le
ar

ni
ng

 m
et

ho
d 

su
ch

 th
at

 th
e 

ba
g 

cl
as

si
fie

r c
an

 b
e 

le
ar

ne
d 

us
in

g 
se

m
i-s

up
er

vi
si

on
D

ar
ab

i e
t a

l. 
(2

02
0)

Pr
ed

ic
tio

n
(M

ed
ic

al
 e

ve
nt

s)
U

se
 o

f t
w

o 
in

pu
t d

ist
rib

ut
ed

 re
pr

es
en

ta
tio

n 
fo

r a
 p

at
ie

nt
 b

as
ed

 o
n 

te
xt

 a
nd

 m
ed

ic
al

 c
od

es

Li
 e

t a
l. 

(2
02

3a
, b

)
Pr

ed
ic

tio
n

(R
is

k 
of

 h
ea

lth
 is

su
es

)
U

se
 o

f h
ie

ra
rc

hi
ca

l s
tru

ct
ur

es
 to

 a
llo

w
 e

xt
ra

ct
in

g 
as

so
ci

at
io

ns
 fr

om
 lo

ng
er

 se
qu

en
ce

s

Pa
ng

 e
t a

l. 
(2

02
1)

Pr
ed

ic
tio

n
(C

lin
ic

al
 e

ve
nt

s)
In

co
rp

or
at

in
g 

te
m

po
ra

l i
nf

or
m

at
io

n 
us

in
g 

ar
tifi

ci
al

 ti
m

e 
to

ke
ns

 a
s p

ar
t o

f t
he

 in
pu

t v
oc

ab
ul

ar
y



Transformers in health: a systematic review on architectures…

1 3

Page 13 of 39  32

Ta
bl

e 
1  

(c
on

tin
ue

d)

Re
fe

re
nc

es
Le

ar
ni

ng
 o

bj
ec

tiv
e

Sc
ie

nt
ifi

c 
co

nt
rib

ut
io

n

Re
n 

et
 a

l. 
(2

02
1)

C
la

ss
ifi

ca
tio

n 
an

d 
re

gr
es

si
on

 (d
ia

be
te

s 
an

d 
hy

pe
rte

ns
io

n)
Pr

op
os

al
 o

f n
ew

 fo
rm

s o
f p

re
-tr

ai
ni

ng
 to

 h
an

dl
e 

da
ta

 in
su

ffi
ci

en
cy

, d
at

a 
in

co
m

pl
et

en
es

s a
nd

 sh
or

t s
eq

ue
nc

e 
pr

ob
le

m
s u

si
ng

 a
 ti

m
e-

aw
ar

e 
tra

ns
fo

rm
er

 a
rc

hi
te

ct
ur

e
Pr

ak
as

h 
et

 a
l. 

(2
02

1)
C

la
ss

ifi
ca

tio
n

(R
ar

e 
di

se
as

e)
Ex

te
ns

io
n 

of
 M

ed
-B

ER
T 

by
 in

cl
ud

in
g 

co
nt

ex
t e

m
be

dd
in

g 
an

d 
te

m
po

ra
l r

ef
er

en
ce

 e
m

be
dd

in
g,

 to
ge

th
er

 
w

ith
 a

 n
ov

el
 a

da
pt

iv
e 

lo
ss

 fu
nc

tio
n 

to
 h

an
dl

e 
th

e 
cl

as
s i

m
ba

la
nc

e
R

ao
 e

t a
l. 

(2
02

2b
)

Pr
ed

ic
tio

n
(T

re
at

m
en

t r
is

ks
)

U
se

 o
f a

n 
un

su
pe

rv
is

ed
 le

ar
ni

ng
 fo

r r
ic

he
r f

ea
tu

re
 e

xt
ra

ct
io

n,
 w

hi
ch

 c
ap

tu
re

 b
ot

h 
st

at
ic

 a
nd

 te
m

po
ra

l m
ed

i-
ca

l h
ist

or
y 

va
ria

bl
es

A
n 

et
 a

l. 
(2

02
2)

Pr
ed

ic
tio

n
(M

or
ta

lit
y)

Le
ar

n 
th

e 
pe

rs
on

al
iz

ed
 ir

re
gu

la
r t

em
po

ra
l p

at
te

rn
s o

f m
ed

ic
al

 e
ve

nt
s

Pe
ng

 e
t a

l. 
(2

02
1)

Pr
ed

ic
tio

n
(D

ia
gn

os
is

)
U

se
 o

f n
eu

ra
l o

rd
in

ar
y 

di
ffe

re
nt

ia
l e

qu
at

io
n 

to
 h

an
dl

e 
bo

th
 ir

re
gu

la
r i

nt
er

va
ls

 b
et

w
ee

n 
a 

pa
tie

nt
’s

 v
is

its
 w

ith
 

ad
m

itt
ed

 ti
m

es
ta

m
ps

 a
nd

 le
ng

th
 o

f s
ta

y 
in

 e
ac

h 
vi

si
t



	 C. A. Siebra et al.

1 3

32  Page 14 of 39

Ta
bl

e 
2  

S
um

m
ar

y 
of

 in
pu

t r
es

ea
rc

h 
qu

es
tio

ns

Re
fe

re
nc

es
Lo

ng
itu

di
na

l i
np

ut
s

(le
xi

co
n =

 Γ
)

Lo
ng

itu
di

na
l u

ni
t (

t) 
an

d 
fr

eq
ue

nc
y

St
at

ic
 a

ttr
ib

ut
es

Po
si

tio
na

l e
nc

od
in

g
In

pu
t e

m
be

dd
in

g

Li
 e

t a
l. 

(2
02

0)
D

ia
gn

os
is

 c
od

e 
(D

)
Pa

tie
nt

 v
is

its
 V

p =
 li

st 
of

 D
. 

A
pe

rio
di

c
–

f(t
) =

 si
nu

so
id

al
 fu

nc
tio

n.
 t 

is
 th

e 
Vp

 se
qu

en
tia

l v
al

ue
E V

p ←
 Γ

Vp
 ⊕

 A
ge

Vp
 ⊕

 f(
t) 

⊕
 A

/B
 

se
gm

en
t

R
ao

 e
t a

l. 
(2

02
2a

)
D

ia
gn

os
is

 (D
) a

nd
 m

ed
ic

a-
tio

n 
(M

) c
od

es
Pa

tie
nt

 v
is

its
 V

p =
 li

st 
of

 
D

 ∪
 li

st 
of

 M
. A

pe
rio

di
c

–
–

E V
p ←

 Γ
Vp

 ⊕
 A

ge
-in

-
m

on
th

s V
p ⊕

 Y
ea

r V
p

Fl
or

ez
 e

t a
l. 

(2
02

1)
D

ia
gn

os
is

 c
od

e 
(D

)
Pa

tie
nt

 a
dm

is
si

on
 A

p =
 li

st 
of

 D
. L

ist
 o

f fi
x 

si
ze

 |D
|-

di
m

en
si

on
. U

se
s p

ad
di

ng
 

to
 c

om
pl

et
e.

 A
pe

rio
di

c

–
f (

t) 
=

 si
nu

so
id

al
 fu

nc
tio

n,
 t 

is
 th

e 
Vp

 se
qu

en
tia

l v
al

ue
E A

p ←
 ho

t_
ve

ct
or

(Γ
Ap

) ⊕
 f(

t)

M
en

g 
et

 a
l. 

(2
02

1)
D

ia
gn

os
is

 (D
), 

d C
PT

 (C
), 

m
ed

ic
at

io
n 

(M
), 

an
d 

a To
pi

c 
fe

at
ur

es
 (T

) c
od

es

Pa
tie

nt
 v

is
its

 V
p =

 li
st 

of
 

D
 ∪

 li
st 

of
 C

 ∪
 li

st 
of

 
M

 ∪
 li

st 
of

 T
. A

pe
rio

di
c

G
en

de
r

f(t
) =

 si
nu

so
id

al
 fu

nc
tio

n,
 t 

is
 th

e 
Vp

 se
qu

en
tia

l v
al

ue
E V

p ←
 Γ

Vp
 ⊕

 f(
t) 

⊕
 A

/B
 se

g-
m

en
t ⊕

 A
ge

Vp
 ⊕

 G
en

de
r

Fo
ul

ad
va

nd
 e

t a
l. 

(2
02

1)
D

ia
gn

os
is

 (D
) a

nd
 m

ed
ic

a-
tio

n 
(M

) c
od

es
Pa

tie
nt

 v
is

its
 V

p =
 li

st 
of

 
D

 ∪
 li

st 
of

 M
. P

er
io

di
c 

(m
on

th
ly

)

b A
ge

, G
en

de
r

f(t
) =

 m
on

th
 ∈

 [m
on

th
m

in
, 

m
on

th
m

ax
]. 

t i
s t

he
 V

p 
se

qu
en

tia
l v

al
ue

E D
 ←

 L
ST

M
(D

) ⊕
 f(

t)
E M

 ←
 L

ST
M

(M
) ⊕

 f(
t)

E V
p ←

 E
D

 ©
 E

M

B
ou

rs
al

ie
 e

t a
l. 

(2
02

1)
D

ia
gn

os
is

 (D
) a

nd
 m

ed
ic

a-
tio

n 
(M

) c
od

es
Pa

tie
nt

 v
is

its
 V

p =
 li

st 
of

 
D

 ∪
 li

st 
of

 M
 ∪

 el
ap

se
d 

tim
e.

 A
pe

rio
di

c

c A
ge

, G
en

de
r

f(t
) =

 t, 
w

he
re

 t 
is

 th
e 

Vp
 

se
qu

en
tia

l v
al

ue
EΔ

 ←
 Δ

t(V
pt , V

pt−
1 )

E V
p ←

 (D
 ©

 M
 ©

 E
Δ

) V
p ⊕

 f(
t)

C
he

n 
et

 a
l. 

(2
02

1b
)

FC
N

N
-1

 (e 15
 a

ttr
ib

ut
es

) 
an

d 
FC

N
N

-2
 (d N

L 
fe

at
ur

es
)

Pa
tie

nt
 v

is
its

 
Vp

 =
 F

C
N

N
1 ∪

 F
C

N
N

2.
 

A
pe

rio
di

c

–
f(t

) =
 si

nu
so

id
al

 fu
nc

tio
n.

 t 
is

 th
e 

Vp
 se

qu
en

tia
l v

al
ue

E V
p ←

 Γ
Vp

 ⊕
 f(

t) 
⊕

 A
/B

 se
gm

en
t

Li
 e

t a
l. 

(2
02

1)
d D

TW
 (n

um
be

r o
f p

at
ie

nt
)

Pa
tie

nt
 c

ou
nt

s C
p =

 D
TW

 
(p

at
ie

nt
 c

ou
nt

s)
. P

er
io

di
c 

(w
ee

kl
y)

–
f (

t) 
=

 si
nu

so
id

al
 fu

nc
tio

n.
 t 

is
 th

e 
C

p 
se

qu
en

tia
l v

al
ue

E C
p ←

 Γ
C

p ⊕
 f(

t)

Ye
 e

t a
l. 

(2
02

0)
D

ia
gn

os
is

 c
od

e 
(D

)
Pa

tie
nt

 v
is

its
 

Vp
 =

 H
A

M
(li

st 
of

 D
). 

A
pe

rio
di

c

–
f lo

ng
 =

 si
nu

so
id

al
 fu

nc
tio

n,
 

f sh
or

t =
 co

nv
1d

 la
ye

r
E V

p ←
 Γ

Vp
 ⊕

 f lo
ng

(V
p)

 ⊕
 f s

ho
rt

(V
p)

R
as

m
y 

et
 a

l. 
(2

02
1)

D
ia

gn
os

is
 c

od
e 

(D
)

Pa
tie

nt
 v

is
its

 V
p =

 li
st 

of
 D

. 
A

pe
rio

di
c

–
f(t

) =
 t, 

w
he

re
 t 

is
 th

e 
Vp

 
se

qu
en

tia
l v

al
ue

g =
 co

de
s p

rio
rit

y 
or

de
r 

(1
..n

)

E V
p ←

 Γ
Vp

 ⊕
 f(

t) 
⊕

 g(
Γ V

p)



Transformers in health: a systematic review on architectures…

1 3

Page 15 of 39  32

Ta
bl

e 
2  

(c
on

tin
ue

d)

Re
fe

re
nc

es
Lo

ng
itu

di
na

l i
np

ut
s

(le
xi

co
n =

 Γ
)

Lo
ng

itu
di

na
l u

ni
t (

t) 
an

d 
fr

eq
ue

nc
y

St
at

ic
 a

ttr
ib

ut
es

Po
si

tio
na

l e
nc

od
in

g
In

pu
t e

m
be

dd
in

g

Ze
ng

 e
t a

l. 
(2

02
2)

D
ia

gn
os

is
 (D

), 
pr

oc
ed

ur
e 

(P
), 

m
ed

ic
at

io
n 

(M
), 

an
d 

vi
si

t t
yp

e 
(V

T)
 c

od
es

Pa
tie

nt
 v

is
its

 V
p =

 li
st 

of
 D

 ∪
 li

st 
of

 P
 li

st 
of

 
M

 ∪
 V

T 
A

pe
rio

di
c

c A
ge

, G
en

de
r

f(t
) =

 vi
si

t d
at

e
E V

p ←
 M

ax
po

ol
(Γ

Vp
 ©

 f(
t))

 ©
 

A
ge

 ©
 G

en
de

r

Sh
om

e 
(2

02
1)

N
o 

le
xi

co
n.

 R
aw

 d
at

a 
fro

m
 

ac
ce

le
ro

m
et

er
 a

nd
 g

yr
o-

sc
op

e 
se

ns
or

s

Se
ns

or
 re

ad
in

gs
 S

. P
er

io
di

c 
(c

on
tin

uo
us

)
–

f (
t) 

=
 co

nt
in

uo
us

 ti
m

es
te

p
E t

 ←
 S

et
 o

f R
es

id
ua

l b
lo

ck
s 

(S
,f(

t))

D
on

g 
et

 a
l. 

(2
02

1)
N

o 
le

xi
co

n.
 e D

ai
ly

 li
fe

 d
at

a 
us

in
g 

se
ns

or
s

Se
ns

or
 re

ad
in

gs
 S

. P
er

io
di

c 
(d

ai
ly

)
–

f (
t) 

=
 vi

si
t d

at
e

E t
 ←

 G
C

L(
G

ra
ph

(S
 ©

 f(
t))

)

D
ar

ab
i e

t a
l. 

(2
02

0)
D

ia
gn

os
is

 (D
), 

pr
oc

ed
ur

e 
(P

), 
m

ed
ic

at
io

n 
(M

) 
co

de
s, 

an
d 

m
ed

ic
al

 n
ot

es

Pa
tie

nt
 v

is
its

 V
p =

 li
st 

of
 D

 ∪
 li

st 
of

 P
 li

st 
of

 
M

 ∪
 V

T 
∪ 

m
ed

ic
al

 n
ot

es
. 

A
pe

rio
di

c

c D
em

og
ra

ph
ic

s (
ag

e,
 

ge
nd

er
, r

ac
e,

 e
tc

.)
f(t

) =
 si

nu
so

id
al

 fu
nc

tio
n.

 t 
is

 th
e 

Vp
 se

qu
en

tia
l v

al
ue

E V
p ←

 E
co

de
s ©

 E
no

te
s ©

 D
em

o-
gr

ap
hi

cs
E c

od
es

 ←
 E

nc
od

er
(Γ

Vp
 ⊕

 f(
t))

E n
ot

es
 ←

 S
um

m
ar

iz
er

(N
L 

Vp
) ⊕

 f(
t)

Li
 e

t a
l. 

(2
02

3a
, b

)
D

ia
gn

os
is

 (D
), 

M
ed

ic
a-

tio
n 

(M
), 

Pr
oc

ed
ur

e 
(P

), 
Ex

am
in

at
io

ns
 (E

), 
B

lo
od

 
pr

es
su

re
 (B

P)
, D

rin
ki

ng
 

st
at

us
 (D

S)
, S

m
ok

in
g 

st
at

us
 (S

S)
, a

nd
 b

od
y 

m
as

s i
nd

ex
 (B

M
I)

Pa
tie

nt
 v

is
its

 V
p =

 li
st 

of
 

pa
tie

nt
 re

co
rd

s (
D

 ∪
 M

 ∪
 

P 
∪ 

E 
∪ 

B
P 

∪ 
D

S 
∪ 

SS
 ∪

 B
M

I)
. A

pe
rio

di
c

–
f(t

) =
 si

nu
so

id
al

 fu
nc

tio
n.

 t 
is

 th
e 

Vp
 se

qu
en

tia
l v

al
ue

T s
w

-i ←
 T

ra
ns

fo
rm

 
(Γ

Vp
 ⊕

 A
ge

 ⊕
 A

/B
 ⊕

 f(
t))

|sw
|, 

w
he

re
 |s

w
|=

 sl
id

e 
w

in
do

w
s 

le
ng

th
E V

p ←
 T

sl
-1

 ©
 …

 ©
 T

sl
-n

Pa
ng

 e
t a

l. 
(2

02
1)

D
ia

gn
os

is
 (D

), 
M

ed
ic

at
io

n 
(M

), 
an

d 
Pr

oc
ed

ur
es

 (P
)

Pa
tie

nt
 v

is
it 

Vp
 =

 li
st 

of
 

D
 ∪

 li
st 

of
 M

 ∪
 li

st 
of

 P
. 

A
pe

rio
di

c

–
Re

de
fin

ed
. I

m
pl

em
en

ta
tio

n 
of

 T
im

e 
(T

em
b)

 a
nd

 A
ge

 
(A

em
b)

 e
m

be
dd

in
gs

E V
p ←

 Γ
Vp

 ⊕
 T

em
b ⊕

 A
em

b

Re
n 

et
 a

l. 
(2

02
1)

Ex
am

in
at

io
ns

 (E
)

Pa
tie

nt
 v

is
it 

Vp
 =

 li
st 

of
 E

. 
A

pe
rio

di
c

–
f (

w
ee

k)
 =

 si
nu

so
id

al
 fu

nc
-

tio
n,

 w
ee

k 
in

de
x 

as
 in

pu
t

E V
p ←

 Γ
Vp

 ⊕
 f (

w
ee

k)

Pr
ak

as
h 

et
 a

l. 
(2

02
1)

D
ia

gn
os

is
 (D

), 
Tr

ea
tm

en
t 

(T
), 

an
d 

Pr
oc

ed
ur

es
 (P

)
Pa

tie
nt

 v
is

it 
Vp

 =
 li

st 
of

 
D

 ∪
 li

st 
of

 M
 ∪

 li
st 

of
 P

. 
A

pe
rio

di
c

–
f (

t) 
=

 V
p 

tim
e 

re
fe

re
nc

e 
re

ga
rd

in
g 

an
 a

nc
ho

r d
at

e
E V

p ←
 Γ

Vp
 ⊕

 T
yp

e(
Γ V

p)
 in

de
x 

(V
p)

 ⊕
 f(

t)



	 C. A. Siebra et al.

1 3

32  Page 16 of 39

Ta
bl

e 
2  

(c
on

tin
ue

d)

Re
fe

re
nc

es
Lo

ng
itu

di
na

l i
np

ut
s

(le
xi

co
n =

 Γ
)

Lo
ng

itu
di

na
l u

ni
t (

t) 
an

d 
fr

eq
ue

nc
y

St
at

ic
 a

ttr
ib

ut
es

Po
si

tio
na

l e
nc

od
in

g
In

pu
t e

m
be

dd
in

g

R
ao

 e
t a

l. 
(2

02
2b

)
D

ia
gn

os
is

 (D
), 

M
ed

ic
at

io
n 

(M
), 

an
d 

B
lo

od
 p

re
ss

ur
e 

(B
P)

Pa
tie

nt
 v

is
it 

Vp
 =

 li
st 

of
 D

 ∪
 li

st 
of

 M
 ∪

 B
P.

 
A

pe
rio

di
c

G
en

de
r, 

re
gi

on
, s

m
ok

in
g

f(t
) =

 t, 
w

he
re

 t 
is

 th
e 

Vp
 

se
qu

en
tia

l v
al

ue
E V

p ←
 Γ

Vp
 ⊕

 A
ge

Vp
 ⊕

 Y
ea

r 
Vp

 ⊕
 f(

t) 
©

 (g
en

de
r ©

 re
gi

on
 

©
 sm

ok
in

g)
A

n 
et

 a
l. 

(2
02

2)
N

o 
le

xi
co

n.
 R

aw
 d

at
a 

of
 

vi
ta

l s
ig

na
ls

 a
nd

 e
xa

m
in

a-
tio

ns
. M

ed
ic

at
io

ns
 a

re
 

la
te

r i
nc

lu
de

d

Se
ns

or
 re

ad
in

gs
 S

 =
 vi

ta
l 

si
gn

al
 (V

S)
 ∪

 ex
am

in
a-

tio
ns

 (E
). 

A
pe

rio
di

c

–
f vs

 =
 in

te
rv

al
 b

et
w

ee
n 

vi
ta

l 
si

gn
al

s, 
f ex

a =
 in

te
rv

al
 

be
tw

ee
n 

ex
am

in
at

io
ns

E v
s ←

 vi
ta

l s
ig

na
l ⊕

 f v
s

E E
 ←

 vi
ta

l s
ig

na
l ⊕

 f e
xa

Pe
ng

 e
t a

l. 
(2

02
1)

D
ia

gn
os

is
 (D

)
Pa

tie
nt

 v
is

it 
Vp

 =
 li

st 
of

 D
. 

A
pe

rio
di

c
–

Re
de

fin
ed

 u
si

ng
 

f1
 =

 f O
D

E(
Vp

-s
ta

rt
, 

Vp
-e

nd
), 

f f
2 =

 f O
D

E 
(V

p 1
,V

p 2
)

M
O

 ←
 M

ed
ic

al
 o

nt
ol

og
y

E o
e ←

 O
nt

ol
og

yE
nc

od
er

 (M
O

, 
Γ V

p)
E V

p ←
 E

oe
 ⊕

 f1
 ⊕

 f2

a  Ex
am

pl
es

 o
f t

op
ic

 fe
at

ur
es

 a
re

 w
or

ds
 su

ch
 a

s “
pa

in
”,

 “
fr

ac
tu

re
”,

 o
r a

ny
 p

ar
t o

f t
he

 b
od

y
b  Th

es
e 

st
at

ic
 fe

at
ur

es
 a

re
 o

nl
y 

us
ed

 in
 th

e 
fin

al
 la

ye
rs

, a
fte

r t
he

 tr
an

sf
or

m
er

 m
od

ul
e

c  A
ttr

ib
ut

es
 o

nl
y 

us
ed

 in
 th

e 
fir

st 
vi

si
t (

t =
 1)

d  C
PT

 =
 C

ur
re

nt
 

Pr
oc

ed
ur

al
 

Te
rm

in
ol

og
y;

 
©

 =
 co

nc
at

en
at

io
n 

op
er

at
io

n;
 ⊕

  =
 su

m
m

in
g 

op
er

at
io

n;
 

N
L 

=
 na

tu
ra

l 
la

ng
ua

ge
; 

FC
N

N
 =

 F
ul

ly
 

co
nn

ec
te

d 
ne

ur
al

 
ne

tw
or

k;
 

D
TW

 =
 D

yn
am

ic
 T

im
e 

W
ar

pi
ng

 a
lg

or
ith

m
, H

A
M

 =
 H

ie
ra

rc
hi

ca
l A

tte
nt

io
n 

M
od

ul
e;

 G
C

L 
=

 G
ra

ph
 C

on
vo

lu
tio

n 
La

ye
r

e  Sy
sto

lic
 a

nd
 d

ia
sto

lic
 b

lo
od

 p
re

ss
ur

e,
 h

ea
rt 

ra
te

, S
pO

2,
 re

sp
ira

to
ry

 ra
te

, b
od

y 
te

m
pe

ra
tu

re
, h

ei
gh

t, 
w

ei
gh

t, 
pa

in
 in

de
x,

 G
la

sg
ow

 c
om

a 
sl

ac
e,

 e
ye

 re
sp

on
se

, v
er

ba
l r

es
po

ns
e,

 
m

ot
or

, a
nd

 m
ot

or
 re

sp
on

se
f  O

D
E 

=
 O

rd
in

ar
y 

di
ffe

re
nt

ia
l e

qu
at

io
ns



Transformers in health: a systematic review on architectures…

1 3

Page 17 of 39  32

The fourth column indicates whether the approaches consider static attributes 
(InpRQ3). The most common are age and gender, used at the beginning of each patient 
sequence (Boursalie et al. 2021; Rao et al. 2022b) or directly in the last layer of the archi-
tecture (Fouladvand et al. 2021). However, some works use the attribute age as a resource 
to improve the sequential semantic notion (Li et  al. 2020; Rao et  al. 2022a). Thus, they 
support the positional encoding task. Our review shows that diverse concepts and union 
of concepts are used as positional encode (InpRQ4). For example, the sinusoidal function 
(Florez et al. 2021; Li et al. 2021; Darabi et al. 2020), which is used in the original trans-
former paper (Devlin et al. 2018), simple sequential values (Rasmy et al. 2021; Li et al. 
2023a, b; Rao et al. 2022b), and calendar dates (Zeng et al. 2022; Dong et al. 2021). A/B 
segments are encodings used as an additional semantic layer to distinguish two adjacent 
longitudinal units (Li et al. 2020; Meng et al. 2021; Chen et al. 2021b). For example, infor-
mation related to each patient visit alternately receives the segments A and B. However, the 
advantages of its use to improve the representation of positional encodings are unclear in 
the literature. There are also slight variations. For example, the work in Ren et al. (2021) 
uses the number of weeks as the input parameter of the sinusoidal function rather than 
simple sequential values. On the other hand, some papers completely redefine the idea of 
positional encoding. The work in Pang et al. (2021) defines two embeddings, one for rep-
resenting the idea of continuous time using age as basis (Aemb) and another for cyclic time 
using the calendar data as basis (Temb). The work in Peng et al. (2021) uses two ordinary 
differential equations (ODE) to represent visit durations given their initial and final time 
and the interval between such visits. According to Peng et al. (2021), ODEs are particularly 
interesting in handling arbitrary time gaps between observations.

The sixth column indicates how the input information is embedded (InpRQ5). As dis-
cussed in the previous section, the contribution of most papers focused on these embedding 
functions. For example, the work in Fouladvand et al. (2021) uses the sum of two LSTM 
network outputs, which have the diagnosis and medication longitudinal data as input. 
These inputs are also summed to the months when they were assessed. The work in Bour-
salie et  al. (2021) first calculates the elapsed time between two visits (longitudinal unit) 
and concatenates this value to the diagnosis and medication codes. The final embedding is 
summed to the positional encoding. The approach in Shome (2021) uses the results of a set 
of depthwise separable residual feature extractor networks. This set receives the concat-
enation of the assessed sensorial data and the timestep when such data were assessed. The 
work presented in Darabi et al. (2020) considers two different input modalities. Firstly, the 
encoding of the sum of categorial inputs and positional encoding. Secondly, the summari-
zation of medical notes, also with its positional encoding. The final embedding is given by 
concatenating these two information and demographics data. Hierarchies of transformers 
(Pang et al. 2021) are also used to create clusters of sequential data according to a slid-
ing window. A pre-transformer handles each of these clusters, and all the results are con-
catenated and used as the input of the main architectural transformer. Another interesting 
approach is proposed in Peng et al. (2021), which uses medical ontologies to augment the 
sequential information of patients. Thus, this approach uses an ontology encoder to map 
the ontology information to a vector.

4.4 � Architectural research questions

Table 3 shows that encode-only is the most common architectural type (ArcRQ1) found in 
our analysis.
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This result may be expected since the best-known transformer example (BERT) also fol-
lows the encode-only approach. Thus, the authors were motivated by the results obtained 
for BERT. However, it is interesting to analyze why other works employed different archi-
tectural types rather than the encode-only approach. The proposals in Florez et al. (2021), 
Prakash et al. (2021), and Boursalie et al. (2021) construct models that do not need pre-
training. Moreover, they are interested in producing step-by-step iterative outcomes, where 
the previous output is used as input for the current process. This feature requires autore-
gressive architectures, such as the decode-only discussed in Sect. 2.1. The work in Li et al. 
(2021) employs an enc/dec architecture since its problem requires a pre-analysis of long 
time-series sequences at once (encode function) and the use of this analysis to support 
multi-step-ahead time-series predictions in a generative style (decoder function). The pro-
posal in Pang et al. (2021) uses a simple decoder to implement a second learning objective 
(Visit type Prediction—VTP) to boost further the performance of the encoder learning, 
which relies on the traditional masked language modelling (MLM) as its learning strategy. 
In An et al. (2022), the authors use end/dec architectures to derive an aware contextual fea-
ture representation of inputs. The result is a list of temporal features generated one by one 
according to the autoregressive decoder style.

The next step is to understand how the Nx module of each approach differs 
(ArcRQ2) from the original design illustrated in Fig.  1. Part of the works (Li et  al. 
2020; Rao et al. 2022a; Meng et al. 2021; Rasmy et al. 2021; Zeng et al. 2022; Shome 
2021; Darabi et al. 2020; Li et al. 2023a, b; Rao et al. 2022b; Peng et al. 2021) basically 
follow the encoder stage of the original transformer architecture (Fig.  1), including a 
final fully connected layer for classification/prediction. This layer uses activation func-
tions such as Sigmoid (Li et al. 2020; Rao et al. 2022a) and Softmax (Florez et al. 2021; 
Zeng et al. 2022). Other works follow (Florez et al. 2021; Boursalie et al. 2021; Prakash 
et al. 2021) the decoder stage of this architecture, while the proposal in An et al. (2022) 
relies on both stages. While these proposals did not present significant changes in the 
Nx module, the remaining works conducted diverse modifications (Fig.  4). The work 
in Dong et al. (2021) includes a layer called Prediction Bag Label, which is a specific 
component to the problem of predicting classes for groups of graphs. The work in Chen 
et al. (2021b) uses two transformers since the first transformer generates an embedding 
of diseases, which is used as input of the second transformer to augment its classifica-
tion accuracy. The work in Fouladvand et al. (2021) proposed three main modifications. 
Firstly, it does not use residual connections. Secondly, the multi-head attention block is 
modified to generate attention weights between different input streams. As these streams 
were mixed, the architecture also includes reconstruction layers to redefine the original 
streams. The work in Li et al. (2021) uses the encoder-decoder transformer architecture. 

Table 3   Architectural type of reviewed papers

Transformer
Encode-only Decode-only Enc/Dec

Li et al. (2020), Rao et al. (2022a), Meng 
et al. (2021), Fouladvand et al. (2021), Chen 
et al. (2021b), Ye et al. (2020), Rasmy et al. 
(2021), Zeng et al. (2022), Shome (2021), 
Dong et al. (2021), Darabi et al. (2020), Li 
et al. (2023a, b), Ren et al. (2021), Rao et al. 
(2022b), Peng et al. (2021)

Florez et al. (2021), Boursalie 
et al. (2021), Prakash et al. 
(2021)

Li et al. (2021), Pang 
et al. (2021), An 
et al. (2022)
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Fig. 4   Schema of the proposed modifications in the Nx module
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However, the encoder is modified to use a probabilistic attention mechanism with a 
convolutional neural network, while the decoder uses this same mechanism with a full 
attention layer. The work in Ye et  al. (2020) concatenates the results of a traditional 
transformer with the results of a 1-dimensional convolutional layer (conv). The hierar-
chical attention mechanism (TAM) layer receives this result, generating a dense diag-
nostic embedding for each longitudinal unit. The work in Pang et  al. (2021) uses the 
contextualized embedding generated by the encoder to support a new learning process 
conducted by the decoder module, called visit type prediction. Finally, the work in Ren 
et al. (2021) proposes a new multi-head attention module to handle irregular time inter-
vals. This architecture uses a fully connected layer (multilayer perceptron—MLP) to 
capture the time span information, which relies on position encoding outputs. The other 
layers account for integrating such temporal information into the health data.

Many works that follow the traditional architecture (Li et al. 2020; Rao et al. 2022a; 
Florez et al. 2021; Meng et al. 2021; Rasmy et al. 2021; Zeng et al. 2022; Shome 2021; 
Darabi et  al. 2020; Prakash et  al. 2021) include a classification/prediction layer as 
the way of conducting, for example, the fine-tuning process in their specific domains. 
Meanwhile, the other 14 works presented more complex modifications. Thus, we tried 
to identify the motivations for their design decisions (ArcRQ3). The work in Foulad-
vand et al. (2021) combines each stream of each type of health data (e.g., diagnosis and 
medication codes) inside the transformer module, rather than previously concatenating 
or summing such streams and dealing with them as a unique input stream. According to 
the authors, this approach facilitates exploring associations within and between these 
patients’ data streams. The work in Chen et al. (2021b) considers the relation between 
diseases as fundamental to predict care tasks. Thus, the use of its first transformer is 
justified to extract features of this relation that enhance the predictions of the second 
transformer. Li et al. (2021) argue that their modifications avoid the quadratic computa-
tion of self-attention, its memory bottleneck in stacking layers for long inputs, and the 
speed plunge in predicting long outputs. The work in Ye et al. (2020) intends to better 
learn the long and short dependencies among longitudinal data. Thus, it uses two com-
ponents, which are a traditional transformer and a 1-dimensional convolutional layer. 
The work in Dong et al. (2021) relies on graphs as input. Thus, the specialization of its 
final prediction layer is a natural design step for the learning process.

The hierarchical approach in Li et  al. (2023a, b) relies on the classical divide-and-
conquer metaphor to analyze long sequences. However, transformers do not theoreti-
cally have this limitation regarding their sequence size. Thus, the main reason is the 
hypothesis that hierarchical information clusters improve the learning process and, 
thus, the accuracy of the model. As the authors emphasize, “medical records naturally 
have stronger correlation when they are closer in time” (Li et  al. 2023a, b). In Pang 
et al. (2021), the visit type prediction learning strategy takes advantage of the available 
semantics for augmenting the information gain of the transformer. Indeed, the type of 
visit is a type of information that is not used in other approaches. At last, the support 
for temporal notions has motivated some approaches to conducting their modifications, 
which affect the task processing in the following way:

•	 The values of intervals between visits are included as tokens. However, they are not 
part of the vocabulary, and the decoder layers are thus modified to analyze the event-
pairs (interval time, visit information) rather than only each token (Boursalie et al. 
2021).
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•	 The standard equations of the transformer self-attention are modified to consider the 
irregular time interval between visits. This information is separately calculated and 
then integrated into the visit information (Ren et al. 2021).

•	 Traditional transformers are specifically used to create temporal representations 
employing time-aware attention weights. An interesting aspect is the use of a trans-
former for each data type (lab tests and vital signs). A later hierarchical feature fusion 
model is then used to integrate such temporal data with the prescription patient infor-
mation (An et al. 2022).

•	 The approach in Peng et al. (2021) also uses the transformer to learn temporal notions. 
In this case, the admission intervals and length of sequential visits of a patient. Like the 
previous case, the transformer is not modified. Rather, the proposal incorporates the 
information regarding admission intervals and visit lengths to the transformer input to 
support its learning objective.

Based on this analysis, the transformer literature does not present a concrete strategy to 
represent this temporal notion. This is one of the main issues of this type of architecture, as 
detailed later in this paper.

4.5 � Evaluation questions

Table 4 summarizes the results regarding the evaluation questions. The data characteriza-
tion (EvaRQ1) column shows that most of the datasets present a high number of sam-
ples. This high number is essential for approaches that require a pretraining stage. We also 
included the data dimension (dim) used for each approach between square brackets. For 
example, the work of Li et  al. (2020) has only one dimension represented by diagnosis 
codes. Approaches that do not require this stage and rely on mobile data (Shome 2021; 
Dong et al. 2021), for example, present fewer samples. The third column indicates which 
proposals use pretraining strategies and identifies these strategies (EvaRQ2). Masked Lan-
guage Model (MLM) is the main strategy used for pretraining. However, we also found 
some variations. For example, the work in Li et al. (2023a, b) implements the Bootstrap 
your own latent (BYOL) strategy with MLM (Li et  al. 2023a, b). BYOL trains two net-
works (online and target), which are augmented separately. The idea is to minimize the 
mean squared loss between the output of the online predictor and the target projector. In 
Pang et al. (2021), the visit time prediction (VTP) is concurrently conducted with MLM, 
using a different semantical content that can provide gains to the learning process.

The fourth column characterizes the fine-tuning strategies (EvaRQ3) when they are 
employed. These strategies use traditional layers for prediction or classification, which use 
sigmoid or softmax as the activation function. A particular strategy (Positive unlabeled 
(PU)-learning) is proposed in Prakash et  al. (2021) aimed at handling the class imbal-
ance. According to this strategy, the training data comprises only positive and unlabeled 
instances, whereas unlabeled examples include both positive and negative classes. When 
fine-tuning is not used, the proposals usually employ the traditional backward propaga-
tion as the learning mechanism (Florez et al. 2021; Fouladvand et al. 2021; Li et al. 2021; 
Shome 2021; Dong et al. 2021; An et al. 2022; Peng et al. 2021). The unique exception is 
the work in Boursalie et al. (2021), which uses predictions for the random subset of ele-
ments masked as the final training (Boursalie et al. 2021).

The evaluation criteria (EvaRQ4) of the proposals are indicated in the fifth column, 
which emphasizes the preference of such proposals for the Area Under the Curve-Receiver 
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Operating Characteristic (AUC-ROC). Indeed, this performance measurement is interest-
ing because it visually tells how much the model can distinguish between classes (degree 
or measure of separability) at various threshold settings. Finally, the sixth column shows 
that comparative analysis is a frequent way to validate the approaches (EvaRQ5). How-
ever, different from the AUC-ROC, which is almost a default performance measurement, 
the approaches use diverse techniques for this analysis.

4.6 � Explainability question

While the explainability/interpretability of results is desirable for inductive systems, such 
a feature is compulsory for health support systems. Indeed, previous works (Shortliffe and 
Sepúlveda 2018; Amann et  al. 2020) show that this lack of explainability, which causes 
legal and ethical uncertainties, is one of the main barriers that impede the advance of 
machine learning techniques in the health domain. In this context, we could expect dis-
cussions about the implementation and evaluation (EvaRQ6) of explanainability in the 
reviewed works. The following schema (Table 5) summarizes our findings regarding the 
use of explainability in the reviewed papers.

We defined four groups. The first group lists references that do not consider explainabil-
ity in their research. The second group contains references that agree about the importance 
of explainability. Such a topic is indicated as one of their future research directions (Fou-
ladvand et al. 2021; Li et al. 2021; Zeng et al. 2022; An et al. 2022). The third group lists 
references that exclusively rely on the attention weights to associate input features with 
results. For example, the works (Meng et al. 2021) and (Ye et al. 2020) employ attention 
weights to relate symptoms to disease codes. Thus, they evaluate the explanations using a 
quantitative analysis of such weights. The works (Li et al. 2020) and (Rasmy et al. 2021) 
also rely on attention weights, but they use a visualization tool (Vig 2019) that supports 
and augments the analysis of such weights. For example, this tool allows detecting model 
bias, locating relevant attention heads, and linking neurons to model behavior.

The last group also relies on attention weights but uses additional techniques. For 
example, the work in Rao et al. (2022a) employs perturbation-based techniques (Ivanovs 
et al. 2021) to show the importance of different contexts in prediction. These techniques 
are model-agnostic and not exclusive to transformers since they only perturb the input 
and observe changes in the output. Unlike model-agnostic methods, model-specific strate-
gies, which take advantage of the particularities of neural network architectures, were not 
identified in our review. This last group brings two works (Dong et al. 2021; Peng et al. 
2021) that show an interesting trend of combining inductive architectures with symbolic 
approaches to augment the explainability power. The work in Dong et al. (2021) also uses 
attention weights to show the importance of the input elements. However, such inputs are 
given in the form of graphs that relate concepts of the domain. Thus, this approach aug-
ments the explainability of the attention mechanism since it relies on the attention weights 
assigned for each graph instance rather than only weights between inputs and outcomes. 
The work in Peng et  al. (2021) shows that its model learns interpretable representations 
according to the structure of an ontology given as input. Thus, it is possible to derive more 
interpretable embeddings of medical codes. However, capturing all relevant knowledge 
within an ontology can be difficult. For example, some nuances, tacit knowledge, or rap-
idly evolving information may be challenging to be represented accurately. Moreover, if the 
ontology presents biased data, inconsistent or incorrect definitions, relationships, or con-
cepts, it can lead to errors in the interpretable representations.
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5 � Discussion

This section relies on the results of our review to identify important issues that limit the 
ability of transformers in handling longitudinal health data. Therefore, we summarize such 
issues and discuss initial efforts that we have identified to address them.

5.1 � Data diversity

This review shows that clinical-based sparse electronic health records are the main multi-
featured longitudinal data source for transformers in the health domain (Sect. 4.3). How-
ever, only a few classes of features (e.g., medication and diagnosis codes) have been con-
sidered at the same time thus far. An interesting exception is the work in Li et al. (2023a, 
b), which uses several health data types (diagnosis, medication, procedure, examinations, 
blood pressure, drinking status, smoking status, and body mass index). However, such data 
are part of the same vocabulary, and thus, the learning process cannot explore the particu-
lar semantics of each. In other words, the model does not know if a token represents, for 
example, a medication or a diagnosis. A different approach explicitly indicates this type, 
such as in Prakash et  al. (2021). This additional semantics can buster the efficiency and 
effectiveness of the learning process, similar to natural language processing, when the 
model knows that a token represents a noun or an adjective.

In this context, the taxonomy for health data proposed by Mayo et al. (2017) shows that 
health records are mainly composed of Clinician-reported (ClinRO—evaluations from a 
trained professional) and performance-reported outcomes (PerfRO—e.g., tests of walking, 
dexterity, and cognition). However, these outcomes are usually complemented with other 
types of daily-life assessments using technology-reported outcomes (TechRO, e.g., weara-
bles). Thus, longitudinal health data can be modelled with a set of vocabularies beyond 
the simple use of diagnoses and medication (Li et al. 2020; Rao et al. 2022a; Fouladvand 
et al. 2021; Boursalie et al. 2021). Approaches that employ multiple vocabularies (Meng 
et al. 2021) usually sum or concatenate their inputs to generate a unique data stream (Li 
et al. 2020; Rao et al. 2022a). A different approach is proposed in Fouladvand et al. (2021), 
which considers distinct feature streams and their combination is conducted during the cal-
culation of the attention weights. This approach seems to better explore the relationship 
between the feature types. However, its complexity is exponential regarding the number of 
streams since the model needs to conduct more operations and maintain the results of these 
operations in memory for the next steps.

We are currently investigating alternatives to address this problem. According to the 
representation proposed by many of the approaches of our review, the history of visits of 
each patient (Vp) is represented as in Eq. (1), where CLS and SEP are the start and sepa-
rate special words, vp

i represents each visit i of patient p, and n is the total number of visits 
of p.

In Eq.  (2), visits are composed of m words (diagnosis codes di) that are part of a 
unique vocabulary D. Then, the challenge is to extend the representation in (2) towards 

(1)Vp = {CLS, v1
p
, SEP, v2

p
, SEP,… , vn

p
, SEP}

(2)vi
p
=
{

d1, d2,… , dm
}

, where
[

d1..dm
]

∈ D
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multifeature inputs from different vocabularies (e.g., clinical examinations (E), diagnoses 
(D), and treatments (T), such as in (3):

This representation uses a new special word SEP’ to set different positions inside vis-
its for words of different vocabularies. However, this approach brings implications to the 
architecture since the word/sentence/document concept is broken. Thus, this approach may 
also have implications for the model’s accuracy. Another possible strategy to overcome 
the multiple vocabulary representation is to use a similar idea than segment embeddings 
to distinguish elements of different vocabularies. This approach seems more natural, and a 
similar strategy is already explored in Prakash et al. (2021). The following schema (Fig. 5) 
illustrates this idea using an example.

According to this strategy, a further embedding called “Vocab_type” could be added to 
the other inputs, including the semantics of each vocabulary to the final embedding. How-
ever, this approach generates an overload of information in the final embedding. Thus, we 
must evaluate the real predictive value of the embeddings to eliminate or represent them 
differently.

5.2 � Temporal handling

Table 2 shows that most approaches use the same positional encoding principles to pro-
vide the notion of position (or order) to input tokens. While such encoding works well 
for textual data, since a text is just a homogeneous sequence of sentences (or words), they 
represent a limitation to modeling clinical data. By depicting diagnoses as words, each visit 
as a sentence, and a patient’s entire medical history as a document, this representation does 
not allow to include the notion of temporal (variable and unpredicted) distance between 
visits and, consequently, diagnoses or any other concept represented inside the visits. Some 
papers of our review (Rao et al. 2022a; Boursalie et al. 2021), for example, define the posi-
tion as a continuous crescent numeric stamp for each visit. However, this simple strategy 
becomes problematic for long periods since the high values of latter positional embeddings 

(3)
vj
p
=
{

e1, e2,… , eh, SEP
�
, d1, d2,… , dm, SEP

�
, t1, t2,… , tw, SEP

�
}

,

where
[

e1..eh

]

∈ E,
[

d1..dm

]

∈ D,
[

t1..tw

]

∈ T

Fig. 5   Possible representation for different input vocabularies (e.g., diagnoses D, examinations E, treat-
ments T)
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may dominate the initial values, distorting final results. Moreover, it does not capture the 
notion of time distance between clinical events.

In this context, we have observed a trend in incorporating temporal notions, such as 
the inclusion of temporal distances as part of the input (Boursalie et  al. 2021; An et  al. 
2022). While the approach in An et al. (2022) only sums the temporal and input represen-
tations, the approach in Boursalie et al. (2021) includes this distance as a token that is not 
part of a vocabulary. The work in Pang et  al. (2021) handles this limitation by creating 
an artificial vocabulary for temporal distances (e.g., token LT to temporal distance longer 
than 365 days). However, this approach may lose precision. The approach in Peng et al. 
(2021) augments this temporal notion since it also considers the temporal length of vis-
its rather than uniquely the distance between visits. Therefore, these two pieces of infor-
mation (length of visit and distance between current and previous visits) are added to the 
input content representation (numeric medical codes). Another alternative is to explicitly 
adapt the positional encoding for a date/time encoding. For example, the work in Ren et al. 
(2021) uses a continuous value of weeks as input of the positional encoding.

Apart from strategies representing the temporal notion, longitudinal health data present 
issues such as sparse and irregular time assessment intervals. According to Li et al. (2023a, 
b) and corroborated with our review, while self-attention is a flexible and efficient learn-
ing mechanism for longitudinal analysis, its ability to interpret temporal distance between 
sparse, irregular data has yet to be investigated. Thus, time representation and modifica-
tions in the attention mechanisms may need to be conducted jointly.

5.3 � Continuous numerical data

While several works follow the original ideas of transformers (vocabulary definition, pre-
training, and fine-tuning) using categorical data as input, other proposals use numeric val-
ues as input. The need to handle such data is mainly derived from the current trend of using 
mobile health technology—mHealth (e.g., wearables) to assess multifeature longitudinal 
health data. For example, the works (Shome 2021) and (Dong et al. 2021) are examples in 
such a direction, while the taxonomy of Mayo et al. (2017) for health data already consid-
ers such a technology (TechROs) as a source of health information.

Current approaches that use continuous numerical data do not take advantage of the 
original transformers’ training methods since they use the traditional three steps (forward 
propagation, calculation of the loss function, backward propagation) neural network learn-
ing process. A research line is the creation of vocabularies that relies on such continuous 
data. For example, the work in Li et al. (2023a, b) mixes standard vocabularies to repre-
sent tokens of diagnosis (ICD-10) and medications (British National Formulary—BNF) 
with defined vocabularies for continuous values. For example: “For continuous values, we 
included systolic pressure, diastolic pressure, and BMI within range 80 to 200 mmHg, 50 
to 140 mmHg, and 16 to 50 kg/m2, respectively. Afterwards, we categorized systolic and 
diastolic pressure into bins with a 5-mmHg step size (e.g., 80–85 mmHg). BMI was pro-
cessed the same way with a step size 1 kg/m2.” (Li et al. 2023a, b). According to Siebra 
et al. (2022), the number of categories affects the accuracy of the predictions and can cre-
ate imbalanced clusters. Thus, the specification of the intervals must consider the clusters 
balance and use of standard feature-specific categories. For example, the heart rate fea-
ture is usually categorized into five zones regarding the level of physical activities: recov-
ery/easy, aerobic/base, tempo, lactate threshold, and anaerobic (Shortliffe and Sepúlveda 
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2018). If such a categorization creates imbalanced clusters, such clusters could be merged 
or divided to avoid overfitting issues in the learning process.

5.4 � Validation

We observed that most contributions are associated with defining ways to encode the input 
data rather than significant redefinitions of the transformer architecture. In other words, the 
proposals are focused on how to encode multifeatured data so the transformers’ equations 
can process such data. This focus on input embeddings becomes evident when we ana-
lyze the last column (Input Embedding) of Table 2, which shows diverse combinations and 
forms to embed the input data. However, some design decisions are not clear in the sur-
veyed works. For example, proposals such as (Li et al. 2020) and (Chen et al. 2021b) use 
A/B segment embeddings to provide extra information to differentiate codes in adjacent 
longitudinal units. The validation of this strategy is hard without the execution of experi-
mental analysis. Some works (Pang et al. 2021; Ren et al. 2021; Li et al. 2023a, b; Pang 
et al. 2021; Ren et al. 2021; Prakash et al. 2021; Rao et al. 2022b; An et al. 2022; Peng 
et al. 2021) use ablation analysis to demonstrate the influence of specific architectural ele-
ments on task accuracy. This analysis is very interesting since it supports, for example, 
simplifying the approach when we identify elements (e.g., A/B segment or the use of SEP 
special token) that are not significantly contributing to the learning process.

In general, transformers suffer from a lack of benchmarks. Each work uses its own data-
sets, which are mostly not public. Even the use of the AUC-ROC measurement, which 
is a trend among the works, presents some problems. According to the authors of Meng 
et al. (2021), for example, the AUC-ROC definition in Li et al. (2020) was nonstandard, 
making it difficult to compare their results with other studies. In common, works that have 
compared their approaches with traditional deep learning techniques (Florez et  al. 2021; 
Fouladvand et al. 2021; Ye et al. 2020; Rasmy et al. 2021) agree on the superior perfor-
mance of transformer-based approaches. Only two papers (Li et  al. 2020; Rasmy et  al. 
2021) involved clinicians during the validation process. Li et al. (2020) identified a rate of 
76% of overlapping between clinical researchers and automatic decisions regarding the top 
10 closest diseases to each of the 87 most common diseases. In the second paper (Rasmy 
et  al. 2021), clinical experts were involved to verify the reliability of the semantic rela-
tions between diseases identified by the models. Apart from these simple cases, none of 
the approaches were adopted or presented follow-up papers that show the application or 
validations of the proposals in real scenarios. Indeed, Table 4 suggests that performance 
comparisons are only conducted using other computational approaches. This inexistence 
of such advanced evaluation processes may be associated with the need for regulations, as 
discussed in the previous comments. In other words, the technology transition from aca-
demia to the market requires well-defined regulatory compliances to guide such a process.

5.5 � Explainability and ethics

Our review shows that several transformer architectures provide and evaluate approaches 
for explainability, aiming to engender trust with the healthcare professionals and pro-
vide transparency to the decision-making process. However, such approaches still need 
to evolve to be used in clinical practice. Moreover, in the mid-term, AI regulations make 
explainability of the decision models a requirement for so-called high-risk AI applications/



	 C. A. Siebra et al.

1 3

32  Page 32 of 39

domains, such as health. An example of such regulations is the European Union Artificial 
Intelligence Act (EU AI Act), which will regulate the use of AI in the EU and enforce the 
use of explainable models (Panigutti et al. 2023). However, as identified in our review, the 
current approaches for explainability mostly rely on identifying the importance of input 
features to the models’ outcomes (predictions or classifications). Such approaches are still 
raising several ethical considerations (Ghassemi et al. 2021) since they cannot, for exam-
ple, identify when AI models inherit biases in the data used for their training or assist in 
mitigating and ensuring that the generated models provide equitable and fair healthcare 
outcomes. Moreover, explainability strategies must also be extended to characterize better 
liability regarding potential errors, which is a critical aspect for legal and ethical reasons in 
clinical practice (Naik et al. 2022).

Approaches that address these and other ethical questions may employ neuro-symbolic 
strategies, which integrate symbolic knowledge (e.g., ontologies, knowledge graphs) into 
the inductive reasoning process. These strategies can be designed to incorporate explicit 
ethical rules and principles, as well as be programmed with ethical guidelines to guide 
their decision-making and prevent them from making unethical choices. The study of 
Dong et  al. (2021), for example, represents the first step in this direction as it relies on 
the weights assigned for each graph. In other words, this process indicates the concepts 
and relations (part of a graph) that are important to the modeling of outcomes. However, 
research advances are still required in this area since ethical considerations regarding the 
use of AI in health must imply multiple, complex and evolving requirements, including 
data privacy, transparency, accountability, fairness, and more, and addressing these con-
cerns requires a multi-faceted approach that extends beyond the choice of the transformer 
architectures, or an AI model or a strategy of applying it.

5.6 � A guideline for pragmatic development

We relied on the knowledge obtained in this review to create a guideline that considers 
pragmatic requirements (e.g., data diversity, temporal handling, continuous values, and 
explainability generation) that represent strong barriers to using the transformer-based 
approaches in real scenarios. Then, we map proposals identified in this review to handle 
each requirement (Fig. 6), discussing their weaknesses and benefits.

The first requirement is the inclusion of data diversity (R1). Our review showed that 
several proposals are based on a unique vocabulary, such as for diagnosis codes (Li et al. 
2020; Florez et al. 2021). There are two main directions to increase this diversity:

•	 At the level of vocabulary and embeddings (R1a): This approach defines different 
vocabularies and one or more embeddings to indicate the vocabulary of each token. 
The use of different vocabularies impacts the size of the unit of analysis (e.g., visit), 
which tends to contain several tokens of different vocabularies. The work of Li et al. 
(2023a, b) proposed the use of a hierarchy of transformers to handle these long 
sequences. While this “divide-and-conquer” approach can cover the complexity of long 
sequences, it increases the computational complexity given the number of transformers 
used to handle each part of this hierarchy.

•	 At the level of the internal transformer architecture (R1b): In this case, the architecture 
formulation is modified to receive different data streams (Fouladvand et al. 2021). The 
main advantage is that outputs capture the associations between input streams, repre-
sented as attention weights between different tokens across such streams. This approach 
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preserves the original semantics of each stream while the network units handle them. 
However, the weakness of this approach is the exponential complexity regarding the 
number of streams since each stream must interact with all other streams. As the work 
of Fouladvand et al. (2021) only demonstrated this approach using two data streams, we 
cannot attest its adequacy when more streams are used.

The second requirement is associated with the use of continuous data since transformers 
are based on discrete vocabularies (R2). Two main approaches can be used in this situation:

•	 At the vocabulary level (R2a): This case relies on categorizing continuous values to 
create a vocabulary for each of their types. As discussed by Siebra et al. (2022), while 
this process is simple, it presents the loss of granularity as a drawback.

•	 At the level of input of one of the transformer’s layers (R2b): In this case, pre-pro-
cessing strategies can create a feature vector that is integrated into one of the layers of 
the transformers or even in its input. Shome (2021) follows this approach using a set 
of CNN-based blocks to create a feature vector as input of a transformer architecture. 
This approach has as the main advantage the use of CNN as a feature extractor mod-
ule since this CNN ability is already recognized in the machine learning area. Several 
CNN-based blocks can be part of this architecture, and skipping connections enable the 
network to learn negligible weights for the layers that are not relevant and do not con-
tribute to overall accuracy. Thus, the number of blocks is not an essential hyperparam-

Fig. 6   Visual schema emphasizing the architectural components affected by the requirements implementa-
tion according to different approaches
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eter to tune. However, this architecture was exclusively designed to handle continuous 
values. The inclusion of no continuous data can generate a problem of temporal scale 
since the architecture must deal with data from different temporal granularities.

The third requirement is associated with temporal handling since transformers only 
represent the notion of sequence (R3). We identified three different approaches to imple-
ment such a requirement:

•	 At the level of embeddings (R3a): This is the most common approach, and it is 
implemented using adaptations of the positional encoding (Florez et al. 2021; Fou-
ladvand et  al. 2021). While implementing this approach is simple, with minimal 
changes in the original transformer’s architecture, its expressiveness is poor since it 
cannot explicitly represent temporal distances between clinical events.

•	 At the vocabulary level (R3b): As proposed by Boursalie et al. (2021), the temporal 
distance between patients’ visits could be part of the input data. As an advantage, 
the input representation is simple since temporal distances between two patient vis-
its are considered as input tokens. However, temporal distances are infinite numeric 
values rather than categorical values. This representation must be modified since 
distances must be employed as tokens that are part of a discrete vocabulary. Moreo-
ver, the architecture must also be modified, as exemplified by Boursalie et al. (2021), 
so it can analyze the main content (patient visit information) together with its dis-
tance to other visits. This approach increases the complexity of the training process, 
requiring a high amount and diversity of data.

•	 At the level of internal transformer architecture (R3c): This approach considers that 
temporal information is directly included in one of the layers of the architecture. The 
work of Peng et al. (2021) is an example of such a direction. This approach increases 
the expressiveness of representations since both the distance between visits and the 
length of each visit can be integrated into the learning process. However, the form as 
this information is integrated into the architecture can affect accuracy. For example, 
Peng et al. (2021) implemented this integration using an “Add & Normalize” layer. 
Thus, the semantics are mixed before reaching the core transformer components.

The fourth requirement concerns using the Masked Language Model (MLM) as the 
main strategy for pretraining (R4). The changes to handle the three previous require-
ments may invalidate the standard MLM process and parameters. Thus, other strategies 
or modifications should be considered. For example:

•	 The literature usually employs a 15% probability of masking in the MLM process. 
While this value works as a default value, it is not an absolute consensus (Wettig 
2022). Moreover, using more than one vocabulary can create other needs that affect 
this probability.

•	 The representation of temporal notions and data diversity has the advantage of 
increasing the expressiveness of the models. On the other hand, such expressive-
ness also increases the complexity of the learning process. Therefore, this scenario 
requires further strategies to buster this process. One of these strategies is to modify 
a percentage of the words with randomly chosen words from the vocabulary. This 
action is similar to inserting noise into the learning process, which creates more 
robust results (Li et al. 2020).
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The fifth requirement is related to the generation of explanations (R5). The 
approaches found for explainability can be implemented at two levels:

•	 At the level of weights (R5a): This simple method creates visual descriptions regard-
ing the weight values of the network. While simple, it is also restricted since the main 
information is only the strongness of the relationships between tokens.

•	 At the level of external knowledge (R5b): This approach is more complex, and current 
proposals only implement simple versions of this solution to integrate symbolic knowl-
edge into the learning process (Dong et  al 2021; Peng et  al. 2021). These solutions 
represent inputs in the form of knowledge graphs or ontologies. While such methods 
are well-established in the artificial intelligence community, they present limitations for 
longitudinal representations (Siebra and Wac 2022).

A final remark is about the integrity of the architecture. The efficacy of transformers 
comes from their architecture. Thus, adaptations should minimally affect its structure or be 
very well justified and validated. Otherwise, such adaptations may raise several side effects 
that are hard to understand.

6 � Conclusion

There is a huge amount of knowledge codified in the health datasets (e.g., EHRs), derived 
from the experience of a large number of experts for several years. As we show in this 
paper, current transformer models rely on such knowledge to make conclusions that are 
impossible or very hard to derive by humans due to the amount and complexity of relations 
involved. The approaches discussed in this review try to demonstrate a future where this 
ability can be leveraged accurately as a decision-support tool for healthcare experts. As the 
use of transformers to analyze multifeatured longitudinal health data is recent, we have not 
identified a convergence regarding aspects such as positional encoding, input embedding, 
or training strategies using categorical or numerical values. Differently, we have identified 
studies for temporal handling and explanation as the two main research trends in this area. 
Temporal handling is a compulsory requirement for the health domain and the inexistence 
of such ability is a barrier for the use of the transformer technology in real applications. 
Similarly, explainability is also becoming a compulsory requirement for deep learning 
models, according to the upcoming AI regulations. Indeed, the explainability for trans-
formers models and their results are in the initial stage, and this area requires strategies 
beyond the simple analysis of attention weights. These open questions are opportunities for 
research directions, which must mainly consider replicable forms to compare and justify 
their designs. To the best of our knowledge, this is the first review that analyzes proposals 
that adapt the transformers technology for longitudinal health data. Other reviews focused 
on general aspects of transformers (Lin et al. 2022), time series (Wen et al. 2022) and com-
putational vision (Khan et al. 2022; Liu et al. 2021b). We have also used comprehensive 
language, avoiding as much as possible the use of complex equations, such as in Lin et al. 
(2022), so this text could be an important reference for research groups that work within 
the boundaries of interdisciplinary health informatics research.



	 C. A. Siebra et al.

1 3

32  Page 36 of 39

Author contributions  CS: conceptualization, methodology, investigation (execution of review) and writing 
(original draft). MK: investigation (execution of review) and writing (review & editing), KW: supervision, 
investigation (execution of review) and writing (review & editing).

Funding  Open access funding provided by University of Geneva. This project has received funding from 
the European Union’s Horizon 2020 research and innovation programme under the Marie Sklodowska-
Curie grand agreement H2020-MSCA-IF-2020- 101024693.

Declarations 

Competing interests  The authors declare that they have no known competing financial interests or personal 
relationships that could have appeared to influence the work reported in this paper.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly 
from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Amann J et al (2020) Explainability for artificial intelligence in healthcare: a multidisciplinary perspective. 
BMC Med Inform Decis Mak 20(310):1–9

An Y, Liu Y, Chen X, Sheng Y, Hošovský A (2022) TERTIAN: clinical endpoint prediction in ICU via 
time-aware transformer-based hierarchical attention network. Comput Intell Neurosci 4207940:1–13

Bao H, Dong L, Wei F (2021) Beit: Bert pre-training of image transformers, arXiv preprint arXiv:​2106.​
08254

Boursalie O, Samavi R, Doyle TE (2021) Decoder transformer for temporally-embedded health outcome 
predictions. In: 20th IEEE International conference on machine learning and applications (ICMLA), 
pp 1461–1467

Chen YP, Chen YY, Lin JJ, Huang CH, Lai F (2020) Modified bidirectional encoder representations from 
transformers extractive summarization model for hospital information systems based on character-level 
tokens (AlphaBERT): development and performance evaluation. JMIR Med Inform 8(4):e17787

Chen D et  al. (2021a) Early detection of post-surgical complications using time-series electronic health 
records. In: AMIA summits on translational science proceedings, pp 152–160

Chen YP, Lo YH, Lai F, Huang CH (2021b) Disease concept-embedding based on the self-supervised 
method for medical information extraction from electronic health records and disease retrieval: algo-
rithm development and validation study. J Med Internet Res 23(1):e25113

Chen PF et  al (2022) Predicting postoperative mortality with deep neural networks and natural language 
processing: model development and validation. JMIR Med Inform 10(5):e38241

Culurciello E (2018) The fall of RNN/LSTM, towards data science. https://​towar​dsdat​ascie​nce.​com/​the-​fall-​
of-​rnn-​lstm-​2d159​4c74c​e0. Accessed 26 July 2023

Darabi S, Kachuee M, Fazeli S, Sarrafzadeh M (2020) Taper: time-aware patient ehr representation. IEEE J 
Biomed Health Inform 24(11):3268–3275

Devlin J, Chang MW, Lee K, Toutanova K (2018) Bert: pre-training of deep bidirectional transformers for 
language understanding. arXiv preprint arXiv:​1810.​04805

Diggle P, Diggle PJ, Heagerty P, Liang KY, Zeger S (2002) Analysis of longitudinal data. Oxford University 
Press, Oxford

Dong G, Tang M, Cai L, Barnes LE, Boukhechba M (2021) Semi-supervised graph instance transformer for 
mental health inference. In: 20th IEEE International conference on machine learning and applications 
(ICMLA), pp 1221–1228

Dufter P, Schmitt M, Schutze H (2021) Position information in transformers: an overview, arXiv preprint 
arXiv:​2102.​11090.

http://creativecommons.org/licenses/by/4.0/
http://arxiv.org/abs/2106.08254
http://arxiv.org/abs/2106.08254
https://towardsdatascience.com/the-fall-of-rnn-lstm-2d1594c74ce0
https://towardsdatascience.com/the-fall-of-rnn-lstm-2d1594c74ce0
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/2102.11090


Transformers in health: a systematic review on architectures…

1 3

Page 37 of 39  32

Falissard L, Morgand C, Ghosn W, Imbaud C, Bounebache K, Rey G (2022) Neural translation and auto-
mated recognition of ICD-10 medical entities from natural language: model development and perfor-
mance assessment. JMIR Med Inform 10(4):e26353

Florez AY, Scabora L, Eler DM, Rodrigues JF (2021) APEHR: automated prognosis in electronic health 
records using multi-head self-attention. In: IEEE 34th international symposium on computer-based 
medical systems (CBMS), pp 277–282

Fouladvand S et al (2021) Identifying opioid use disorder from longitudinal healthcare data using a multi-
stream transformer. In: AMIA annual symposium proceedings. American Medical Informatics Asso-
ciation, pp 476–485

Fu Y et al (2022) A resource-efficient deep learning framework for low-dose brain PET image reconstruc-
tion and analysis. In: IEEE 19th International symposium on biomedical imaging (ISBI), pp 1–5

Ghassemi M, Oakden-Rayner L, Beam AL (2021) The false hope of current approaches to explainable arti-
ficial intelligence in health care. Lancet Digit Health 3(11):e745–e750

Guo A, Beheshti R, Khan YM, Langabeer JR, Foraker RE (2021) Predicting cardiovascular health tra-
jectories in time-series electronic health records with LSTM models. BMC Med Inform Decis Mak 
21(1):1–10

He K et al (2022) Transformers in medical image analysis: a review, arXiv preprint arXiv:​2202.​12165
Huang K, Altosaar J, Ranganath R (2019) ClinicalBERT: modeling clinical notes and predicting hospital 

readmission. arXiv preprint arXiv:​1904.​05342
Ivanovs M, Kadikis R, Ozols K (2021) Perturbation-based methods for explaining deep neural networks: 

a survey. Pattern Recogn Lett 150:228–234
Jagannatha AN, Yu H (2016) Bidirectional RNN for medical event detection in electronic health records. 

In: Proceedings of the conference. Association for Computational Linguistics, North American 
Chapter. Meeting, vol 2016, pp 473–482

Khan S, Naseer M, Hayat M, Zamir SW, Khan FS, Shah M (2022) Transformers in vision: a survey. 
ACM Comput Surv (CSUR) 54(10s):1–41

Kitchenham B (2004) Procedures for performing systematic reviews. Keele University, Keele, vol 33, pp 
1–26

Li Y et al (2020) BEHRT: transformer for electronic health records. Sci Rep 10(1):1–12
Li L, Jiang Y, Huang B (2021) Long-term prediction for temporal propagation of seasonal influenza 

using Transformer-based model. J Biomed Inform 122:103894
Li Y et  al (2023a) Hi-BEHRT: hierarchical transformer-based model for accurate prediction of clini-

cal events using multimodal longitudinal electronic health records. IEEE J Biomed Health Inform 
27(2):1106–1117

Li T et al (2023b) Time-distance vision transformers in lung cancer diagnosis from longitudinal com-
puted tomography. Med Imaging 12464:221–230

Lin T, Wang Y, Liu X, Qiu X (2022) A survey of transformers AI Open (In press)
Liu Y, Yang Y, Jiang W, Wang T, Lei B (2021a) 3d deep attentive u-net with transformer for breast 

tumor segmentation from automated breast volume scanner. In: 43rd Annual international confer-
ence of the IEEE Engineering in Medicine & Biology Society, pp 4011–4014

Liu Y et al (2021b) A survey of visual transformers, arXiv preprint arXiv:​2111.​06091
Liu L, Liu S, Zhang L, To XV, Nasrallah F, Chandra SS (2023) Cascaded multi-modal mixing trans-

formers for alzheimer’s disease classification with incomplete data. Neuroimage 277:120267
Mahajan D et al (2020) Identification of semantically similar sentences in clinical notes: Iterative inter-

mediate training using multi-task learning. JMIR Med Inform 8(11):e22508
Mao S, Sejdić E (2022) A review of recurrent neural network-based methods in computational physiol-

ogy. In: IEEE transactions on neural networks and learning systems
Mayo NE, Figueiredo S, Ahmed S, Bartlett SJ (2017) Montreal accord on patient-reported outcomes 

(pros) use series–paper 2: terminology proposed to measure what matters in health. J Clin Epide-
miol 89:119–124

Meng Y, Speier W, Ong MK, Arnold CW (2021) Bidirectional representation learning from transformers 
using multimodal electronic health record data to predict depression. IEEE J Biomed Health Inform 
25(8):3121–3129

Mondal AK, Bhattacharjee A, Singla P, Prathosh AP (2021) xViTCOS: explainable vision transformer 
based COVID-19 screening using radiography. IEEE J Transl Eng Health Med 10:1–10

Naik N, Hameed BM, Shetty DK, Swain D, Shah M, Paul R et al (2022) Legal and ethical consideration 
in artificial intelligence in healthcare: who takes responsibility? Front Surg 9:266

Pang C, Jiang X, Kalluri KS, Spotnitz M, Chen R, Perotte A, Natarajan K (2021) CEHR-BERT: incorpo-
rating temporal information from structured EHR data to improve prediction tasks. In: Proceedings 
of machine learning for health, pp 239–260

http://arxiv.org/abs/2202.12165
http://arxiv.org/abs/1904.05342
http://arxiv.org/abs/2111.06091


	 C. A. Siebra et al.

1 3

32  Page 38 of 39

Panigutti C, Hamon R, Hupont I, Fernandez Llorca D, Fano Yela D, Junklewitz H et al (2023). The role 
of explainable AI in the context of the AI Act. In: Proceedings of the 2023 ACM conference on 
fairness, accountability, and transparency, pp 1139–1150

Peng X, Long G, Shen T, Wang S, Jiang J (2021) Sequential diagnosis prediction with transformer and 
ontological representation. In: Proceedings of the IEEE International conference on data mining, pp 
489–498

Perveen S, Shahbaz M, Saba T, Keshavjee K, Rehman A, Guergachi A (2020) Handling irregularly sam-
pled longitudinal data and prognostic modeling of diabetes using machine learning technique. IEEE 
Access 8:21875–21885

Prakash PKS, Chilukuri S, Ranade N, Viswanathan S (2021) RareBERT: transformer architecture 
for rare disease patient identification using administrative claims. Proc AAAI Conf Artif Intell 
35(1):453–460

Rao S et al (2022a) An explainable transformer-based deep learning model for the prediction of incident 
heart failure. IEEE J Biomed Health Inform 26(7):3362–3372

Rao S et  al (2022b) Targeted-BEHRT: deep learning for observational causal inference on longitudi-
nal electronic health records. IEEE Trans Neural Netw Learn Syst. https://​doi.​org/​10.​1109/​TNNLS.​
2022.​31838​64

Rasmy L, Xiang Y, Xie Z, Tao C, Zhi D (2021) Med-BERT: pretrained contextualized embeddings on large-
scale structured electronic health records for disease prediction. NPJ Digit Med 4(1):1–13

Ren H, Wang J, Zhao WX, Wu N (2021) Rapt: pre-training of time-aware transformer for learning robust 
healthcare representation. In: Proceedings of the 27th ACM SIGKDD conference on knowledge dis-
covery & data mining, pp. 3503–3511

Severson K et al (2021) Discovery of Parkinson’s disease states and disease progression modelling: a longi-
tudinal data study using machine learning. Lancet Digital Health 3(9):e555–e564

Shibly MMA, Tisha TA, Islam MK, Uddin MM (2020) Transfer learning in classifying prescriptions and 
keyword-based medical notes. In: the 22nd International conference on information integration and 
web-based applications & services, pp. 82–90

Shome D (2021) RestHAR: residual feature learning transformer for human activity recognition from multi-
sensor data. In: 8th International conference on soft computing & machine intelligence (ISCMI), pp. 
181–185

Shortliffe EH, Sepúlveda MJ (2018) Clinical decision support in the era of artificial intelligence. J Am Med 
Assoc 320:2199–2200

Siebra C, Matias I, Wac K (2022) Behavioral data categorization for transformers-based models in digital 
health. In: 2022 IEEE-EMBS International conference on biomedical and health informatics (BHI), 
Ioannina, Greece, pp 01–04

Svyatkovskiy A, Deng SK, Fu S, Sundaresan N (2020) Intellicode compose: code generation using trans-
former. In: the 28th ACM joint meeting on European software engineering conference and symposium 
on the foundations of software engineering, pp 1433–1443

Tabarestani S et  al (2019) Longitudinal prediction modeling of Alzheimer disease using recurrent neural 
networks. In: 2019 IEEE EMBS international. Conference on biomedical & health informatics (BHI), 
pp 1–4

Vaswani A et al (2017) Attention is all you need. In: Advances in neural information processing systems, 
vol 30

Vig J (2019) A multiscale visualization of attention in the transformer model. In: Proceedings of the 57th 
annual meeting of the Association for Computational Linguistics: system demonstrations, pp. 37–42

Wac K (2016) mQoL: experimental methodology for longitudinal, continuous quality of life assessment via 
unobtrusive, context-rich mobile computing in situ. In: The International Society for Quality-of-Life 
Studies Conference (ISQOLS 2016)

Wang X et al (2019) Assessing depression risk in Chinese microblogs: a corpus and machine learning meth-
ods. In: 2019 IEEE International conference on healthcare informatics (ICHI), pp 1–5

Wang C, Nulty P, Lillis D (2020) A comparative study on word embeddings in deep learning for text classi-
fication. In: Proceedings of the 4th International conference on natural language processing and infor-
mation retrieval, pp 37–46

Wen Q, Zhou T, Zhang C, Chen W, Ma Z, Yan J, Sun L (2022) Transformers in time series: a survey, arXiv 
preprint arXiv:​2202.​07125

Yan T, Meng H, Liu S, Parada-Cabaleiro E, Ren Z, Schuller BW (2022) Convoluational transformer with 
adaptive position embedding for Covid-19 detection from cough sounds. In: 2022 IEEE International 
conference on acoustics, speech and signal processing (ICASSP), pp 9092–9096

Yang X, Chen A, PourNejatian N, Shin HC, Smith KE, Parisien C et al (2022) A large language model for 
electronic health records. NPJ Digit Med 5(1):194

https://doi.org/10.1109/TNNLS.2022.3183864
https://doi.org/10.1109/TNNLS.2022.3183864
http://arxiv.org/abs/2202.07125


Transformers in health: a systematic review on architectures…

1 3

Page 39 of 39  32

Yao Y, Yu W, Gao Y, Dong J, Xiao Q, Huang B, Shi Z (2022) W-Transformer: accurate Cobb angles estima-
tion by using a transformer-based hybrid structure. Med Phys 49(5):3246–3262

Ye M, Luo J, Xiao C, Ma F (2020) Lsan: modeling long-term dependencies and short-term correlations 
with hierarchical attention for risk prediction. In: 29th ACM International conference on information 
& knowledge management, pp 1753–1762

Zeng X, Linwood SL, Liu C (2022) Pretrained transformer framework on pediatric claims data for popula-
tion specific tasks. Sci Rep 12(1):1–13

Zhao J et al (2019) Learning from longitudinal data in electronic health record and genetic data to improve 
cardiovascular event prediction. Sci Rep 9(1):1–10

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.


	Transformers in health: a systematic review on architectures for longitudinal data analysis
	Abstract
	1 Introduction
	2 Transformers background
	2.1 Encode-decode architectures
	2.2 Vocabulary
	2.3 Input embedding
	2.4 Positional encoding
	2.5 Target task
	2.6 Training strategies
	2.7 Validation and comparisons

	3 Research method
	4 Results
	4.1 Selection process
	4.2 Demographical research questions
	4.3 Transformers input research questions
	4.4 Architectural research questions
	4.5 Evaluation questions
	4.6 Explainability question

	5 Discussion
	5.1 Data diversity
	5.2 Temporal handling
	5.3 Continuous numerical data
	5.4 Validation
	5.5 Explainability and ethics
	5.6 A guideline for pragmatic development

	6 Conclusion
	References




