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Abstract
As a multi-ethnic country with a large population, China is endowed with diverse dialects, 
which brings considerable challenges to speech recognition work. In fact, due to geograph-
ical location, population migration, and other factors, the research progress and practical 
application of Chinese dialect speech recognition are currently at different stages. There-
fore, exploring the significant regional heterogeneities in specific recognition approaches 
and effects, dialect corpus, and other resources is of vital importance for Chinese speech 
recognition work. Based on this, we first start with the regional classification of dialects 
and analyze the pivotal acoustic characteristics of dialects, including specific vowels and 
tones patterns. Secondly, we comprehensively summarize the existing dialect phonetic cor-
pus in China, which is of some assistance in exploring the general construction methods 
of dialect phonetic corpus. Moreover, we expound on the general process of dialect recog-
nition. Several critical dialect recognition approaches are summarized and introduced in 
detail, especially the hybrid method of Artificial Neural Network (ANN) combined with 
the Hidden Markov Model(HMM), as well as the End-to-End (E2E). Thirdly, through the 
in-depth comparison of their principles, merits, disadvantages, and  recognition perfor-
mance for different dialects, the development trends and challenges in dialect recognition 
in the future are pointed out. Finally, some application examples of dialect speech recogni-
tion are collected and discussed.
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1  Introduction

During the past decade, with the popularity of smart devices and the rapid development of 
deep learning, Mandarin speech recognition (MSR) systems have been widely applied in 
all aspects of work and life. As the basic component of the modern Chinese language, man-
darin has the largest number of speakers. Together with the standard Chinese characters, it 
constitutes the common Chinese language (Xie 2011). However, in the reality scene, the 
speakers have acoustic features with dialect characteristics due to the influence of factors 
such as regional customs, migration, educational background, cultural heritage, etc. The 
dialect acoustic features are often difficult to effectively acquire by the MSR system, which 
greatly affects the recognition effect and wider application. The key issue behind this phe-
nomenon, dialect speech recognition (DSR), has attracted extensive attention in academia 
and engineering.

As a variant of Chinese, the Chinese dialect has a complete pronunciation system 
and strong local color (Li 2018). In most cases, dialects are often used in specific areas 
and, together with Mandarin constitute modern Chinese (Shao and Ma 2020). Compared 
with MSR, Chinese DSR refers to the feature processing of the speaker’s dialect speech 
sequences, further acquiring the speech sequences with dialect characteristics, and finally 
combining the dialect dictionary, language model (LM), etc., to return the text content cor-
responding to the dialect (Li et al. 2006). At present, according to statistics, the number 
of recorded dialects in China is more than 100 (Fan and Xiao 2022). Chinese dialects can 
be roughly divided into seven categories based on tone value, loudness, the composition 
of initials and finals, and geographical locations, namely Northern Mandarin, Wu dialect, 
Gan dialect, Hunan dialect, Fujian dialect, Cantonese dialect, and Hakka dialect (Social 
Sciences 2012; Yuan 1960). However, the research progress of DSR in different regions is 
distinct, such as specific recognition approaches, speech corpus, and so on.

The construction of a dialect corpus is the crucial basis for dialect recognition (Bolia 
et al. 2000), but at present most corpora are dominated by Mandarin, and there are rela-
tively few specific dialect corpora. So this paper organizes the literature on Chinese DSR 
and summarizes the dialect corpora constructed in recent years. Starting from the dialect 
division, we analyze the basic composition of the dialect corpus concretely. In addition, a 
general construction method of the specific dialect corpus is proposed by referring to the 
construction method of the general speech corpus and the components of the dialect cor-
pus. It includes four steps designing the dialect text corpus, recording audio, dialect speech 
annotation, and data storage.

Similar to the process of MSR, Chinese DSR is inseparable from dialect speech sig-
nal processing, feature extraction, and recognition model building (Ma et al. 2006). Dia-
lect signal processing removes the ambient noise and useless signals from the input dialect 
speech. The acoustic feature extraction further processes the frequency domain information 
of the speech signal, which aims to use feature vectors to represent the key information. 
Because of the complexity of Chinese dialect speech, its acoustic characteristics easily 
affect the recognition result. The tonal value of the dialect, the number of initials, vow-
els, voiced and unvoiced sounds jointly determine the acoustic characteristics of a dialect. 
Therefore, the study of the acoustic characteristics of a dialect is one of the key tasks in the 
process of dialect recognition. To obtain dialect speech signals that are closer to human 
hearing, most current methods utilize cepstral features or spectral coefficients to represent 
speech signal features according to the acoustic characteristics of the dialect (Guntur et al. 
2022). The composition of the dialect recognition model adds a dialect dictionary based on 
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the acoustic model (AM) and the LM (Ali et al. 2022). The phonetic feature sequences are 
transcribed with a dialect dictionary when dialect text is output.

As a result of the limited ability of computer data processing in the early days and the 
lack of Chinese dialect data, DSR models are mainly trained to recognize small isolated 
words through template matching methods and HMM (Zissman et  al. 1996). Later, the 
computing power of the graphics processing unit increased significantly, and the scale of 
specific dialect corpus gradually expanded (Malmasi et al. 2015). Therefore, Chinese DSR 
approaches based on deep neural network (DNN) are widely used, especially for continu-
ous dialect recognition with good performance (Wan et  al. 2022). In recent years, E2E 
has been progressively applied in the Chinese DSR and achieved remarkable results. As a 
research hotspot in the current dialect recognition field, this method can map the input dia-
lect speech sequence to the text sequence, optimize the overall components of the dialect 
recognition model, and effectively improve the dialect recognition effect.

The rest of the paper is organized as follows. Sect. 2 explains the literature sources of 
Chinese DSR and summarizes the research focus of scholars. In Sect. 3, we introduce the 
pronunciation characteristics of Chinese dialects, enumerate the existing corpora for Chi-
nese dialect recognition tasks, and summarize the general construction process of dialect 
corpus. Sect. 4 explains the overall process of Chinese DSR, specifically describes the key 
components, and compares related recognition techniques. Sect. 5 presents a detailed illus-
tration of the diverse challenges recently faced by Chinese DSR. Sect.  6 lists the appli-
cation examples of Chinese dialect recognition. Sect. 7 specifically introduces some pro-
spective research directions of Chinese DSR. Finally, Sect. 8 presents the discussion and 
conclusion of this survey.

2 � Review methodology

For a long time, Chinese DSR has been an ignited topic that has attracted extensive atten-
tion from scholars at home and abroad. It is not only an effective way of communication 
in life but also diversifies the ways of human-computer interaction. Therefore, we extract 
information and summarize the current literature about Chinese DSR through multiple 
online academic research and discovery platforms, which include China National Knowl-
edge Infrastructure (CNKI), Web of Science, IEEE Xplore, ACM Digital Library (ACM 
DL), and Springer Link. They contain high-quality research resources collected from full-
text articles published by selected publishers. Firstly, we utilize “Chinese DSR” as the 
main retrieval object and retrieved extensively with words or strings in the title, keywords, 
and abstract. The search terms also contain “deep learning”, “neural networks”, “Chinese 
accent recognition”, “MSR”, “Chinese dialect identification”, “Chinese dialect corpus” and 
so on. In the subsequent search process, Boolean operators are used to refining the prelimi-
nary retrieval results, such as “Chinese DSR” AND ( ∧ ) “deep learning”. The time frame of 
the retrieved literature is set from January 2006 to September 2022. After removing some 
duplicate and irrelevant papers, 246 articles were obtained from conference proceedings, 
journals, and discussion articles provided by the above platforms. As shown in Fig. 1, the 
number of Chinese DSR research papers is displayed by time in different colored bars, with 
the corresponding specific values at the top. It also shows the number of published papers 
based on deep learning.

Based on the above work and the aggregated data, this review is mainly conducted 
from five aspects: (1) the classification of Chinese dialects according to the pronunciation 
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characteristics, (2) the aggregation of published Chinese dialect corpora, (3) the general 
construction procedure of dialect corpus, (4) the process of Chinese DSR and related mod-
els, especially the models based on deep learning, (5) the recent related applications of 
Chinese DSR.

3 � Pronunciation characteristics of Chinese dialects and related speech 
corpora

The phonetic features of dialects are a necessary condition for distinguishing different dia-
lects and a key factor for dialect recognition technology. Influenced by dialect geography, 
most Chinese DSR studies focus on region-specific phonetic characteristics by utilizing 
dialect maps or dialect geographic divisions. These features are crucial to the correspond-
ing dialect corpus construction process. This chapter divides into three parts: (1) an overall 
analysis of the phonetic features of Chinese dialects, (2) a comprehensive survey of current 
Chinese dialects corpora, and (3) the general construction process of the Chinese dialect 
corpus.

3.1 � Phonetic characteristics of Chinese dialects

As an internationally renowned scholar in linguistics, (Haugen 1966) pointed out that dia-
lects are a set of specially written languages used for expression in daily life and interact 
with standard languages. Zaharia et al. (2021) argued that dialects and common languages 
have the same computer representation method in speech recognition. However, the pro-
nunciation granularity of dialects is more delicate, such as accent, pitch value, etc. Shon 
et al. (2018) also emphasized that dialects are special cases of languages that could repre-
sent the similarities and differences between the two by computer quantitatively.

Since the 1920s, the study of Chinese dialectology has been established (Zhan 2000) 
and experienced different stages of development. Among them, the Language Atlas of 
China and its second edition (Social Sciences 2012) proposed two basic standards for 
classifying Chinese dialects, namely the evolution of ancient entering tone characters and 
ancient voiced initials. Their contributions laid the foundation for the research work on 
Chinese DSR and also played an active role in promoting the follow-up research work. In 
recent years, the Chinese have received more and more attention from all over the world. 

Fig. 1   The count of publication papers of Chinese DSR from 2006.01 to 2022.09
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Naturally, Chinese dialects have also become the focus of concern, for instance, the popu-
larity of specific dialect tones and vocabulary. Sun (2020) proposed a prosodic-acoustic 
topic model, which verified that the acoustic features of Chinese dialects could be obtained 
through the unsupervised learning method. List (2015) pointed out that Chinese dialects 
can be regarded as a whole and promote each other with Mandarin. Gong et  al. (2011) 
found that the frequency of dialect usage is related to an organization or community’s 
acceptance and recognition process.

In addition, the issue of Chinese dialect classification has also attracted the attention 
of scholars. Since modern times, the earliest Chinese scholar to study dialect division has 
been (Zhang 1909). On this basis, the research point of view has gradually shifted from 
difference to considering commonality. Generally, the Chinese dialects can be divided into 
ten categories (Social Sciences 2012), i.e., Northern Mandarin dialect (Mandarin Dialect), 
Jin dialect, Wu dialect, Hui dialect, Pinghua dialect, Gan dialect, Xiang dialect, Min dia-
lect, Cantonese and Hakka dialect. According to the scope of use, the predominant number 
of users, and their regions, the dialects in China are also classified into seven categories 
that include Northern Mandarin dialect (Mandarin Dialect), Northern Mandarin, Wu dia-
lect, Gan dialect, Xiang dialect, Min dialect, Cantonese and Hakka dialect. Many scholars 
support this point of view (Yuan 1960; Yue 2003) and the seven categories of Chinese dia-
lects are studied carefully in this paper.

Studies have shown that the phonetic characteristics of Chinese dialects are directly 
reflected through Chinese syllable structure and tone changes (Hu 2013). The syllables of 
Chinese characters are usually composed of initials and finals. The initial is the consonant 
part at the beginning of a Chinese character. According to whether the vocal cords are 
vibrating, the consonants can be divided into voiceless and voiced consonants (Chen et al. 
2019). The finals utilize themselves as independent Chinese syllables. But in most cases, 
the finals are located behind the initials and together with the initials to form a compound 
syllable (Social Sciences 2012). Moreover, tone changes in dialect determine the pronun-
ciation variations of the corresponding syllables. Although many Chinese dialect words 
have the same Pinyin syllables, different tones may finally express completely different 
meanings.

Ye (2011) investigated and counted the number of initial and final dialects in various 
regions of China. On this basis, we present the corresponding results of the above seven 
categories of Chinese dialects, as shown in Table 1. For instance, Luoyang is one of the 
representative areas of Northern Mandarin with 23 initials. Throughout the seven catego-
ries of dialects, the number of finals is generally more than the corresponding number of 

Table 1   Representative areas of Chinese dialects and their number of initials and finals

Dialect type Representative area References Number of 
initials

Number 
of finals

Northern Mandarin Luoyang Tang (2013) 23 37
Wu Dialect Changzhou Qian (2016) 28 44
Gan Dialect Nanchang Zhang (2007) 19 49
Xiang Dialect Changsha Tian (2009) 20 35
Min Dialect Chaoyang Zhang (1981) 18 90
Cantonese Guangzhou Rao (2007) 22 53
Hakka Dialect Meixian Liao (1994) 18 72
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initials. The fundamental reason is that the number of finals contains more vowels. Shi 
(2006) studied 40 vowel patterns in Chinese dialects with the method of phonetic experi-
ment. Chen et al. (2019) studied the phonetic characteristics of dialects and quantified the 
vowels. Their proposed quantization system can efficiently verify Mandarin dialect parti-
tioning using statistical methods. Besides initials and finals, there are also tone differences 
among Chinese dialects. Zhao (1980) used the 5◦ notation method to record tone values, 
which required two or three digits between 1 and 5 to represent the value.

Although Mandarin is the standard language in China, people often use dialects and 
Mandarin together daily. Naturally, the pronunciation of most speakers will be mixed with 
dialect accents to some extent, such as Mandarin with Cantonese accent (Liu and Fung 
2006). The accent is a pronunciation style that acquires intonation and phonology from 
dialects (Zhang et al. 2021). Surveys show that some people speak Mandarin with multiple 
dialect accents (Li 2012), such as Wu dialect, Cantonese, and so on, as a common challenge 
in ASR. Among them, their differences manifest in the tonal information of Chinese char-
acters, a common challenge in ASR. Processing accented Chinese dialect speech sequences 
is crucial to improve the efficiency of the ASR system (Zheng et al. 2005), which is also 
one of the key issues of the Chinese dialect detection research (Wang et al. 2021).

To sum up, the phonetic characteristics of dialects are not only one of the primary fac-
tors in distinguishing different dialects but also the core element of dialect recognition 
technology (Kim et al. 2017). The phonetic features of dialects are obtained by studying 
the pronunciation characteristics of dialects, which usually include acoustic features, pho-
nemic features, and prosodic features (Fukuda and Nitta 2004). Dialect acoustic features 
can directly obtain spectrograms or related acoustic parameters from speech signals, which 
are the most commonly used features in DSR. The phoneme feature is the smallest unit of 
acoustic feature, which divides the input audio into phonemes of each frame. The prosodic 
feature is the macroscopic expression of the tone value of the dialect (Etman and Louis 
2015). Assuming that the prosodic structure of each dialect is distinct, combining funda-
mental frequency, energy, and other features could achieve the Chinese DSR model.

3.2 � Chinese dialects speech corpora review

For most DSR tasks, high-quality speech data is not only of great significance to the train-
ing and optimization of the recognition system but also affects the deployment and promo-
tion of related practical applications. Generally, a dialect speech corpus (Bu et al. 2017) is 
constructed from a series of audio files through segmentation, processing, and text annota-
tion of the original speech. In the 1990 s, relevant Chinese research institutions and uni-
versities (Wang and Li 2003; Li et al. 2001) began to build Chinese speech corpora. The 
work of the Chinese dialects corpora has also been carried out in succession. As shown in 
Table 2, the related Chinese dialects speech corpora from 2000 to 2022 cover a relatively 
comprehensive type of Chinese dialects. The composition of the dialect corpus will also 
be introduced in detail below, including the number of speakers, recording types of equip-
ment, sources of recorded texts, etc.

	 (1)	 THUYG-20 Corpus Rouzi et al. (2017): As a public Uyghur speech dataset, THUYG-
20 corpus was co-published in the Journal of Tsinghua University by Aes-Karrouz 
et al. The corpus was recorded in 30 prefectures in Xinjiang, with a total audio 
duration of 21 h, covering more than 45,000 words in the vocabulary, including 
morphemes, syllables, and characters. The number of participants in the recording 
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is 348. Recorders utilized the sound card of an IBM Lenovo desktop computer and 
an external microphone to record and read literary works, news reports, and other 
materials in a quiet environment. The audio sampling rate is 16 kHz, and recorded in 
mono mode. Since the THUYG-20 corpus is mainly based on reading materials, the 
performance of isolated word recognition is impressive, but the continuous dialogue 
recognition effect is not ideal.

	 (2)	 Tibetan Ando Dialect Corpus Han and Yu (2010): Han Qinghua and others jointly 
constructed the Tibetan Ando corpus and it is currently serving the laboratory. The 
text content of this corpus consists of ten monosyllabic words in Ando dialect, namely 
“I”, “warm”, “person”, “head”, “dog”, “walk”, “water”, “beauty”, “two”, and “body”. 
In a quiet environment, 40 volunteers participated in the recording, including 20 
males and 20 females. They read the Ando dialect words 12 times in a turn. The audio 
sampling rate is 16 kHz, and recorded in binaural mode. The Ando dialect corpus 
is suitable for dialect isolated word recognition. However, the number vocabulary is 
small, and the acoustic characteristics are insufficient, which would affect the robust-
ness of the recognition model to a certain extent.

	 (3)	 GCDC Corpus Xu et al. (2018): The GCDC corpus was co-published in an inter-
national academic conference by XU Fang et al. The dialect in the GCDC corpus 
belongs to the Gan dialect. The total duration of the corpus is 131.5 h, of which 
69 h are Gan dialect pronunciation and 62.5 h are Mandarin. The text content of the 
recorded audio comprises six genres: news reports, novels, announcements, poems, 
letters, and prose, with 310 documents. The corpus includes 19 sub-regions of Gan 
dialects, but their paper does not mention specific recording information, such as the 
audio sampling rate.

	 (4)	 Datong Dialect Corpus Liu et al. (2020): The Datong dialect corpus was published in 
the Journal of North University of China (Nature Edition)  by Liu et al. This corpus 
collects the Datong dialect of Shanxi Province, with a total audio duration of 12 h, 
21 min, and 13 s, including reading and daily spoken texts. There are a total of 8894 
pieces of audio data, and the ratio of the training set and test set is 7:3. The recorded 
text in the Datong dialect corpus was relatively balanced. It can reflect the acoustic 
characteristics of the Datong dialect. It is suitable for training and testing speech rec-
ognition in small dialects, but the number and gender of recorders are not quantified 
and analyzed.

	 (5)	 Uyghur Corpus Qimike et al. (2015): Uyghur corpus was designed and constructed 
by Mick Batsy et al. The corpus contains 4466 phonetic sentences, the ratio of female 
to male participants is 1:1, and the ratio of the test set to the training set is 2:8. In 
the process of phonetic annotation, the research team adopted the Unicode encod-
ing method to convert the 26 phonemes of Uyghur into the corresponding English 
representation.

	 (6)	 Lanzhou Dialect Corpus Yang et al. (2009): Lanzhou dialect corpus was jointly 
designed and constructed by Yang Hongwu et al. The corpus belongs to Lan–Yin 
Mandarin, and the audio duration is 408 min. A total of four volunteers participated 
in the recording, two males and two females. The reading text is designed according 
to the characteristics of the Lanzhou dialect, including syllables, two-character words, 
and sentences. High-fidelity microphones and external sound cards recorded all audio 
in a professional recording studio. The audio sampling rate is 44.1 kHz and recorded 
in mono mode. In dialect speech annotation, it used the endpoint detection method 
to segment the syllables of recorded audio. The text content of this corpus is mainly 
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reading materials, but the geographical scope of the collected dialect speech is small, 
and the duration is relatively limited.

	 (7)	 Chongqing Dialect Corpus Zhang et al. (2018): Chongqing dialect corpus was 
designed and established by Zhang Ce et al. They selected 20 colloquial Chongqing 
words and recorded them in monophonic. The audio sampling rate is 16 kHz. How-
ever, the number of participants and the speech duration were not specified.

	 (8)	 Hunan Dialect Corpus Wang et al. (2009): Hunan dialect corpus was designed and 
built by Wang Qixue et al. This corpus consists of Mandarin and three regional dia-
lects: Changsha, Shaoyang, and Hengyang. The number of volunteers participating in 
the recording is 12. In a quiet recording environment, they read aloud 240 sentences 
from the text content of the corpus. But the corpus does not specify the audio duration 
and the recording device’s parameters. Although the Hunan dialect corpus contains 
dialect sounds of the three regions, which can excavate the hidden acoustic features 
of the Hunan dialect, the amount of data is comparatively limited.

	 (9)	 Mixed Accent Mandarin Corpus Yang and Hu (2021): The mixed accent Mandarin 
corpus is an open source recorded by DataHall. The full length of recorded audio is 
200 h. A total of 6300 volunteers participated in the recording, with a male-to-female 
ratio of 1:1, covering 34 provinces such as Guangdong and Fujian. The speakers 
randomly selected accented Mandarin conversation topics and recorded them using 
Android microphones in a quiet environment. The audio sampling rate is 16 kHz. 
The speech data in this corpus contains multiple places and covers a wide range of 
accents, which is suitable for large-scale accent speech recognition systems.

	(10)	 Fujian Accent Corpus Pan et al. (2005): Fujian accent corpus was jointly constructed 
by Pan Fuping et al. The corpus consists of 23 sets of data. Each set of audio content 
contains 260 personal names, but it does not introduce the specific recording time. A 
total of 23 volunteers participated in the recording, and the audio sampling rate was 
8 kHz. Since the text form and content of the accent corpus are relatively simple, it 
is suitable for speech recognition in specific fields.

	(11)	 RASC863 Corpus Li et al. (2004): RASC863 (Regional Accented Speech Corpus 
funded by National 863 Project) corpus was designed and built by the Institute of 
Linguistics, Chinese Academy of Social Sciences. The first batch of data consists 
of 4 regional accents from Shanghai, Guangzhou, Xiamen, and Chongqing, repre-
senting the dialect of Wu, Yue, Min, and Southwest Mandarin, respectively. It was 
completed and published in 2004. The number of volunteers who participated in the 
recording was 800, using USB sound cards and computer microphones. There were 
200 people in each region, with a balanced ratio of men and women. The reading text 
includes two materials: reading and naturally spoken sentences. The second batch 
of the RASC863 corpus comprises 6 other regional accents: Changsha, Luoyang, 
Nanchang, Taiyuan, Nanchang, and Wenzhou. RASC863 contains rich dialect accent 
content, which can effectively support the construction and application of large-scale 
speech recognition systems.

	(12)	 MDCC Corpus Yu et al. (2022): MDCC corpus is a multi-domain Cantonese dataset 
established by Yu et al. The total audio duration of the corpus is 73.6 h, of which the 
training set is 57.53 h. The ratio of male to female recording audio is approximately 
balanced, with 50.29% males and 49.71% females. The speech corpus is collected 
from audiobooks in Cantonese, covering a wide range of topics such as philosophy, 
education, culture, etc. The sampling rate is 16 kHz, and the duration of each utter-
ance ranges from 0.22 to 15.00 s. Annotation was performed in two phases, i.e. after 
automatically annotating utterances using the Google Cloud Speech-to-Text API, 
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some native Cantonese speakers were hired to manually improve the quality of the 
annotated transcripts.

	(13)	 Common Voice Corpus Ardila et al. (2019): The Common Voice corpus is a large-
scale speech dataset designed and published by Ardila et al. The corpus makes use of 
the content of Wikipedia as text material, and more than 50,000 people participated in 
the reading and recording work. A total of 29 languages were recorded with a duration 
of 2500 h. It includes 12 h of Chinese Cantonese dialect audio with 288 participants. 
The audio sampling rate is 48  kHz. This corpus contains various types of languages 
and is suitable for medium and large-sized speech recognition systems.

With the improvement of storage device performance and the popularity of streaming 
media, voice-based materials emerge in an endless stream, such as audiobooks, dialect 
dramas, etc. These materials may provide more abundant resources for the construction 
of dialect corpus and further improve the generalization and overall performance of the 
recognition model. Each dialect contains a unique cultural value. Our country makes the 
national norms of transcribing audio marking to protect and inherit the dialect culture. It 
provides literal language translation, transliteration, and corpus attribute annotation for 
guiding transliteration corpora (Zhiyun 2015) and encourages the development of multiple 
types of dialect applications based on normative standards. The design and construction of 
dialect corpus is a necessary foundation work of DSR. In addition to the Chinese dialect 
corpora mentioned above, there are also large cross-language corpora. For example, Face-
book recently released a large-scale open multilingual speech corpus VoxPopuli (Wang 
et al. 2021), which provides 400,000 h of unlabeled speech data in 23 languages. Naturally, 
large-scale multilingual and mixed dialect corpora will be one of the important develop-
ment trends of the DSR corpus in the future.

3.3 � General construction process of Chinese dialect corpus

The dialect corpus aims to provide reliable speech data for dialect recognition and other 
related tasks (Bouamor et al. 2018), such as annotated text transcripts and corresponding 
audio of dialect utterances. Constructing a corpus is significant and can promote the devel-
opment and research of related disciplines. The construction process of open source corpus 
and related annotation criteria provides an essential basis for the construction of Chinese 
dialect corpus. For example, WSJCAMO (Robinson et al. 1995) uses the Wall Street Jour-
nal as the recorded text. For a single dialect corpus, this process typically requires four 
steps: selecting and preparing dialect text materials, recording audio utterances, annotating 
dialect speech, and data storage. Figure 2 shows the general construction process of the 
Chinese dialect corpus. What’s more, it also includes three judgment criteria.

The first judgment is the principle of text design because the source of Chinese dialects 
is text reading and new media methods, such as telephone recordings, local films, and tel-
evision works. Therefore, the division of recording files can be standardized by dialect text. 
The second judgment is the principle of recording, which makes a certain standard about 
the environment and equipment to reduce outdoor noise. The last principle is dialect audio 
annotation. The process of audio annotation is relatively complex because it not only needs 
to label the tone value of the Chinese dialect but also aligns the speech information with 
the text content. However, it is easy to lose some prosodic information in this process, so 
dialect phonetic annotation has attracted extensive attention.
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Dialect text design is the basis of dialects corpora, which can highlight the phonetic 
characteristics of dialects and reflect natural language phenomenon to the greatest extent 
(Haugen 1966). The objects of dialect text design can generally be divided into two cat-
egories: reading text and spoken language (Yang et  al. 2017). Various text corpora are 
extracted in designated proportions to reflect the language and pronunciation character-
istics of the dialect as much as possible. The reading texts have different genres: news 
reports, local chronicles, and literary books. The speakers need to directly read and record 
in a quiet environment. Since the scholar has designed reading content in advance, the 
speech annotation task can be completed quickly with the help of automated tools, such 
as the iFLYTEK or Baidu Speech-to-Text API. Manual proofreading by local people profi-
cient in the dialect is necessary, mainly to modify the wrong or missing annotation results. 
Reading some given texts through the dialect will weaken the performance of dialect pro-
nunciation characteristics in daily communication to a certain extent.

The other is the spoken language corpus, which represents the content where speakers 
randomly select topics for communication and involves many dialect spoken words. At the 
same time, characteristics such as regional word usage habits, speech emotion, and intona-
tion can also be recorded naturally. However, due to the flexibility of spoken language, the 
difficulty of annotating spoken language is greater than that of reading text, and the col-
lection process is likely to involve the speaker’s privacy. Therefore, most Chinese dialect 
recording materials mainly use reading texts. For example, (Nurmemet and Wushour 2013) 
chose reading text to construct the Uyghur corpus. In addition, several dialect corpora use 
the speech data provided by local film and television works or local radio programs, which 
is another convenient and quick method to construct a dialect corpus. For instance, Fu et al. 
(2020) selected a series of film and television works as the text content of the Chengdu 
dialect.

Dialect recording quality is also one of the critical elements in corpus construction. 
Using professional microphones to directly collect dialect sounds in a quiet indoor environ-
ment can reduce noise interference and avoid problems such as distortion. The high sample 
rate, along with a high bit depth and multiple channels, will ensure the better audio qual-
ity of speech recordings, and vice versa (Rabiner and Juang 1993). The 16 kHz sampling 
rate with 16-bit depth is a common choice. For example, Li and Zhao (2017) recorded the 

Fig. 2   General construction process of Chinese dialect corpus.
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Hengyang dialect corpus in such condition, the RASC863 corpus, etc. There is a com-
plete range of multimedia devices, and smartphones or tablets are also acceptable tools for 
speech recording and collection. The Datatang used mobile phones to record part of dialect 
speech data.

In general, dialect speech annotation information includes the speaker information, 
recording characteristics, speech data-related information (e.g., the duration), correspond-
ing text information, speech annotation details (e.g., the tone or accent labels) and so on 
(Xu et al. 2017; Zhou et al. 2010). Although the recording personnel and equipment are 
usually selected and determined simultaneously as the text content design, the actual situa-
tion may affect the final result due to some accidents, such as the recording personnel get-
ting sick or the temporary failure of the equipment. Praat software is widely used to label 
the tone value and Pinyin of the text concerning the dialect dictionary in speech annotation.

As shown in Fig. 3, there is an example of using Praat to label Cantonese and Manda-
rin speech. We used speech synthesis technology to synthesize the sentence “Have you 
eaten yet” in Mandarin and Cantonese, respectively, then we manually annotated the sound 
boundaries and Pinyin on a character level. It can directly show the difference in tone, reso-
nance peak, and wavelength of the same sentence in dialect and Mandarin. Figure 3a pre-
sents the labeling result of Cantonese. The first line is characters, and the second line gives 
the phonetic syllables corresponding to dialects Pinyin refers to the local dialect diction-
ary. Furthermore, Fig. 3b shows the Mandarin annotation map. The first line contains the 
transcription using Chinese characters, and the second is the canonical syllable in Pinyin. 
Moreover, it also has detailed annotations that include identifying speech start position, 
speech segment, and syllable position. The more comprehensive and accurate the annota-
tion information, the better dialect recognition effect. The speech data is frequently stored 
in WAV format and named with a digital serial number to facilitate subsequent updates.

4 � Chinese DSR system

Chinese DSR systems are designed to recognize and transcribe dialects. They thus can 
be considered as a specialized type of general Chinese speech recognition system (e.g., 
the MSR system) (Malik et  al. 2021). These systems utilize general speech recognition 
approaches but focus more on the dialect’s unique phonetic features, tonal characteris-
tics, vocabularies, and other specific factors. By incorporating these dialect-specific fea-
tures into the recognition process, Chinese DSR systems efficiently accomplish recogni-
tion tasks, such as Cantonese or Datong dialect recognition systems (Yu et al. 2022; Liu 
et al. 2020). Therefore, the Chinese DSR system can be regarded as a subset of the Chinese 

Fig. 3   The Cantonese and Mandarin speech are annotated by Praat.
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speech recognition system. This section starts with dialect signal pre-processing and ana-
lyzes relevant feature extraction techniques and critical modules. Then we further sort out 
and summarize the Chinese DSR approaches, including state-of-art E2E methods.

4.1 � Signal pre‑processing

Speech signal preprocessing is performed before extracting the Chinese dialect feature. 
Chinese dialect signal preprocessing is similar to a general speech signal. Its goal is to 
retain the main content of the speech signal to the greatest extent. However, the dialect 
speech signal is a one-dimensional analog signal with continuous changes in time and 
dimension, and computers can only process the digital signal. Therefore the speech signal 
must make an analog-to-digital conversion (ADC), namely digital processing, before signal 
preprocessing.

The speech signal digital processing (Keerio et al. 2009) follows in these ordered steps. 
In the first step, sampling uses the sampling theorem to discretize the continuous dialect 
speech signal (Florescu and Bhandari 2022). It expresses the dialect signal in function form 
and values the signal within a certain time interval. After that, quantifying is the discretiza-
tion of waveform amplitude of speech signal (Bhatia et  al. 2023). It divides the dialect 
signal amplitude value into several intervals and represents the samples whose amplitude 
value is in this interval with the same value. Lastly, the quantized signal is encoded by dif-
ferent encoding methods, such as Manchester Encoding (Badea et al. 2019). The encoding 
can be transmitted over a digital communication channel or stored. After the signal digital 
processing, dialect signals as the input of preprocessing. As shown in Fig. 4, it presents the 
flow chart of the dialect speech digital processing and preprocessing.

The purpose of preprocessing dialect speech is mainly to clean signals from environ-
mental noises and prepare them for feature extraction. It includes the following steps 
(Labied et  al. 2022): Voice Activity Detection (VAD), pre-emphasis, framing, and win-
dowing. VAD can not only be used to mark the starting point and end point of dialect 
speech signals but also to distinguish between dialect noise and sound areas. In addition, 
VAD technology can deal with conversion problems effectively (Guntur et al. 2022) when 
processing speech signals of Chinese dialects. Therefore, Liu et al. (2021) presented a dia-
lect and Mandarin interaction system with the VAD method to eliminate the speech prob-
lem of both.

Dialect pre-emphasis can enhance the high-frequency resolution of the speech signal 
and increase signal-to-noise. Because the high-frequency part of dialect speech contains 

Fig. 4   The basic process of Chinese dialect speech signal digital processing and preprocessing.
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rich information, the pre-emphasis technology enhances the high-frequency information of 
dialect. Wu and Liu (2013) used pre-emphasis to reduce the Uyghur high-frequency signal 
by 6 db to improve the audio distribution. However, the dialect speech signal is not stable. 
Therefore, framing divides the continuous speech signal into short-term and equal-length 
segments. It aims to give short-time stationarity to the speech signal (Labied et al. 2022). 
Generally, in the framing process, add windowing operations to effectively avoid signal 
interruption due to spectral distortion. The windowing operation ensures the integrity of 
the audio information. It includes several window functions. For example, Nisar and Tariq 
(2018) used Hamming window to process the low resource language signal. What’s more, 
the signal preprocessing could provide reliable and effective data support for dialect recog-
nition (Akçay and Oğuz 2020).

4.2 � Feature extraction

Dialect feature extraction aims to obtain the feature vector sequence by processing the input 
speech audio. Thus the practical information of dialect speech (Prabakaran and Shyamala 
2019) can be preserved. Acoustic features for dialect recognition mostly use auditory-based 
signal representation methods (Ramırez et al. 2004). There are three common methods to 
extract Chinese dialect acoustic features, which are the Mel Frequency Cepstral Coefficient 
(MFCC), the Linear Predictive Cepstral Coefficient (LPCC), and Perceptual Linear Predic-
tive Coefficients (PLP). The feature extraction process is shown in Fig. 5.

MFCC is one of the most popular acoustic feature extraction techniques. And it can 
simulate the audio perception of the human ear at different frequencies and map the linear 
spectrum to the Mel nonlinear spectrum (Logan 2000). Zhang et al. (2018) used MFCC to 
extract speech features of the Chongqing dialect. Li and Zhao (2017) showed the Heng-
yang isolated word dialect recognition system that used MFCC to extract features. PLP 
is a feature parameter based on an auditory model that matches the features of the human 
auditory system by modifying the spectral features (Hermansky 1990). For instance, (Xie 
et al. 2022) analyzed four low-resource Chinese dialects with PLP and pitched parameters 
to extract acoustic features. They concluded that PLP could be helpful for low-resource 
Chinese DSR.

LPCC is a representation of Linear Predictive Coding (LPC) in the cepstrum domain 
(Wong and Sridharan 2001). It uses the linear method to obtain acoustic information. 
Deqing (2010) proposed a specific Tibetan speech recognition system that discussed the 
experimental results of LPCC and MFCC. The system showed that both had a good perfor-
mance for Tibetan acoustic features. Kethireddy et al. (2022) optimized the acoustic feature 

Fig. 5   The process of speech feature extraction in Chinese dialects.
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extraction method. They proposed the frequency domain linear prediction method of ceps-
tral coefficients that combined the characteristics of LPCC and PLP. And compared to the 
previous two methods, the suggested method performed better regarding recognition.

As shown in Table  3, there are merits and demerits about the three feature extrac-
tion methods. According to the above conclusion, MFCC is the most common method to 
extract dialect features. It could extract dialect speech signals in different frequency bands 
to maximize the inclusion of valid dialect speech information. Therefore, scholars further 
optimized the MFCC method. (Honnavalli and Shylaja 2021) construct continuous MFCC 
features for speech frames and adopt supervised learning techniques. (Dua 2023) combined 
MFCC and Constant Q Cepstral Coefficient (CQCC) to build an integrated feature extrac-
tion method, which achieves good recognition performance for low-resource speech.

4.3 � Dialect dictionary, language model, acoustic model

Throughout the development and advancement of Chinese DSR, numerous systems have 
incorporated elements and frameworks from standard speech recognition models, encom-
passing components such as dialect-specific dictionaries, LM, and AM. However, nota-
ble differences exist between various dialects and Mandarin, including phonetics, tones, 
and characters. It is crucial to optimize these systems by taking into account the unique 
characteristics of each dialect to enhance the accuracy and efficiency of Chinese DSR. For 
instance, improving the AM is often a valid and popular strategy. Concurrently, optimizing 
the dictionary and LM by incorporating and adapting to the specific linguistic differences 
of each dialect can also improve the overall performance of the recognition system.

The primary role of dialect dictionary is to realize the mapping between phonemes and 
glyphs, and sometimes it is also called a pronunciation dictionary (Ali et  al. 2022). The 
dialect dictionary could provide rhythm and tone references for dialect text transcription. 
For example, Li et al. (2004) labeled the tones of four regional dialects by referring to the 
Chinese dialect dictionary. Because most Chinese dialect texts usually consist of one or 
more Chinese characters, Chinese expressions use punctuation to break sentences. Unlike 
English sentences, there is no blank in dialect sentences, so they need dialect dictionar-
ies to cut the text when training the LM (Lai 2022). On the other hand, the seven Chinese 
dialect partitions are recognized in the partition plan. According to the existing dialect cor-
pora research, some regions of dialects still lack specific explanations. Therefore, different 
dialects need to build corresponding dialect dictionaries. With the deepening of Chinese 
dialects, the tone, rhythm, and text information of dialects are becoming more and more 
abundant. At present, in order to facilitate finding and using relevant information, some 
online Chinese dialect pronunciation dictionaries have been developed.

The LM can be distributed by calculating the probability of predicting a Chinese char-
acter or word and determining whether the text sequence obtained is an average sentence 
(Zhang et al. 2022). In short, LM uses statistical methods or neural networks to detect the 
connection between each word in the sentence. LM in the Chinese DSR system usually 
consists of a lexicon, a search space, and a search technology (Gu et al. 2022). The N-gram 
model (Gu and Xia 2008) is a commonly used method, which uses the first n-1 Chinese 
character or word to predict the possibility of the nth Chinese character or word. It iterates 
to search for the correct word sequence, which is intuitive and easy to operate. In gen-
eral, LM and dialect pronunciation dictionaries jointly act in Chinese DSR to encode the 
sequence output from AM training. This coding could improve the accuracy of Chinese 
DSR and reduce the burden on an AM to a certain extent.
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HMM is a commonly used classical method to construct the AM (Shivaprasad and Sad-
anandam 2021). Dialect recognition leveraging HMM can model the smallest unit of a dia-
lect and generate a corresponding observation state to calculate the phonetic unit set of the 
hidden state repeatedly and iteratively. Qimike et al. (2015) employed Gaussian Mixture 
Model (GMM)-HMM to build an AM for the Uyghur. However, due to the limitation of 
GMM, such as lack of temporal modeling, independence assumption, scalability issues, 
etc., neural networks were introduced to replace GMM and enhanced dialect recognition 
performance.

As research advances, the combination of neural networks with HMM in Chinese 
DSR has encountered difficulties. One of the challenges is that the forced alignment of 
speech data and independent modules makes global optimization difficult. Consequently, 
an increasing number of researchers have shifted their focus to E2E, which can overcome 
these issues and enhance the accuracy of dialect recognition models to a certain degree. In 
contrast to hybrid dialect recognition models based on HMM, E2E models employ a uni-
fied encoder-decoder framework that directly maps speech sequences to text sequences. 
This approach eliminates the need for constructing LM, thus reducing the overall complex-
ity of the model. The following section will delve into the details of various Chinese DSR 
methodologies.

4.4 � Chinese DSR approaches

Due to the richness of daily dialect speakers and the diversity of self-media, the continu-
ous expansion of the scale of various dialect corpora provides the necessary data support 
for training dialect-specific acoustic models. Different approaches have been employed 
to process dialect acoustic features and generate corresponding text output. In this sec-
tion, we will primarily discuss and analyze the evolution of Chinese DSR approaches. 
Dynamic Time Warping (DTW), HMM, and GMM are classified as traditional recognition 
approaches. This categorization primarily follows three factors: first, these methods require 
a relatively small amount of data for training; second, their computational complexities 
dictate that the training process typically does not necessitate the support of substantial 
computational power, e.g., GPUs or supercomputers; and finally, their actual recognition 
performance in common scenarios.

4.4.1 � The traditional approaches

DTW, HMM, and GMM have played significant roles in the development of Chinese DSR, 
which employ dialect speech templates or statistical models to compare input dialect words 
in the training stage, allowing the system to learn the probability distribution of dialect 
words effectively. However, their performance and capabilities differ from those of DNN-
based approaches in several ways, e.g., the ability to model complex relationships and cap-
ture higher-level features in dialect speech signals. 

(1)	 Dynamic time warping

DTW is particularly useful for template matching (Berndt and Clifford 1994), which 
detects similar shapes at different locations by “elastic” transformations of the time 
series (Senin 2008), aims to find the lowest distance path. It has been widely used for 
Chinese dialect isolated word recognition. The Chinese DSR based on DTW extracts 
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dialect acoustic features to generate training vectors firstly. Then it matches the test 
words with the given templates. The final output text is the shortest alignment distance 
between the input Chinese dialect and the template. The distance is calculated as shown 
in Eq.  (1). (i,  j) presents a pair of time series and D(i,  j) is used to measure distance 
between features of dialect input sample and saved template.

Yao et al. (2009) proposed a DTW model for Tibetan isolated word recognition. They used 
MFCC as feature extraction due to the characteristics of Tibetan multi-syllabic words. Wu 
(2012) presented Uyghur isolated word recognition system that employed DTW as the 
training model. The system could recognize ten common words with a high accuracy rate. 
However, the training time of DTW will increase as the amount of data increases, which is 
arduous to satisfy the demand for continuous DSR. At present, the DTW approach is suit-
able for limited resources of speech recognition or isolated word recognition. 

(2)	 Hidden Markov Model

For a long time, the HMM has been considered the mainstream for Chinese DSR. 
Because it has an accurate mathematical model that can calculate the training model 
parameter from the speech data. Additionally, the size and structure of the model can be 
adapted to specific speech, providing flexibility and ease of use. In general, HMM is a 
probability model that includes observable and hidden states, describing the next state’s 
stochastic generation process using Markov chains (Juang and Rabiner 1991). The 
HMM-based Chinese DSR constructs a probabilistic distribution model from the input 
dialect speech sample to calculate the probability values of observed sequences. When 
the observed probability is maximum, it is the classification result. Finally, the Chinese 
dialect dictionary codes the text sequences corresponding to the dialect phonetics.

Han and Yu (2010) constructed a Tibetan DSR with HMM. They used the MFCC to 
extract the Ando feature, then trained in HMM model to form feature templates. Finally, 
the model could obtain the most significant similarity text by comparing the above fea-
ture template library. Zhang et al. (2018) presented a Chongqing DSR system based on 
HMM. Meanwhile, according to the pronunciation characteristics, they also constructed 
a Chongqing pronunciation dictionary to improve recognition accuracy. Chinese DSR 
based on HMM could use known states to calculate the probability of hidden states. 
However, the stochastic process is constrained by the time of the first order and can 
only retain the state information of speech sequence at the current moment and the next 
moment. 

(3)	 Gaussian Mixture Model

The GMM makes Gaussian distribution as a parameter model, using an expectation-max-
imization algorithm for parameter estimation. When the probability value of a class is 
maximum, it is the final result. In general, GMM and HMM are combined to construct a 
Chinese DSR system (Reynolds 2009), the linear combination of multiple GMM, and esti-
mate the probability density distribution of the sample data. The Chinese DSR model of 
GMM/HMM includes three main components: AM, LM, and dialect dictionary. The AM 
inputs dialect feature vectors probabilistically and GMM/HMM calculates the probability 
distribution between dialect features and phonemes. Moreover, LM models the structure, 

(1)D(i, j) = min
[

D(i − 1, j − 1),D(i − 1, j),D(i, j − 1)
]

+ d(i, j)
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grammar, and so on based on the existing dialect speech data. Finally, coding the output of 
the AM with the dialect dictionary obtained the dialect text information.

Wang (2001) presented an Uyghur recognition system with a large vocabulary based 
on GMM-HMM, in which the feature matrix is improved using the central distance nor-
mal distribution. This method could obtain more acoustic features of Uyghur. The Chi-
nese DSR based on HMM-GMM performs well for a large vocabulary recognition sys-
tem. Li and Meng (2012) built a Tibetan Lhasa recognition system based on GMM-HMM. 
They used the Tibetan phonemes and vowels as acoustic modeling units. The experiment 
result showed that this model has a better recognition accuracy for vowels. However, GMM 
struggle with modeling complex, nonlinear relationships and dynamic variations in dialect 
speech signals.

As shown the Fig. 6, there are Chinese DSR traditional approaches’ frameworks. Due 
to the GMM/HMM hybrid model’s fast training speed and the use of probability values to 
determine the corresponding word level, this approach is suitable for large-scale Chinese 
dialect vocabulary recognition when compared to Chinese DSR based on DTW. Despite 
its high recognition accuracy, the GMM-HMM model has some limitations, including its 
complex calculation process and difficulty acquiring additional dialect information. With 
the development of deep learning technology, an ANN replaced GMM to build the Chinese 
DSR system.

4.4.2 � Deep neural network

DNN consists of input, hidden, and output layers, in which the output layer is computed 
by weighted summation with a nonlinear activation function (Pan et  al. 2012). Because 
of their ability to process nonlinear data and capture high-level features in dialect speech 
signals, DNN-based methods have become a powerful alternative to traditional Chinese 
DSR approaches. Therefore, for constructing the continuous Chinese DSR system, DNN 
combined with HMM builds the training model, in which the DNN calculates the poste-
rior probability of the HMM state. As shown in Fig. 7, there is the structure comparison 
of Chinese DSR based on DNN-HMM and GMM-HMM. For the observed sequence, the 

Fig. 6   Comparison of the Chinese DSR traditional approaches.
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state value of GMM corresponds to the input sequence value one by one. The DNN and 
the input sequence are in a one-to-many mapping relationship. Some advantages of DNN-
based methods over GMM-HMM include improved performance and better representa-
tion learning. DNN has shown superior performance in Chinese DSR tasks, outperform-
ing traditional approaches like HMM and GMM. Moreover, DNNs can learn hierarchical 
representations of input data, allowing them to capture complex patterns and structures in 
dialect speech signals.

Tuerxun and Dai (2015) presented a continuous Uyghur speech recognition system 
evaluated against DNN-HMM, BN-GMM-HMM, and GMM-HMM in a series of tri-
als. The experiment results showed that the performance of DNN-HMM was better than 
other models for a continuous Uyghur speech recognition system. Moreover, Qimike et al. 
(2015) also proposed an Uyghur speech recognition based on DNN-HMM. They extracted 
mono photons as acoustic features and used Kaldi as a testing platform. Shi and Huang 
(2016) introduced a Sichuan DSR system based on DNN-HMM. In order to improve the 
recognition accuracy of the Sichuan dialect, they constructed a Sichuan dialect pronuncia-
tion dictionary. However, DNN based approaches often require large amounts of data and 
substantial computational power for training, which is a drawback compared to traditional 
approaches. Another issue in training Chinese DSR models is the need to force the align-
ment of dialect sequences to generate reference state labels for each frame.

4.4.3 � Convolutional neural network

Convolutional neural network (CNN) is one of the deep neural-network architectures. 
It can effectively process time series data and performs well in speech recognition. The 
main reason for the excellent effect is the network architecture of CNN, which includes 
the convolution and pooling layers (O’Shea and Nash 2015). For Chinese DSR based on 
CNN, convolution is applied over windows of acoustic frames to obtain more stable acous-
tic feature classes (Abdel-Hamid et  al. 2014) when processing Chinese dialectal speech 
data. In training the model, the weights are learned and shared with other network layers to 

Fig. 7   The structure comparison of Chinese DSR based on DNN-HMM and GMM-HMM.
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improve the robustness of the model. Compared with the dialect AM based on DNN, CNN 
uses local relevance to overcome the instability of dialect signals and obtain more dialect 
information.

Ai and Fei (2019) proposed a Guizhou dialect recognition model based on CNN, and 
they built a Guizhou dialect corpus containing six dialect areas. In order to determine the 
categories of dialects, they added a classified storage layer and competitive output layer 
to the network structure of CNN. The experimental results indicated that CNN has good 
robustness and generalization ability for the Guizhou dialect. Iminjan et  al. (2021) con-
structed an Uyghur speech recognition system based on CNN. This model combines local 
connection, weight sharing, and pooling to minimize model training. All in all, their recog-
nition performance is better when using a neural network to build a Chinese DSR system 
than the traditional approaches. The CNN has shortcomings in obtaining long-term cor-
relation features combined with context. Namely, the ability to model speech signals is 
limited.

4.4.4 � Long short‑term memory

Long short-term memory (LSTM) is a Recurrent Neural Network (RNN) with improved 
memory function (Graves et  al. 2013). It could obtain long-term correlation features 
combined with context to compensate for the shortcomings of CNN’s insufficient under-
standing of the context. The advantage of LSTM comes from its network structure, which 
includes in-gates, forgetting gates, out-gates, and hidden states for each cell. This network 
can not only find the time connections between messages but also extract and store vectors 
within a long time.

Compared with Chinese DSR based on GMM/HMM, LSTM can directly learn its inter-
nal model from data, while GMM-HMM uses probability density distribution to optimize 
training parameters. On the other hand, dialect speech model construction also depends 
on the corpus size. Ying et al. (2020) proposed a Sichuan DSR system based on HMM-
LSTM. Then they also discussed other models which used DNN to train the Sichuan dia-
lect, which showed that LSTM could obtain more context information from pronunciation 
and have better accuracy than DNN. Connected to the related studies, some scholars rely 
on the pronunciation characteristics of dialects to optimize the LSTM model and construct 
a dialect recognition system. Ye et  al. (2019) proposed a dialect recognition system that 
used NOAA and LSTM to recognize six Chinese dialects. Then the results indicate that the 
improved model outperformed the single LSTM recognition model.

While the Chinese DSR based on LSTM has proven effective in many applications, it 
could not process data in reverse and has some semantic errors. Science the Bidirectional 
LSTM (BiLSTM) could obtain the current speech state and the last moment’s speech state 
(Passricha and Aggarwal 2020). Therefore, researchers have utilized BiLSTM (Schuster 
and Paliwal 1997) to train the Chinese DSR system. Zhao et al. (2019) proposed a Tibetan 
multi-dialect recognition system based on Connectionist Temporal Classification (CTC)-
BiLSTM, which used latent regression Bayesian network to extract dialectal features. 
Experimental results show that CTC-BiLSTM has a good performance in multi-Tibetan 
dialects recognition. The above research found that the Chinese DSR based on neural net-
works can complete the task of dialect speech transcription into text. According to different 
network structures, they learn deep acoustic features from each layer of network learning, 
optimize the training model, and effectively improve recognition accuracy.
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4.4.5 � Connectionist temporal classification

The Chinese DSR system based on a neural network combined with HMM has a good 
recognition performance. However, some limitations remain, such as forced data alignment 
and independent assumption of model composition, which eventually lead to time-consum-
ing model training and slow convergence. Therefore, the Chinese DSR system based on 
the E2E could solve the above problems (Li 2022). As shown in Fig. 8a, the framework of 
Chinese DSR based on E2E includes input dialect sequence, encoder, decoder, and output 
dialect character sequence. The x∗ , h∗ , and c∗ represent the encoder output vectors, decoder 
vectors, and output vectors, respectively. It could realize the direct mapping from dialect 
speech data to text, simplifying the complex modeling process. There are two types of E2E 
architectures for DSR: CTC and Attention Mechanism.

CTC could solve the temporal data classification tasks (Hori et  al. 2017), which cal-
culates the error between the input data and the given output after passing through the 
neural network. The Chinese DSR system based on CTC could realize automatic align-
ment, which uses CTC as the loss function of a neural network to fully model the sequence. 
Compared with the hybrid model based on a neural network, it does not require pre-seg-
mentation of training data or postprocessing label sequences extracted from the network. 
When all the label sequences are in the correct order, CTC can predict the label through the 
network at any point in the input sequence. Generally, CTC combined with different neural 
networks performs well in Chinese DSR.

Fu et al. (2020) investigated various neural network methods for Chengdu DSR. They 
used CNN, DNN, and CTC/CNN to extract semantic and morpheme features from the 
Chengdu dialect. The results showed that CTC/CNN performed better than others since 
CTC could align characters and map the corresponding speech sequence. Additionally, 
Nan et  al. (2019) introduced an E2E recognition system for Tibetan based on CTC and 
BLSTM. They trained the 512-dimensional BLSTM layer and used CTC to calculate the 
output sequence posterior probability, and they confirmed that this system is an effective 

Fig. 8   The basic E2E architecture and hybrid CTC/Attention architecture are used to build Chinese DSR 
model. “SOS” and “EOS” represent the start and end of an Chinese sentence.
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sequence labeler. Going deeper, some studies have discussed that the CTC could eliminate 
the problem of data alignment and can build an E2E model using a multi-layer network to 
directly map speech sequences to text. But each sequence is an independent output, and it 
cannot effectively utilize contextual information to determine whether the Chinese charac-
ters of the output dialect conform to logic.

4.4.6 � Attention mechanism

The attention mechanism can selectively attend to different aspects of information (Santana 
Correia and Colombini 2022), enhancing the perceptual properties of biometric systems. 
The framework of the attention mechanism has added a layer based on E2E, and it mainly 
includes an encoder module, attention module, and decoder module (Bahdanau et  al. 
2016). Chinese DSR based on the attention mechanism can implicitly learn the soft align-
ment between input and output sequences. The decoder network uses an attention mecha-
nism to find alignment between the dialect speech input and the text sequence produced by 
the encoder network.

Xu et al. (2021) proposed Gan Dialect and Hakka DSR system based on the attention 
mechanism, which used CNN and BiLSTM to extract dialect features, respectively. The 
experiment results showed that the performance based on the attention dialect recognition 
model outperformed the DNN model. Besides, Liu et al. (2020) presented the Datong dia-
lect speech translation system based on the attention mechanism. When they compared the 
attention mechanism with the cascade model, it was shown that the proposed Chinese DSR 
not only saved time cost but also effectively improved accuracy. The attention mechanism 
is often combined with neural networks to identify Chinese dialects. However, due to the 
non-linear alignment of the attention mechanism, it is easily affected by noise in acquiring 
information.

4.4.7 � Hybrid CTC/attention

The above two E2E DSR approaches can complete dialect speech-to-text transcription, but 
they need a lot of training data or LM support. Therefore, scholars combined the advan-
tages of CTC and attention mechanism (Kim et  al. 2017) that proposed a Chinese DSR 
based on hybrid CTC/Attention. As shown in Fig. 8b, y∗ , r∗ , s∗ represent the shared encoder 
output vectors, attention decoder vectors and output vectors, respectively. l∗ and m∗ are 
the parameters of CTC. During training, it uses a multiobjective learning framework to 
improve robustness. In the decoding process, a joint decoding method combines attention 
and CTC scores in the search algorithm to eliminate irregular alignment. The loss function 
is calculated as shown in Eq. (2), which adds the loss functions of CTC and Attention.

� for linear interpolation and 0 < 𝜕 < 1 . when � equals 0, the decoding layer is equivalent 
to the Attention model. When � is equal to 1, the decoding layer is equivalent to the CTC 
model. Figure 8 shows the Chinese DSR approaches based on E2E and hybrid CTC/Atten-
tion. The hybrid model adds attention mechanism and CTC to the basic E2E framework, 
analyzing the input Chinese dialect sequences.

Yang and Hu (2021) proposed a dialect accent recognition system trained by hybrid 
CTC/Attention. The work improves recognition accuracy by reducing the CTC weights and 
deepening the number of encoder layers. Comparing the work and traditional models, it 

(2)LMOL = �Lctc + (1 − �)Latt.
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is clear that hybrid CTC/Attention outperforms the traditional models in recognition rate. 
What’s more, several research scholars proposed optimization E2E recognition methods 
(Hussein et al. 2022; Gong et al. 2022). They used a multi-head attention mechanism for 
dialect recognition.

In general, we summarize the commonly used approaches for Chinese DSR in Table 4, 
which shows the dialect, approaches, accuracy, and description of the Chinese DSR. The 
recognition method based on HMM has two types: GMM/HMM and ANN/HMM. GMM/
HMM is utilized to create a dialect recognition model, which laid the critical foundation 
for the research of modern dialect recognition. Additionally, the model based on GMM/
HMM could calculate the maximum probability of the input speech sequence correspond-
ing to the labeled dialect. Later, GMM was replaced with ANN due to its superior compu-
tational capabilities. At that time, the HMM/ANN-based Chinese DSR had advanced to 
a state-of-the-art level. Its success can be attributed to the fact that Chinese DSR systems 
have independent modules to train the data and that more dialect features are obtained by 
designing the layers of neural networks. From the table, ANN/HMM method could build a 
robust recognition model.

The DSR recognition based on E2E are widely used by ANN/CTC, attention mecha-
nism, and hybrid CTC/Attention. CTC combined with different deep neural networks to 
optimize the Chinese DSR approaches, which the performance is better than ANN/HMM 
with the same data, such as Gan dialect (Xu et al. 2021). Moreover, the Chinese DSR based 
on hybrid CTC/Attention could automatically align the input speech sequence and does not 
require an independent LM or dialect dictionary, which is the most frequently used method. 
After comparing the recognition method based on HMM and E2E, the performance of E2E 
is slightly lower than the traditional approaches when the amount of dialect speech data is 
small. And the E2E recognition model relies on training data. Most researchers continu-
ally supplement dialect corpora and construct DSR systems using an E2E framework. To 
increase the precision of dialect identification, they further optimize the structure.

4.5 � Evaluation

Evaluation is a guideline for assessing DSR models, which formulas to precisely determine 
the critical performance of the model. Since researchers focused on standard language rec-
ognition in early times, dialects were studied as specific languages. Bahari et  al. (2013) 
used P_acc , the correct rate of language identification as an evaluation index.

However, with the gradual enrichment of the dialects data, the evaluation for DSR 
has been further improved. At present, the primary evaluation uses Character Error Rate 
(CER), Word Error Rate (WER), and Sentence Error Rate (SER). The calculation method 
of the CER and WER is similar. CER takes the basic unit of Chinese dialect “character” 
as the analysis object and measures the performance of the dialect recognition model by 
calculating the error level of the character. The calculation is shown in Eq. (3). S denotes 
the dialectal characters replaced in the sentence sequence, D denotes the deleted dialectal 
characters, I indicates the inserted dialectal characters, and N denotes the total number of 
Chinese characters.

WER takes Chinese dialect “words” as the analysis object and is also one of the criti-
cal evaluations for the speech recognition system. The calculation is shown in Eq.  (4). 

(3)CER =
S + D + I

N
.
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Assuming that the word sequences and transcription sequences are consistent, S denotes 
the number of errors in the replaced words, D denotes the number of deleted words, I indi-
cates the inserted dialect words, and N represents the sum of words.

SER represents the ratio of misidentified sentences to the total dialect sentences. Equa-
tion (5) is a calculation formula in which N represents the total number of all sentences, 
and E represents the number of sentences with at least one Chinese character error in the 
data.

5 � Challenges of Chinese DSR

The discussion above has comprehensively analyzed the advancements in Chinese dialect 
speech signal processing, feature extraction, and recognition methods. Chinese DSR tech-
nologies have evolved from traditional GMM/HMM-based approaches to advanced deep 
learning methods, yielding significant improvements in recognition performance. However, 
due to the inherent characteristics of Chinese dialects, their identification process still faces 
numerous challenges, particularly in the following aspects: 

(1)	 Corpus Scale, standardization, and diversity: The scale of speech data for different 
dialects varies significantly, especially for some dialects with a low usage range, where 
available speech data tends to be limited and restricts the development and appli-
cation of recognition systems. For instance, the sample size of the Lanzhou dialect 
corpus constructed in literature (Yang et al. 2009) is relatively small, mainly due to 
its limited usage and consequently fewer recording participants. Additionally, some 
dialect corpora lack a unified standardization process, with differences in text sources, 
recording frequencies, and other settings across dialect corpora, which further affects 
the usability of speech data in model training processes. For example, the Gan dialect 
corpus utilizes local news and broadcast audio content as its dialect text sources (Xu 
et al. 2018), while the Datong dialect corpus involves recording everyday conversations 
in a studio (Liu et al. 2020), resulting in differences in textual information and speech 
frequencies. Moreover, factors such as the educational background, work experience, 
and life experiences of dialect speakers lead to inconsistent annotation levels, increas-
ing the difficulty of corpus standardization. Lastly, the comprehensiveness and diversity 
of corpora also pose challenges, which should include speakers of various genders, 
ages, social backgrounds, and educational levels to better capture the unique phonetic 
features inherent in dialects.

(2)	 Diversity and evolution of dialectal phonetic features: The formation and development 
of Chinese dialects are dynamic, continuously changing over time under the influ-
ence of social environments and cultural exchanges. Even within the same dialect, 
pronunciation can vary significantly across different regions, including differences in 
phonemes, tones, and rhythm (Gong et al. 2011). For example, the specific differences 
in the Uyghur dialects of the Hetian and Luobu regions are manifested in vowels (Sun 

(4)WER =
S + D + I

N
.

(5)SER =
E

N
.
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et al. 2019). This increases the complexity of speech recognition systems and makes 
extracting speech features difficult. Furthermore, in multilingual environments, people 
often communicate employing a mix of several dialects or a hybrid language combin-
ing dialects with Mandarin (Yang and Hu 2021), presenting additional challenges for 
recognition models.

(3)	 Accent variation: Another significant challenge faced in dialect recognition is the diver-
sity of accents. Even within the same dialect, accents can vary significantly from region 
to region. These variations often manifest themselves in the use of specific vocabulary, 
the speed or intonation of speech, or other factors. For instance, both Chengdu and 
Chongqing dialects are categorized under the Sichuan dialect. However, the falling 
tone in the Chengdu accent owns a distinct falling-rising intonation (Fu et al. 2020), 
while in the Chongqing accent, the falling tone is more obviously rising (Zhang et al. 
2018). The diversity and dynamism of these characteristics necessitate that recognition 
systems be capable of understanding and processing various pronunciation patterns 
and scenarios. Especially with the development of society and population mobility, 
pronunciation habits will also constantly change, thus forming new accents, which 
brings additional challenges to dialect recognition.

(4)	 Limitations of recognition methods: Existing Chinese DSR methods still have some 
limitations. Firstly, traditional GMM/HMM methods are sensitive to noise in speech 
signals (Ouisaadane and Safi 2021), which means that their recognition accuracy will 
decrease in a noisy environment. Secondly, although deep learning methods are more 
effective in dealing with complex speech patterns, they typically rely on a large amount 
of training data (Yu et al. 2020). For dialects with a smaller usage range, the limitation 
of the corpus scale will lead to poor recognition performance. Additionally, in real-
world speech scenarios, factors such as environmental noise, the speaker’s emotions, 
variations in speech rate, and other conditions will also influence recognition perfor-
mance, which poses higher requirements on the robustness of the models. Therefore, 
improving the robustness of the model and effectively handling small-scale dialect 
corpora have become critical challenges in the field of Chinese DSR.

(5)	 Updates of Language Models: The language model plays a vital role in Chinese DSR 
(Ren et al. 2019). These models not only provide grammatical and lexical support for 
speech recognition but also enhance the system’s ability to comprehend and transcribe 
dialect content accurately. However, the study of language habits and vocabulary usage 
in specific dialects still faces some challenges. Specifically, new vocabulary and expres-
sions are constantly emerging, which requires language models to be able to adapt to 
these changes and continuously update and learn.

In summary, within the current context of deep learning, the primary challenge facing 
Chinese DSR systems is to develop more flexible and accurate models to address the 
diversity, dynamism, and complexity of dialects. To this end, not only is a high-quality 
dataset required to support the development and training of models but also to achieve 
interdisciplinary integration and innovation, including but not limited to the fields of 
linguistics, speech recognition, and noise processing. Furthermore, in practical appli-
cations, the generalizability of the model and its handling of non-standard or abnormal 
speech are equally crucial, further ensuring the system’s stability and reliability.
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6 � Application of Chinese DSR

Dialect is an indispensable part of the regional culture (Hu et al. 2022), which carries the 
life wisdom and cultural genes of the people in the region, such as the characteristics of 
language emotional expression, way of thinking, and values. As the carrier of commu-
nication, dialects help people deeply understand the region’s cultural characteristics and 
historical heritage, which is conducive to promoting cultural diversity and cross-cultural 
understanding. Nowadays, Chinese DSR is widely used in many aspects. There are various 
application fields for a particular use. For example, healthcare, voice assistant, and so on. 
Figure 9 represents the related technologies and Chinese DSR applications.

With the increasing popularity of various high-performance recorders and microphones, 
dialect audio information in daily life can be quickly recorded and saved. At the same time, 
using cloud computing, artificial intelligence, and other technologies, the development 
of corresponding DSR applications or related services can provide personalized dialect 
speech services for all walks of life. The DSR applications will not only satisfy people’s 
inner needs for the enjoyment of life and culture but also further promote economic devel-
opment and social prosperity. The combination of dialects and artificial intelligence (AI) 
technology is significant for preserving and inheriting dialect culture, especially endan-
gered dialects and key regional dialects. Therefore, we should actively use AI and other 
technical means to protect, promote and optimize dialect culture so that more people can 
understand and feel the charm of regional culture.

In the field of healthcare, in order to provide efficient and accurate information exchange 
for medical workers during the COVID-19 pandemic, universities, and research institutions 
jointly developed the “Hubei Dialect Guide for Fighting the Epidemic” (Wang et al. 2020), 
which covers nine dialect areas in Hubei. Moreover, the software includes several applica-
tion versions, which provide a convenient solution for dialect speech communication, such 

Fig. 9   The related technologies and application fields of Chinese DSR.



Chinese dialect speech recognition: a comprehensive survey﻿	

1 3

Page 29 of 39  25

as the WeChat version, online version, integrated media pocketbook, instant translation 
software, online dialect service, and other forms. In addition, there are also commercial 
home robots (Chen et  al. 2017), such as Ava Medical Guide Robot and Hualong Medi-
cal Care Robot, which are based on dialect voice service. The intelligent medical speaker 
developed and promoted by Spectrum can also understand dialects and heavy accent Man-
darin, which is a good choice for family doctors.

In culture and tourism, dialect recognition can give users a special sensory experience. 
On the one hand, the DSR application plays an important role in dialect songs, movies, and 
TV plays. For example, the development of dialect song speech recognition can help peo-
ple understand dialect culture through songs (Islam et al. 2015) and promote its inheritance 
and development. On the other hand, DSR applications can help tourists better understand 
and integrate into the local culture to improve their travel experience. For example, a dia-
lect guide application (Ogundokun et al. 2021) is developed to make tourists understand 
the local dialect tour guide’s explanation and the local culture personally.

In the high-tech or voice assistant field, DSR is applied to dialect speech search and 
intelligent customer service. Through dialect speech search (Chiang 2017), users can find 
the required information faster and improve the experience. By using dialect intelligent 
customer service, users can communicate with enterprises more conveniently, which 
improves service quality and efficiency. For example, Chinese dialect voice commands are 
used to operate mobile applications (Ma 2014) and handle related business, etc. DSR is 
also widely used in the court system to improve work efficiency and serve the public better. 
Due to the different litigants’ accents and dialects, the Voice Cloud Service deployed by 
the People’s Supreme Court can recognize 29 different dialects (Wang 2020).

In the field of IoT smart home, through voice control access, hardware devices have 
become the target of enterprise manufacturing intelligent products. For example, Midea air 
conditioners, water heaters, ovens, and other household appliances support a variety of dia-
lects of speech command recognition (Cantonese, Sichuan, Shandong, Shanghai, etc.). By 
identifying keywords such as “turn on the light”, “turn off the light”, and other words (Ni 
et al. 2019) to realize the dialect voice control of home appliances. Other types of smart 
household appliances can also effectively combine DSR technology. In other ways, Ifly-
tek adopts iFlytek dialect Cloud service (Zhu 2019), which has supported the recognition 
and synthesis of 24 dialects to provide a full range of dialect recognition technology for 
home appliance manufacturers. And the accuracy rate of Cantonese, Sichuan, Northeast-
ern, Henan, Tianjin, Shandong, and Ningxia dialects is over 90%.

With the advancement of deep learning techniques such as transfer learning and 
self-supervised learning (SSL), multilingual automatic speech recognition (ASR) sys-
tems have made significant progress in recent years. This process often requires SSL 
pre-training on a large amount of unlabeled multilingual audio data, which can more 
effectively capture the characteristics and structures of different languages by con-
structing language-aware encoders and adapter modules (Yadav and Sitaram 2022). In 
addition, studies also indicate that compared with monolingual models, some multi-
lingual models show better performance when trained with the same amount of data, 
especially in low-resource languages (Miao et al. 2022). The acoustic model modeling 
methods for multilingual ASR models primarily include those based on model param-
eter sharing and those based on language classification information for multilingual 
acoustic modeling (Cheng and Yan 2022), suitable for language recognition in different 
resource situations. For model parameter sharing models, all languages share the same 
set of acoustic model parameters, while models based on language classification infor-
mation introduce language-specific information into the acoustic model. To develop 



	 Q. Li et al.

1 3

25  Page 30 of 39

scalable multilingual models, there is a need for large, diverse, and easily expandable 
multilingual corpora (Salesky et al. 2021). Currently, Meta provides a large-scale cor-
pus of over 1100 languages Pratap et  al. (2023) and has pre-trained the wav2vec 2.0 
model, enabling multilingual ASR and speech synthesis. Multilingual ASR models 
have great potential in practical applications, such as the multilingual air traffic control 
system (Lin et al. 2021), which can recognize Chinese and English speech in real-time, 
thereby understanding control intentions and improving control efficiency. Moreover, 
multilingual ASR is attempting to build high-quality recognition models using lifelong 
learning methods (Li et  al. 2022) to achieve effective recognition of speech in vari-
ous languages, domains, and environments. Cross-language transfer leverages multiple 
resource-rich languages to build models for resource-poor target languages (Hou et al. 
2021), providing new pathways for speech recognition in low-resource languages.

The rapid development of multilingual ASR provides crucial references for advanc-
ing Chinese multi-dialect recognition technology. At the same time, due to the diver-
sity and richness of Chinese dialects, which positively impact cultural exchange and 
regional economic development, there is an escalating demand for applications such 
as multi-dialect speech recognition and cross-dialect interaction, with broad develop-
ment prospects. Currently, the technology for Chinese multi-dialect speech recogni-
tion mainly adopts E2E methods. For example, Dan et al. proposed an E2E multi-task 
learning framework, which combines soft parameter sharing and Speech-Transformer, 
specifically for handling multi-dialect speech recognition tasks (Li et  al. 2022) and 
(Dan et  al. 2022). In addition, Zhao et  al. proposed an E2E model that integrates 
WaveNet-CTC with multi-task learning, effectively achieving multi-dialect speech 
recognition and dialect detection for Tibetan, with experimental results demonstrating 
its significant potential in processing multi-dialects, especially resource-constrained 
dialects (Zhao et  al. 2019). However, the acoustic features and languages differences 
of various Chinese dialects, such as intonation, grammatical structure, and vocabu-
lary, further increase the complexity of multi-dialect speech recognition tasks (Li et al. 
2022) and (Dan et al. 2022). In terms of practical applications, numerous IT compa-
nies have shown strong interest in Chinese multi-dialect speech recognition technology 
and have developed APIs or SDKs to support real-time or offline dialect recognition 
functions. For instance, the input method of iFlytek can recognize 23 different Chinese 
dialects (Zhu 2019), while Microsoft has developed intelligent speech applications that 
support the Wu, Cantonese, and Southwestern Mandarin dialects. Additionally, ByteD-
ance has integrated support for eight major Mandarin dialects into its video caption-
ing feature. Overall, the rapid development of deep learning technology in multilin-
gual ASR has provided innovative ideas and methods for multi-dialect recognition and 
cross-dialect interaction, encouraging the global popularization of speech recognition 
technology and the expansion of its application scenarios. In the future, the advance-
ment of research in dialect large language models will further promote the application 
of multi-dialect speech recognition and interaction in various fields, such as medical 
care, safety production, and more.

In conclusion, the development potential of DSR in different fields is huge, which 
can provide better services and experience for various industries, and also contribute 
to the protection and inheritance of dialect culture. Dialect plays a vital role in the 
development of regional culture. And it is irreplaceable in regional culture’s inherit-
ance, protection, and promotion.
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7 � Future research scope on Chinese DSR

Although Chinese DSR technology has demonstrated promising application performance 
in multiple fields, its development potential still needs to be fully explored. Compared with 
Mandarin, most dialects are still low-resource languages, and there are differences in the 
specific research progress of each dialect recognition model. Nevertheless, they encoun-
ter similar developmental problems. Consequently, this article recommends that future 
research should primarily focus on the following areas: 

(1)	 Model optimization: Considering the uniqueness of dialect speech, exploration of more 
suitable model structures for processing these characteristics is necessary. An effective 
practical approach is to adopt a transfer learning strategy (Wang et al. 2021), which 
involves initially pre-training a model on a large-scale general speech dataset and then 
fine-tuning it on the data of a specific dialect. For instance, Wang et al. (2022) con-
structed a cross-language recognition model for Lhasa and Tibetan based on transfer 
learning with limited data and achieved excellent results. Furthermore, Generative 
Adversarial Networks (GANs) (Chen et al. 2020) can also generate speech samples 
specific to certain regions, thereby effectively managing the differences between vari-
ous dialects. Multi-task learning is another effective strategy, allowing the training of 
models to recognize different dialects simultaneously. For example, Dan et al. (2022) 
applied multi-task learning to the task of low-resource multi-dialect speech recognition. 
By sharing soft parameters and setting up two task streams, they learned the common-
alities between different dialects, enhancing the model’s generalization ability. Finally, 
integrating model fusion techniques (Escobar-Grisales et al. 2022) can further improve 
recognition accuracy. Through fusion strategies, a deeper analysis of the representation 
methods of dialect speech and text is facilitated, optimizing the final output.

(2)	 Data enhancement: Since Chinese dialect corpora are generally small in scale, it is 
worthwhile to explore data augmentation methods to expand the dataset (Das et al. 
2021). This approach can enhance data diversity and overall quality through tech-
niques such as variable speed playback and adding noise. In addition to these technical 
approaches, strategies based on feedback mechanisms can also be explored to expand 
the dataset (Kusherbaeva and Zhou 2022) and facilitate iterative improvements accord-
ing to the collected results. For example, Ballard et al. (2019) combined speech rec-
ognition and feedback mechanisms, collecting feedback from specific user groups in 
actual application scenarios through mobile applications to continuously optimize and 
adjust the recognition system. At the same time, these data can also serve as additional 
training resources.

(3)	 Noise suppression: Background noise in speech signals is a common problem for 
general speech recognition tasks. However, the complexity of dialect phonetic features 
makes them more susceptible to interference, affecting recognition speed and accu-
racy. Consequently, it becomes particularly crucial to deeply explore how to suppress 
various types of noise more effectively during the dialect recognition process. This 
includes developing and applying more advanced noise suppression algorithms (Reddy 
et al. 2020), enabling more precise identification and elimination of various types of 
noise. Additionally, using deep learning technologies to recognize and separate human 
voices from background noise (Al-Barhan et al. 2021) is also a noteworthy direction. 
Furthermore, future research should also focus on the characteristics of noise in differ-
ent environments (such as outdoors, inside vehicles, public places, etc.) (Dubey et al. 
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2022), and explore how to adjust noise suppression strategies adaptively to suit these 
specific environments.

(4)	 Dialect speech emotion recognition: Investigating the emotional information contained 
in dialect speech is essential for creating personalized services and improving user 
experience (Aljuhani et al. 2021). It can not only augment the understanding of dialect 
culture but also further perceive users’ emotions. Additionally, this has significant value 
in building natural human-computer interaction systems (Wani et al. 2021). Therefore, 
future research can focus on analyzing the special emotional features in dialect speech, 
building emotional speech datasets, and optimizing emotion recognition algorithms. 
For instance, Cheng et al. (2021) constructed a Henan dialect speech emotion data-
base, which includes five emotions: happiness, surprise, sadness, anger, and neutral-
ity. The effectiveness of the dataset was verified using different network models. The 
experimental results showed that the average recognition rate of the Learning Vector 
Quantization (LVQ) neural network was the highest. By improving the accuracy and 
practicality of Chinese dialect emotion recognition, we can further promote the devel-
opment of related applications in terms of intelligence and humanization.

(5)	 Multi-dialect recognition: With the rapid economic development and significant popu-
lation mobility, there is a growing demand for speech recognition systems capable of 
processing multiple dialects. Consequently, future research should focus on developing 
multi-dialect speech recognition systems to support the voice wake-up and recogni-
tion of various dialects. For instance, Wan et al. (2022) analyzed 10 Chinese dialects 
and constructed a multi-dialect speech recognition system based on deep neural net-
works. The system adopts a multi-task learning model assisted by dialect region, which 
reduces network complexity and enhances recognition accuracy compared to a single-
task model. Moreover, in numerous application scenarios, such as customer service 
systems and real-time translation, besides the need for support of multiple dialects, it is 
also required to the speech recognition system maintains efficient real-time processing 
capabilities (Chen et al. 2021a). Future research can focus on reducing the system’s 
latency and increasing the speed of multi-dialect recognition, while maintaining accu-
racy. This may involve algorithm optimization, the application of hardware acceleration 
technologies, and the full utilization of cloud computing resources (Tyagi et al. 2023).

Currently, Chinese DSR is in a rapid development stage, showing broad prospects of appli-
cation. In light of the current overarching trends and dynamics in Chinese DSR, this article 
provides a comprehensive analysis of its future research directions. This not only broadens 
the current research perspective from multiple aspects but also provides valuable reference 
and guidance for the further development of this field.

8 � Conclusion

This paper provides a systematic overview of existing research on Chinese DSR and its 
related applications. First, we detailed the primary acoustic features of Chinese dialects, 
including pronunciation and intonation. For further analysis, we categorize the available 
Chinese dialect corpora according to the distinct divisions of Chinese dialects. This clas-
sification considers various vital components such as dialect type, audio duration, record-
ing environment, number of recorders, and text type, which are crucial for a comprehen-
sive understanding of the dialect corpus data. The structural composition and construction 
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methods of various dialect corpora are compared, and we summarize and propose a basic 
construction process for a particular dialect corpus. Finally, regarding the research status 
of available Chinese speech recognition systems, this paper comprehensively analyzes and 
summarizes the standard approaches and related applications of Chinese DSR. Further-
more, with the development of multicultural communication, there are still many chal-
lenges for Chinese DSR. Although a single dialect currently dominates the dialect cor-
pus, there is an increasing demand for multi-dialect corpora. As a result, the continuous 
optimization of speech storage devices and technologies provides a platform for the con-
struction of multi-dialect corpus or mixed dialect corpus (Li et al. 2019; Luo et al. 2022). 
Chinese dialects are mainly tonal characters, especially in low-resource dialects (Xu et al. 
2021) with similar pronunciations. Additionally, the speech annotation algorithm needs to 
be further optimized to avoid the deviation of speech and text information when annotating 
dialect corpus audio. Moreover, in the Chinese DSR based on E2E, some scholars add LM 
to achieve optimal speech matching to text. In conclusion, advancements in Chinese DSR 
technology are beneficial for promoting diverse and personalized intelligent voice services. 
Additionally, this technology can help to preserve and share phonetic data resources for 
Chinese dialects, ultimately contributing to the protection and inheritance of Chinese dia-
lect culture.
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