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Abstract
Citation network analysis attracts increasing attention from disciplines of complex net-
work analysis and science of science. One big challenge in this regard is that there are 
unreasonable citations in citation networks, i.e., cited papers are not relevant to the citing 
paper. Existing research on citation analysis has primarily concentrated on the contents and 
ignored the complex relations between academic entities. In this paper, we propose a novel 
research topic, that is, how to detect anomalous citations. To be specific, we first define 
anomalous citations and propose a unified framework, named ACTION, to detect anoma-
lous citations in a heterogeneous academic network. ACTION is established based on non-
negative matrix factorization and network representation learning, which considers not 
only the relevance of citation contents but also the relationships among academic entities 
including journals, papers, and authors. To evaluate the performance of ACTION, we con-
struct three anomalous citation datasets. Experimental results demonstrate the effective-
ness of the proposed method. Detecting anomalous citations carry profound significance 
for academic fairness.

Keywords Anomalous citation · Scholarly big data · Network representation · Non-
negative matrix factorization

1 Introduction

Citations could be regarded as currencies for assessing the scholarly impact for both schol-
ars and institutions in academia. At the same time, citation analysis can help scholars 
understand the development trend of specific disciplines and the frontier of science  (Liu 
et al. 2021a; Fortunato et al. 2018). The development of information technology and the 
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expansion of large databases provide the opportunity to achieve the multi-angle and sys-
tematic analysis of academic networks (Xia et al. 2017). For citation bibliographic infor-
mation analysis, researchers have proposed a large number of citation-based evaluation 
indicators such as h-index and g-index. In these indicators, citations are considered equal 
and valid. However, different types of citations should be treated differently  (Zhu et  al. 
2015).

Although scholars have distinguished different types of citations in citation network 
analysis, most research has focused on the bibliographic information (Liu and Fang 2020; 
Cai et al. 2019; Siudem et al. 2020), while few of them concentrate on the citation con-
tents. At the same time, the number of suspected citations increases,1 which are established 
to enhance the impact of publications or authors intentionally rather than disseminate pri-
ors scientific advances contributing to the publication.2 In this paper, we regard the above-
mentioned citations as anomalous citations. Anomalous citations are academic miscon-
ducts that are currently highly concerned by the academic community (Franck 1999; Bai 
et al. 2016; Chorus and Waltman 2016; Mimouni et al. 2016; Bai et al. 2017, 2020; Liu 
et al. 2022). It is essential to detect anomalous citations because they will bring a lot of 
negative effects. For example, they will affect researchers’ judgment on the real quality 
and value of papers. Moreover, they could result in academic false prosperity and even 
undermine academic fairness. Anomalous citations also affect citation-based measurement 
indices, which are associated with scholars’ promotion and awards.

In this work, we aim to give an effective solution that addresses the problem of anoma-
lous citations identification in the heterogeneous academic network. To this end, we pro-
pose ACTION (Anomalous CItations detecTION) to simultaneously exploit complex 

Fig. 1  The example of a hetero-
geneous academic network which 
contains three types of academic 
entities, i.e., publications, jour-
nal, and author

1 http:// help. prod- incit es. com/ incit esLiv eJCR/ JCRGr oup/ title Suppr essio ns.
2 https:// schol arlyk itchen. sspnet. org/ 2012/ 04/ 10/ emerg ence- of-a- citat ion- cartel/.

http://help.prod-incites.com/incitesLiveJCR/JCRGroup/titleSuppressions
https://scholarlykitchen.sspnet.org/2012/04/10/emergence-of-a-citation-cartel/
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relations among multiple academic entities. Figure 1 gives the illustration of a heteroge-
neous academic network and the relations among the academic entities including jour-
nals, authors, and publications. In Fig. 1, papers p1 and p2 are both published on journal 
j1 . p3 and p4 are published on j2 and j3 , respectively. a1 , a2 , ⋯ , a5 are authors who cite 
these papers. In addition, there may be collaboration relationships existing between these 
authors. For example, a1 and a2 have published p5 together. a2 and a4 have published p6 
together. In addition, we use different colours and symbols to distinguish whether a paper 
or author has anomalous citation behaviour in Fig. 1. For example, papers p1 , p3 , p5 , and p6 
have anomalous references. Authors a1 and a2 have published p5 , so they have anomalous 
citation behaviour.

More specifically, in the proposed framework, the first step is to represent the relation-
ships in the academic heterogeneous network by constructing relational matrices. Then 
ACTION models paper contents, journal-paper relationship, and author-paper relationship 
based on the constructed matrices. Finally, the proposed framework integrates these three 
parts and combines the semi-supervised method to identify anomalous citations. Further-
more, we also identify the papers with anomalous citations and observe the effectiveness of 
ACTION when anomalous boundary changes. The key contributions of our work include:

• We formally define a novel topic, i.e., anomalous citations detection, which widely cov-
ers a series of real-world issues.

• We propose a novel framework, namely ACTION to simultaneously model relation-
ships among journals, papers and related authors in the heterogeneous academic net-
work for anomalous citation detection. Three independent modules modeling the differ-
ent relations of the afore-mentioned entities are designed. The proposed framework has 
achieved better performance compared with baselines.

• We construct a database of anomalous citations, in combination with three academic 
datasets, i.e., Microsoft Academic Graph (MAG), Digital Bibliography & Library Pro-
ject (DBLP) and CiteseerX.

The rest of the paper is organized as follows. Section 2 gives a brief introduction to the 
related work. In Sect. 3, we explain the definition of the problem and the mathematical pre-
liminaries. In Sect. 4, we describe each part of the framework in detail. Section 5 depicts 
the process of the experiments and presents the results of the experiments. Finally, we con-
clude our work and give the future directions in Sect. 6.

2  Related work

Previous work on anomalous citation detection is limited. The most related topics focus 
mainly on citation network analysis. The proposed framework takes advantage of non-neg-
ative matrix factorization. In the contexts of citation network analysis and non-negative 
matrix factorization, we provide a brief review of the related work as follows.
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2.1  Citation network analysis

Citation network analysis is a well-established research topic which utilizes multiple kinds 
of techniques: bibliometrics, machine learning algorithms, and complex network analy-
sis (McLaren and Bruner 2022; Liu et al. 2021b; Xia et al. 2020; Liu et al. 2020). By ana-
lyzing the citation relationships between academic entities including journals, papers, and 
authors, researchers could reveal the quantitative characteristics and inherent laws within 
science of science (Jiang and Liu 2023; Singh et al. 2020).

Citation network analysis consists of three types from the perspective of contents, 
including number of citations, structure of the citation network, and relevance of topics 
reflected in citation relationships. Jiang and Liu (2023) generate a precise and compre-
hensive picture of domain evolution and uncover more coherent development pathways 
based on the semantic main path network analysis approach. Liu et al. (2018) trace the 
scientific publications the scientists produced and quantitatively describe the hot streak 
phenomenon in their careers. Siudem et  al. (2020) propose a model to recreate cita-
tion records from three perspectives, i.e., the number of publications, citations, and the 
degree of randomness in the citation patterns. In the field of medicine, Liao et al. (2018) 
explore the current status of medicine through visualizing and analyzing the citation 
network constructed by publications related to medical big data.

The recent studies provide new insight into co-citation network analysis. Co-citation 
networks are constructed based on publication co-citation relationships, which means 
that two publications are cited in the same article. It has been proved that co-citation 
analysis is a useful way to help researchers identify key literature for cross-disciplinary 
ideas  (Trujillo and Long 2018). Shiau et  al. (2023) explore the research and identify 
eight core knowledge groups based on the citation and co-citation analysis in the field 
of information security. Kim et al. (2016) consider both citation contents and proxim-
ity to represent the authors’  subject relatedness. Similarly, taking advantage of author 
co-citation analysis, Bu et al. (2018) propose a new approach incorporating new pieces 
of information, i.e., the number of mentioned times and the number of context words to 
depict scientific intellectual structures. By using the data from CiteSpace, Fang et  al. 
(2018) tend to identify the intellectual landscape of climate change and tourism based 
on analyzing and visualizing the collaboration network and the co-citation network of 
the related areas.

Research on anomalous citation is limited. Anomalous citations can be regarded as a kind 
of improper behavior  (Yu et  al. 2020), including miscitations, missing citations, manda-
tory citations, and inappropriate self-citations. The citation behavior is arbitrary because the 
authors have the right to decide how to cite references. The research pointed out that less than 
1/3 of the references in each article must be cited (Iqbal et al. 2021), which also confirms the 
randomness of citing behavior in the process of writing the paper. The arbitrariness also brings 
opportunities for academic misconduct. Moustafa (2016) explains different kinds of aberration 
of the citation including self-citations (to inflate the authors’ h-index), discriminatory citations 
(citations only from specific journals resulting in a substantial increase in their impact fac-
tors), reciprocal citations (citations from people who cite their own work), etc. Elsevier has 
investigated more than 55,000 paper reviewers in more than 1,000 journals, and the evidence 
showed that 433 of them might have compulsory citations (Chawla 2019). The journal citation 
stacking is regarded as the behavior pattern of anomalous citations. Some studies focus on 
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analyzing journal self-citations and assuming that journal self-citation malpractices are aimed 
at inflating a journal’s impact factor (Chorus and Waltman 2016; Humphrey et al. 2019; Gazni 
and Didegah 2021; Kojaku et al. 2021; Krell 2014). Besides, inappropriate co-author and col-
laborative self-citations may be misleading and may distort the scientific literature (Vercelli 
et al 2023). Although scholars have put forward the concept and tried to divide anomalous 
citations, there is still room for further deepening and expansion. Due to the difficulty of 
obtaining annotation data for anomalous citations, the existing research is mainly based on a 
small amount of data, combined with specific cases to classify different anomalous citations 
behaviours. There is little research on anomalous citations identification methods in academic 
networks. The citation behaviour is complex and diverse in reality, and the identification of 
anomalous citations should not only consider the content similarity between the cited paper 
and the citing paper, but also the implicit conflict of interest relationship between the papers 
and the authors. Scientometric methods based on statistical analysis are not capable of repre-
senting and processing complex networks and text contents, so it is difficult to fully explore 
the patterns behind the data.

2.2  Non‑negative matrix factorization

As one of the popular machine learning techniques  (Xia et  al. 2021a; Sun et  al. 2020), 
Non-negative Matrix Factorization (NMF) is proposed by Lee and Seung  (Lee and Seung 
1999). NMF aims to make all components after decomposition non-negative, at the same 
time realizes dimension reduction. Mathematically, for any non-negative matrix V , it aims 
to find a non-negative matrix W and a non-negative matrix H , which satisfies the condition 
V = W ∗ H . Thus it decomposes a non-negative matrix into the product of two non-nega-
tive matrices, which can realize the dimension reduction and feature extraction of the original 
matrix. Taking advantage of its convenient and reasonable explanation of the data, NMF has 
gradually become one of the most popular multidimensional data processing tools in many 
fields (Lin and Boutros 2020), such as signal processing (Puigt et al. 2021), biological pro-
cesses (Hamamoto et al. 2022; Wang et al. 2021), and computer vision (Dai et al. 2020; Ji 
et al. 2022).

A class of methods based on NMF is graph-based matrix factorization that considers a 
priori information on a local structure of data. Since the matrix to be decomposed can be an 
asymmetric matrix and the decomposition results are all non-negative matrices, this type of 
method has good adaptability and interpretability, and has received extensive attention in 
recent years. For example, Wang et al. (2011) propose the asymmetric non-negative matrix 
factorization (Asymmetric NMF, ANMF), which decomposes the asymmetric adjacency 
matrix of the directed graph into non-negative matrix, and then divides the nodes into clus-
ters based on the membership matrix. On this basis, Tosyali et al. (2019) propose Regular-
ized Asymmetric NMF (RANMF) and improve the accuracy and robustness of directed graph 
clustering. One of the most successful applications of NMF is in the field of computer vision. 
Generally, the computer stores the image information in the form of a matrix. Thus research-
ers can conduct recognition, analysis, and processing based on the matrix, which makes NMF 
well applied in computer vision. Zhao et al. (2022) propose a novel progressive deep non-
negative matrix factorization (PDNMF) for image reorganization. They add a basis image 
reconstruction step to the successive basis image factorization steps to improve accuracy. Li 
et al. (2016) propose NLMF method for obtaining an effective low-rank data representation 
and apply it to image clustering.
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In recent years, there have been increasing interests in social network mining and analysis 
with the application of NMF (Ren et al. 2021; Xia et al. 2021b). Shu et al. (2019) utilize rela-
tionships among publishers, news content, and users who spread the news on social networks 
to identify fake news. Li et al. (2020) propose a multi-view clustering method based on deep 
graph regularized non-negative matrix factorization. Luo et al. (2020) propose a new frame-
work named PGS for community extraction taking advantage of four different non-negative 
matrix factorization models. Inspired by these studies, we aim to detect anomalous citations 
based on NMF.

3  Preliminaries and definitions

We focus on mining anomalous citations hidden in the academic network which consists of 
complex relations among journals, authors, and publications. In this section, we first define 
anomalous citations in our work. Then we describe the mathematical preliminaries used 
throughout the paper.

3.1  Definition of anomalous citation

Although studies have proved the existence of anomalous citations by analyzing the cita-
tion network and stating on publication ethics, there is not a clear definition of anomalous 
citations. In this paper, in order to study the anomalous citation identification problem, we 
have carefully searched and read research on anomalous citations. The specific forms of 
anomalous citations include:

Citation stacking refers to anomalous citation behavior in which two or more journals 
exchange citations with each other. To improve the impact factor of journals, some editors 
or reviewers encourage the authors to cite papers published in journals or other journals 
related to their own interests, which leads to journal citation stacking (Chorus and Walt-
man 2016; Krell 2014; Mimouni et al. 2016). Under this circumstance, there are usually 
“donor” journals (journals that initiate the citations) and “recipient” journals (journals 
that are cited). Through giving and receiving, the impact factor can be increased without 
increasing the self-citation rate. In 1999, a paper published in Science proposed the con-
cept of “citation cartel” for the first time  (Franck 1999), defining this phenomenon as a 
mutually beneficial behavior in which editors and journal groups frequently exchange cita-
tions. The phenomenon has become more prevalent in recent years as the scholarly pub-
lishing market has increased competitively. Clarivate Analytics has announced and sus-
pended journals whose impact factors were boosted and distorted by different anomalous 
citation patterns. Scholarly Kitchen also reported some cases of citation cartel. At present, 
scholars have extended the citation cartel to other relationships, such as editor-author or 
author-author (Fister Jr et al. 2016).

Relational citations include conflicts of interest between the citing authors and the 
cited authors, the most common of which is self-citation. In fact, proper self-citation is 
necessary. However, some journals or scholars increase their influence and impact factor 
by manipulating self-citations  (Szomszor et  al. 2020). Some scholars have analyzed the 
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citations of Nobel Prize winners from 2002 to 2007 and found that the self-citation rate 
of these authors is lower than the average level. At the same time, the self-citation rate of 
influential papers is relatively low. Research has found that papers with the citation in the 
top 10% have a lower self-citation rate, which is only 2%. Normal self-citation can pro-
vide support for the paper, but artificial self-citation will damage the fairness of academic 
evaluation.

Journal self-citation behavior is closely related to its impact factor. Through the analy-
sis, Campanario (2011) has found that the rapid growth and decay of journal impact fac-
tor within a year depends on the amount of journal self-citation. Self-citations make up a 
significant portion of citations in some journals. In this case, self-citation can distort the 
true impact of a journal in a given field. Some authors may also prefer to cite papers from 
team members, colleagues, supervisors, students, or other collaborators. The proportion of 
such citations is as high as 25% in research papers, and 15% in review papers (Greenland 
and Fontanarosa 2012). This kind of citation behavior also needs to be paid attention to. 
Some scholars also regard citations from collaborators and the same institution as con-
flicts of interest  (Cai et  al. 2019). Reciprocal citation can also be regarded as a kind of 
relational citation. Some scholars have studied the papers published in Science and found 
that the authors tend to cite the papers published by scholars who have cited their own arti-
cles (Corbyn 2010).

Normal relational citations are excusable. However, some scholars use personal and 
interpersonal resources to make some papers that have no (or little) academic relevance to 
be cited, thereby expanding the influence of academic research (Biagioli et al. 2019).

We acknowledge that not all relational citations are anomalous citations, so textual 
semantic information should be considered in the identification of anomalous citations. In 
summary, we believe that anomalous citations have the following characteristics:

• The content of the citing paper is irrelevant to references.
• The citations between the cited papers and citing papers are relational citations.

In this paper, we use the abstract of the paper to measure the similarity between the cited 
paper and the citing paper. Besides, if the citing paper and the cited paper are related (i.e., 
self-citations, discriminatory citations, reciprocal citations, co-author citations), it belongs 
to relational citations. In this paper, we model the relationship between the authors, papers, 
and journals to help determine whether the citations are relational citations.

3.2  Mathematical preliminaries

Next, we explain the meaning of the matrices and notations that appear in this paper. 
In the heterogenous academic network G, P = {p1, p2, ..., pn} is the set of papers and 
A = {a1, a2, ..., am} is the set of authors, where m represents the number of authors and n 
is the number of publications. J = {j1, j2, ..., jl} is the set of journals, where l is the num-
ber of journals. We define X ∈ ℝ

n×t as the paper feature matrix, where n is the number of 
publications and t is the feature dimension (the dimension of vectors into which abstracts 
are converted). For the collaboration relationships between authors, we use A ∈ ℝ

m×m to 
denote the author collaboration times adjacency matrix. The author-paper citing matrix in 
the citation network is denoted as C ∈ {0, 1}m×n , where Cij = 1 indicates that the author 
ai has cited the paper pj ; otherwise Cij = 0 . We define cr ∈ ℝ

m×1 as the author credibil-
ity. B ∈ ℝ

l×n is the journal-paper relation matrix, where Bkj = 1 means that the paper pj is 
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published in the journal jk ; otherwise Bkj = 0 . j ∈ ℝ
l×1 represents the journal grade. We 

will introduce how to get the author credibility and the journal grade in the next section.

Table 1  The description of notations

Notation Description

G The heterogenous academic network
P The set of papers
A The set of authors
J The set of journals
X ∈ ℝ

n×t The paper feature matrix
A ∈ ℝ

m×m The author collaboration times matrix
C ∈ ℝ

m×n The author-paper citing matrix
cr ∈ ℝ

m×1 The author credibility
B ∈ ℝ

l×n The journal-paper relation matrix
j ∈ ℝ

l×1 The journal grade vector
Y ∈ ℝ

n×n The label matrix
N ∈ ℝ

n×d The low-dimensional representations of papers
N

L
∈ ℝ

r×d The papers’ latent feature matrix for labeled cited papers
N

U
∈ ℝ

(n−r)×d The papers’ latent feature matrix for unlabeled cited papers
K ∈ ℝ

t×d The low-dimensional representations of words
D ∈ ℝ

m×d The authors’ latent matrix
U ∈ ℝ

d×d The author association matrix
n The number of publications
t The feature dimension of the paper abstract
m The number of authors
l The number of journals
d The dimension of the latent topic space
r The number of labeled citation papers

Fig. 2  The overall model framework of ACTION which contains three parts: paper content embedding, 
author-paper relationship modeling, and journal-paper relationship modeling
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We treat anomalous citation detection as a binary classification problem. So each cita-
tion is either a real citation (non-anomalous citation) or a false one (anomalous citation). 
We use Y ∈ ℝ

n×n to represent labels for the citations. Yij = 1 indicates that the citation 
from the target paper pi to paper pj is an anomalous citation; Yij = −1 indicates that the 
citation is a normal citation. The description of notations involved in this section is shown 
in Table 1.

3.3  Problem definition

Based on the notations explained above, the input of the task is composed of paper feature 
matrix X , author collaboration times matrix A , author-paper citing matrix C , author cred-
ibility vector cr , journal-paper relation matrix B , journal grade vector j , and partial labeled 
citations yL . Note that, in this paper, the labeled citations equal to the labeled cited papers. 
The main goal of the task to predict the label yU of remaining unlabeled citations (cited 
papers). Based on the judgement of citation labels, we can judge whether a paper is a paper 
containing anomalous citations (defined as anomalous papers).

4  The ACTION framework

In this section, we will give the details of the proposed framework. Specifically, we use 
a semi-supervised framework to explore the relationships among journals, papers, and 
authors. The overall architecture of the framework is shown in Fig. 2. ACTION contains 
three critical parts, including paper content embedding, author-paper relationship mod-
eling, and journal-paper relationship modeling. First, we will introduce the paper latent 
feature embedding for paper contents. Then, we illustrate how to model the author-paper 
relationship and journal-paper relationship, respectively. Last, we will emphasize on how 
to integrate these three parts.

4.1  Paper content embedding

It’s important to extract feature representations of paper contents. We utilize the abstract of 
each paper to represent the paper content for two reasons. (1) Abstract is the most refined 
part of a paper which can effectively express its central theme. (2) Abstract is brief and 
easy to obtain. Inspired by previous work, we use Doc2Vec (Le and Mikolov 2014) to map 
the abstract of the paper to a vector. Doc2Vec is an unsupervised algorithm that can obtain 
vectors of sentences, paragraphs, and documents, which is an extension of the Word-
2Vec (Mikolov et al. 2013). It can overcome the shortcomings of traditional bag of words 
models. There are mainly two steps to obtain the representation: 

1. Training stage. The first step is to get word vectors, parameters of softmax, and para-
graph vectors or sentence vectors from the training data by the learning process.
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2. Inference stage. This step aims to obtain the vector expression for new paragraphs. 
Specifically, the paragraph vector is initialized randomly. The model will conduct the 
process of iterative learning to get the final stable sentence vector according to the ran-
dom gradient descent.

Thus we can obtain the paper content representation matrix X by transforming paper 
abstracts into the vector representations by Doc2Vec. It’s worth mentioning that after trans-
formation there may be negative values. To solve this problem, we use a linear transforma-
tion to make the values positive. After the transformation, the new matrix will preserve the 
content features and not affect the following steps. Thus we can get a non-negative matrix 
to represent paper contents for the entire network.

Then we use NMF to get a low-dimensional matrix. As mentioned before, NMF is a 
matrix decomposition method that can make all decomposed components non-negative. 
Based on the paper content matrix X ∈ ℝ

n×t , we try to find two non-negative matrices 
N ∈ ℝ

n×d and K ∈ ℝ
t×d by solving the following optimization problem:

where d is the dimension of the latent topic space. In addition, N and K are non-nega-
tive matrices indicating low-dimensional representations of papers and words. Besides, 
N = [NL;NU] , where NL ∈ ℝ

r×d is the papers’ latent feature matrix for labeled cited papers 
and r is the number of labeled citation papers. NU ∈ ℝ

(n−r)×d denotes the papers’ latent 
feature matrix for unlabeled cited papers.

4.2  Author‑paper relationship modeling

With representations for the paper contents, the next step is to model the relationship 
between papers and the authors’ citing behavior. It is based on the assumption that the 
relationships between authors can reflect the learning process of citations’ latent features. 
Corresponding to the yellow part of Fig. 2, we try to explore the author-paper relationship 
from the following two aspects.

• We try to use author collaboration times to learn the basic author’s potential character-
istics because the collaboration can lead to conflicts of interest between authors.

• Based on the labels of the citation and author citing behavior, we try to encode the rela-
tionship between author credibility and citation features.

4.2.1  Author feature representation

In academic networks, there are multiple relationships existing among authors such as 
collaboration relationships. In the collaboration network, scholars tend to form relation-
ships with like-minded friends, rather than those users who have opposing preferences 
and interests. Scholars who are connected are more likely to share similar latent interests 
towards papers. Based on Wang et al. (2017), both positive and negative links are related 

(1)L{paper} = min
N,K≥0

∥ X − NK⊤ ∥
2

F
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to scholars’ preferences, which indicates that we can model the independent and dependent 
information of positive and negative links by learning the scholar’s preference. We also use 
NMF method to learn the potential representation of authors. Given the author collabora-
tion times matrix A ∈ ℝ

m×m , we finally obtain the non-negative matrix D ∈ ℝ
m×d
+

 by solv-
ing the following optimization problem:

where D is the author’s latent matrix. U ∈ ℝ
d×d
+

 is the author association matrix and 
V ∈ ℝ

m×m controls the contribution of matrix A . Since there are only positive samples in 
A , we first set V = sign(A) and then perform negative sampling and generate the same 
number of unobserved links and set weights as 0. If Ai,j = 0 , then Vi,j = sign(Ai,j) = 0 . 
Hence, we can mathematically model positive and negative links in the signed network by 
adding the matrix V.

4.2.2  Capturing relations of author collaboration

Author collaboration information could provide additional information for detecting 
anomalous citations. The study has proved that once the collaboration has been established 
between scholars, one author prefers to cite papers published by his/her co-authors in his/
her subsequent papers (Zhou et al. 2018).

In order to model the author’s citing behavior, we consider the inherent association 
between authors’ credibility and the papers they publish. According to labeling theory (Bern-
burg 2019), deviants are people who have been labeled by a labeler. The calibrator can be a 
social organization or other individual. Once a person is labeled, he is regarded as a dangerous 
person. At this time, the self-concept of the deviant also changes, and he considers himself 
a deviant, which prompts him to continue to have deviant behavior. Wen (2019) analyze the 
citations of Nobel Prize winners’ papers and found that the self-citation rate of these authors is 
extremely low, which also shows that academic credit is related to anomalous citation behav-
ior. Intuitively, we assume that authors with low reputations are more likely to make anoma-
lous citations, and vice versa. For example, if a1 , a2 , a4 have low credit, they are more likely to 
make anomalous citations in comparison with authors with high credit.

We assume that each author has a virtual credibility score. We use cr = {cr1, cr2, ..., crm} 
to represent the credibility for each author. The value of cri is between 0 and 1. cri is 
obtained by calculating the normal references proportion of the author ai:

where Rnormal and R represent the number of normal references and the total number of the 
references of the author ai , respectively.

The definition of anomalous citations brings the problem of identifying the content sim-
ilarity between the citing paper and its references. That is, given a target paper pi and its 
reference pj , we need to identify the content similarity between pi and pj . However, judg-
ing the similarity of papers only from the abstract is not comprehensive. Many citations, 
which should be considered content related, are for referencing methods, providing evi-
dence, etc. Such content relevance cannot be found and measured in abstracts. Citation 
context can provide important semantic information about the relation between the paper 
and its references, i.e., the authors’ intention. Therefore, we also use citation context to 

(2)L{author} = min
D,U≥0

‖V⊙ (A − DUD⊤)‖2
F

(3)cri =
Rnormal

R



 J. Liu et al.

1 3

103 Page 12 of 28

model the authors’ intention in this paper. Researchers also have come up with different 
schemes composed of citation purpose categories. In this paper, we adopt a scheme that 
contains six purpose categories including criticizing, comparison, use, substantiating, 
basis, and others after studying the previously used citation taxonomies (Abu-Jbara et al. 
2013). We use the CPU algorithm (Liu et al. 2022) to identify the citation purpose based 
on the citation context. We can get the probability CPpipj

 that there is a clear citation pur-
pose between paper pi and pj after applying the algorithm. The larger the value, the greater 
the probability that there is a clear citation purpose between the two papers. Therefore, the 
author’s credibility should also be higher. Hence we further modified the cri of the author 
ai:

where pai is the set of publications of the author ai , and Rpi
 is the set of references of paper 

pi . By introducing the author’s intention to modify the author’s credibility matrix, we can 
solve the problem that the abstract similarity cannot fully reflect the correlation between 
the paper and the citation.

We believe that the latent features of low-credit authors are closer to the latent features 
of anomalous citations, while the latent features of high-credit authors are closer to the 
latent features of real citations. We get the following optimization formula:

In Eq. (5), yL ∈ ℝ
r×1 is the label of the partially labeled citations. Then, we consider the 

following two situations:

• For real normal citations, we set yLj = −1 and ensure that the latent features of high 
reputation authors are close to the latent features of real citations.

• For anomalous citations,we set yLj = 1 and make the latent features of authors with low 
reputation are close to the latent features of the anomalous citations.

Actually, Eq. (5) can be convert to:

The detailed derivation process is presented as follows. If H = [D;NL] ∈ ℝ
(m+r)×d and 

Oij = Cij(cri(1 −
1+yLj

2
) + (1 − cri)

1+yLj

2
) , Eq. (5) can be simplified to:

(4)cri = cri ∗

∑
pi∈pai

∑
pj∈Rpi

CPpipj

R

(5)

L{ACrelation} = min

m�
i=1

r�
j=1

Cijcri(1 −
1 + yLj

2
)‖Di − NLj

‖2
2

+

m�
i=1

r�
j=1

Cij(1 − cri)(
1 + yLj

2
)‖Di − NLj

‖2
2
.

(6)L{ACrelation} = min tr(H⊤LH).
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where Eij is computed as:

We use L = S − E to represent the Laplacian matrix and S is a diagonal matrix with diago-
nal element Sii =

∑m+r

j=1
Eij , where E is symmetric. Then Eq. (7) can be finally rewritten as:

4.3  Journal‑paper relationship modeling

Strain theory suggests that lower status individuals and organizations are more likely to 
engage in inappropriate behavior to achieve goals that cannot be achieved through legitimate 
means  (Greve et al. 2010; Hall and Martin 2019). Individuals and organizations will select 
reference groups to measure their achievements and performance (Frank 1985). Both low-sta-
tus and middle-status imply relative deprivation compared with relatively higher-status peers. 
Therefore, lower-status journals may be more willing to engage in index inflation in pursuit 
of improved scholarly metrics. Siler and Lariviére (2022) also propose and verify that low 
and middle-status journals will be more likely to engage in JIF inflation than high status jour-
nals. Hence, we assume that papers published in lower-impact journals have a higher prob-
ability of having anomalous citations than papers published in higher-impact journals. There-
fore, exploring the impact of the journals can help us detect anomalous citations correctly. 
Journal impact factor (JIF) (Garfield 1972) is an internationally accepted journal evaluation 
index. According to journals’ JIF, we regard j as the journal grade vector. Because journal 
impact factors of different journals are quite different, we normalize them to [0, 1]. As shown 
in the green part of Fig. 2, the basic idea is to use the journal’s grade matrix j ∈ ℝ

l×1 and the 
journal-paper relation matrix B ∈ ℝ

l×n to optimize the feature representation learning of the 
citations:

(7)

L{ACrelation} = min

m�
i=1

r�
j=1

Cijcri(1 −
1 + yLj

2
)‖Di − NLj

‖2
2
+

m�
i=1

r�
j=1

Cij

�
1 − cri

�
(
1 + yLj

2
)‖Di − NLj

‖2
2
⟺

min

m�
i=1

r�
j=1

Oij‖Di − NLj
‖2
2
⟺

min

m�
i=1

r�
j=1

Oij‖Hi −Hj‖22 ⟺

min

m+r�
i,j=1

Eij‖Hi −Hj‖22

(8)Eij =

⎧

⎪

⎨

⎪

⎩

0, i, j ∈ [1,m] or i, j ∈ [m + 1,m + r]
Oi(j−m), i ∈ [1,m], j ∈ [m + 1,m + r]
O(i−m)j, i ∈ [m + 1,m + r], j ∈ [1,m].

(9)L{ACrelation} = min

m+r�
i,j=1

Eij‖Hi −Hj‖22 ⟺ min tr(H⊤LH).
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We suppose that the latent features of a journal can be represented by the papers it pub-
lishes such as B̄N . B̄ is a normalized journal-paper relation matrix. Q ∈ ℝ

d×1 is a weight 
matrix that maps the potential features of the journal to the corresponding journal grade 
vector j.

4.4  Classification model

We introduce how to capture the latent feature representations of the cited papers by modeling 
relationships among journals, papers, and authors. We further use a semi-supervised linear 
classification model to learn the latent features. We try to minimize the following equation:

where P ∈ ℝ
d×1 is a weighting matrix that maps the potential features of the paper to the 

anomalous citation labels. Thus we can identify the anomalous citations by the classifica-
tion model.

4.5  Optimization

If we merge all the parts mentioned above, we get the objective function:

where �tr(HTLH) is the simplified form of Eq.  (5). The last term is introduced to 
avoid over-fitting. N = [NL;NU] consists of labeled and unlabeled parts. In the pro-
cess of computing derivatives of N , we should first compute the derivatives of these two 
parts separately. Similarly, H and X also contain two parts, including labeled part and 
unlabeled part. H = [D;NL],X = [XL,XU] . L is the Laplacian matrix and we rewrite 

(10)L{JPrelation} = min ‖B̄NQ − j‖2
2
.

(11)L{classification} = min ‖NLP − yL‖22

(12)

L{final} = min
𝜃

‖X − NK⊤‖2
F
+ 𝛼‖V⊙ (A − DUD⊤)‖2

F

+𝛽tr(H⊤LH) + 𝛾‖B̄NQ − j‖2
2
+ 𝜂‖NLP − yL‖22

+𝜆(‖N‖2
F
+ ‖K‖2

F
+ ‖D‖2

F
+ ‖U‖2

F
+ ‖P‖2

2
+ ‖Q‖2

2
)

s.t. N,K,D,U ≥ 0

Fig. 3  The calculation process of ACTION
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L = [L11,L12;L21,L22] in order to facilitate the separate derivation of the labeled and unla-
beled parts. L11 ∈ ℝ

m×m , L12 ∈ ℝ
m×r , L21 ∈ ℝ

r×m , L22 ∈ ℝ
r×r.

Our goal is to get the optimal solution of the loss function. In this process, we adopt 
gradient descent to obtain the optimal solution. The calculation process is shown as 
Fig. 3. At the optimization process, we first randomly initialize D , K , U , N , P , Q and 
construct the Laplacian matrix L . Then we repeatedly update related parameters until 
convergence. After training to obtain the optimal parameters, we predict the labels of 
unlabeled citations yU through calculating yU = Sign(DUP) . Hence we can get the labels 
yU for unlabeled citations.

Next, we show the process of deriving partial derivatives for each matrix variable. 

1. Compute the partial derivative of the objective function with respect to NL and NU 
separately and obtain the partial derivative of N . 

2. Calculate the partial derivative of � on D . 

3. Calculate the partial derivative of � on K . 

4. Calculate the partial derivative of � on U . 

The update rules of N can be obtained by gradient descent:

Similarly,

For K and U:

(13)
1
2

��
�NL

=(NLK⊤ − XL)K + �L21D + �L22NL + �B̄⊤
L (B̄LNLQ − j)Q⊤ + �(NLP − yL)P⊤ + �NL

(14)
1

2

𝜕𝜄

𝜕NU

=(NUK
⊤ − XU)K + 𝛾B̄

⊤

U
(B̄UNUQ − j)Q⊤ + 𝜆NL

(15)

1

2

𝜕𝜄

𝜕N
=(NK⊤ − X)K + 𝛾B̄

⊤
(B̄NQ − j)Q⊤ + 𝜆N + [𝛽L21D + 𝛽L22NL + 𝜂(NLP − yL)P

⊤
;0]

(16)

1

2

𝜕𝜄

𝜕D
= 𝛼(V⊙ (DUD⊤ − A))DU⊤ + 𝛼(V⊙ (DUD⊤ − A))⊤DU + 𝜆D + 𝛽(L11D + L12NL)

(17)
1

2

𝜕𝜄

𝜕K
= (NK⊤ − X)⊤N + 𝜆K

(18)
1

2

𝜕𝜄

𝜕U
= 𝛼D⊤(V⊙ (DUD⊤ − A))D + 𝜆U

(19)Nij = Nij − �1

(
2 ∗

1

2

��

�Nij

)
= Nij − �1

��

�Nij

(20)Dij = Dij − �2

��

�Dij

(21)Kij =Kij − �3

��

�Kij
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Finally, we can update P and Q as:

where I is the unit matrix.

4.6  Model complexity

In each iteration, the computational complexity for computing N is 
O(nd + nld2 + rd + rm + n2) , where n, l, and m represent the number of papers, journals, 
and authors, respectively. d is the dimension of the latent space. Similarly, the cost for com-
puting K is O(tnd), where t is the dimension of the paper content matrix. The computation 
cost for D is O(m4d3 + md) , for U is O(m4d3 + m2d2) . The time complexity for updating P 
and Q are O(d3 + d2 + dr) and O(d2ln + d3 + dl) , where r represents the number of labeled 
papers.

5  Experiments

In this section, we will verify the effectiveness of ACTION. In particular, we discuss the 
following questions:

• Whether we can improve the performance of identifying anomalous citations by mod-
eling the journal and author simultaneously?

• Whether learning of journal grades and author credibility play an important role in 
identifying anomalous citations?

(22)Uij =Uij − �4

��

�Uij

(23)P = (𝜂N⊤

L
NL + 𝜆I)−1𝜂N⊤

L
yL

(24)Q =(𝛾N⊤B̄
⊤
B̄N + 𝜆I)−1𝛾N⊤B̄

⊤
j

Fig. 4  The experimental process of identifying anomalous citations in the academic network
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We first illustrate the datasets used in this paper. Then we analyze the performance of 
ACTION from the perspectives of anomalous boundary and parameter sensitivity. The 
whole experimental procedure is shown in Fig. 4.

5.1  Datasets

We can obtain citation relationships from different academic datasets, such as MAG and 
DBLP. However, there are no recognized datasets for anomalous citations. Especially, there 
is no authoritative expert to point out which papers exist anomalous citations. So, we man-
ually add non-existent references in the original papers as anomalous citations and take 
the original references in the papers as real citations. The reason for constructing data-
sets based on the MAG and DBLP datasets is that they all contain abundant information 
that we need, e.g., paper’s abstract, authors, journal, published year and references. We 
randomly extract some papers with complete information in MAG and DBLP in the field 
of Computer Science as central papers to establish citation networks respectively. When 
constructing the citation network based on these central papers, we ensure that the papers 
having the citing-cited relationship with these papers are included in the constructed data-
set. The anomalous citation links we added are based on the constructed citation network, 
which ensures that both the citing paper and the cited paper are included.

We randomly select half of the papers to add anomalous references. Then the cita-
tion from the original paper to the added papers can be regarded as an anomalous cita-
tion. We add the same number of anomalous references as original references for each 
paper. We add three types of references: (1) Citing collaborators’ publications; (2) 
Citing the same journal’s publications; (3) Citing interdisciplinary publications with 
irrelevant contents. Table 2 lists the basic information of constructed datasets. We first 
choose 204 papers and 240 papers from two datasets respectively and then select half 
of the papers to add anomalous references. True papers represent the papers without 
anomalous citations and false papers represent the papers with anomalous citations. 
The number of citing links is obtained by adding each element in the author-paper cit-
ing matrix. Similarly, the number of collaboration links is obtained by adding each ele-
ment in the author collaboration times matrix. From the table, we can see that the two 

Table 2  The statistics of datasets Datasource MAG DBLP CiteseerX

# Candidate papers 204 240 302
# True papers 102 120 151
# False papers 102 120 151
# Anomalous citations 739 706 688
# Authors 3741 5625 7489
# Citing Links 17431 17065 8612
# Collaboration Links 19095 29826 39847
# Journals 341 720 518
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datasets differ in the number of authors and journals. Therefore, there are differences 
in collaboration density and citing density.

Furthermore, we have artificially created another anomalous dataset motivated by previ-
ous research (Kojaku et al. 2021; Liu et al. 2022) based on CiteseerX dataset. The Citese-
erX dataset is a commonly used dataset for academic network analysis. We first collect the 
paper titles which are reported as papers causing “journal cartels". The set of anomalous 
edges consists of the edges between anomalous papers and their references/citations that 
meet the anomalous citation relationship. We also need to ensure that information for these 
papers and their references in the CiteseexX dataset is complete and the citation contexts 
between them are easy to obtain. Finally, the dataset contains 8612 citation links. The num-
ber of anomalous edges is 688, accounting for 7.98% of all edges, which is similar to the 
proportion of anomalous edges in the real world.

5.2  Evaluation metrics

We use Accuracy, Precision, Recall, and F1 to evaluate the performance of ACTION, 
which are common metrics in the classification tasks. The metrics are calculated as:

• Accuracy =
TP + TN

TP + TN + FP + FN

• Precision =
TP

TP + FP

• Recall =
TP + TN

TP + FN

• F1 = 2 ∗
Precision ∗ Recall

Precision + Recall

where TP, TN, FP, FN represent the number of anomalous citations correctly classified 
(true positive), the number of normal citations correctly classified (false positive), the num-
ber of normal citations misclassified (false positive), and the number of anomalous cita-
tions misclassified (false negative), respectively.

5.3  Baselines and variants

Due to the lack of any existing baseline for the given task, we decide to use the existing 
dimension reduction method as baselines because in our framework, we utilize NMF 

Table 3  Summary of the detection methods for comparison

Variants of ACTION Paper content Journal & paper 
relation

Author & paper 
relation

Author cred-
ibility

Journal grade

ACTION-JP
√

–
√ √

–
ACTION-AP

√ √
– –  

√
ACTION-JA

√
– – – –

ACTION-Cr
√ √ √

–
√

ACTION-J
√ √ √ √

–
ACTION

√ √ √ √ √
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to get the low-dimensional matrix. There are many ways to reduce the dimension of 
the matrix in machine learning. We choose some commonly used dimension reduction 
methods including Robust Principal Component Analysis (RPCA) (Lee and Choe 2018), 
Singular Value Decomposition (SVD) (Wang and Zhu 2017), Multidimensional Scaling 
(MDS) (Borg and Groenen 2010), and SSD-Isomap (Rui et al. 2019) as baselines.

• RPCA: Principal Component Analysis (PCA) is one of the most widely used data 
dimension reduction algorithms. By calculating the covariance matrix of data, the 
eigenvector of the covariance matrix can be obtained. The eigenvectors correspond-
ing to k features with the largest eigenvalues are selected to form the matrix. In this 
way, the data matrix can be transformed into a new space to reduce the dimension of 
data characteristics. However, the robustness of PCA is not good. RPCA can solve 
the problem of poor robustness of PCA.

• SVD: SVD has great ability to extract information. It can simplify the data, remove 
noise and improve the performance. But the process of data conversion may be dif-
ficult to understand.

• MDS: MDS is a very classical method for Manifold Learning. It can simplify the 
research object (sample or variable) of multidimensional space to the low-dimen-
sional space for positioning, analysis, and classification while retaining the original 
relationship between objects.

• SSD-Isomap: SSD-Isomap is a semi-supervised version of Isometric Feature Map-
ping (ISOMAP). ISOMAP’s core algorithm is consistent with MDS. The difference 
lies in the calculation of the distance matrix in the original space.

We use SVM as the classifier to conduct classification for all baselines. Furthermore, to 
analyze the importance of each module, we compare ACTION with different variants.

• ACTION-JP: We eliminate the effect of journal-paper relation module and only uti-
lize paper content module and author-paper relation module to identify anomalous 
citations.

• ACTION-AP: We ignore the effect of author-paper relation module and only use 
paper content module and journal-paper relation module to identify anomalous cita-
tions.

Fig. 5  Dimension reduction methods comparison results
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• ACTION-JA: We only use paper content module for identification anomalous citations.

We also analyze the role of author credibility and journal grade.

• ACTION-Cr: We remove the effect of the author credibility in author-paper relation 
module.

• ACTION-J: We eliminate the effect of the journal grade in journal-paper relation mod-
ule.

Table 3 presents the summary of the variants.

5.4  Results comparison and analysis

We present our results together with some case studies from two perspectives, (1) com-
parison results with dimension reduction methods, (2) comparison results with ACTION 
variants.

5.4.1  Dimension reduction methods comparison

We first compare ACTION with baselines mentioned in Sect. 5.3. We run the models on 
the MAG dataset and DBLP dataset respectively. The experimental results are presented 
in Fig. 5. From the figure, we can see that ACTION outperforms all baselines, especially 
on the MAG dataset. On the DBLP dataset, RPCA, SVD, MDS, and SSD-Isomap achieve 
similar accuracy. The F1 of ACTION comes out to be 79% and 71% on the MAG and 
DBLP dataset respectively, which is higher than that of the baselines. Specifically, on the 

Table 4  Performance comparison 
for different anomalous citations

Metrics Collaborators’ 
publications

Same journal’s 
publications

Irrelevant 
contents

Accuracy 0.66 0.63 0.65
Precision 0.4 0.64 0.66
Recall 0.56 0.97 0.98
F1 0.47 0.76 0.79

Table 5  Performance comparison for anomalous citations detection

Bold numbers represent the best results

Datasets Metric ACTION ACTION-
JP

ACTION-AP ACTION-JA ACTION-Cr ACTION-J

MAG Accuracy 0.786 0.762 0.738 0.714 0.714 0.691
Precision 0.773 0.923 1.000 0.909 0.765 0.833
Recall 0.810 0.571 0.476 0.476 0.619 0.476
F1 0.791 0.706 0.645 0.625 0.684 0.606

DBLP Accuracy 0.729 0.646 0.667 0.604 0.646 0.646
Precision 0.762 0.889 0.900 1.000 0.889 0.733
Recall 0.667 0.333 0.375 0.208 0.333 0.458
F1 0.711 0.485 0.529 0.345 0.485 0.564
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DBLP dataset, ACTION is 55%, 56%, 26%, and 23% higher than RPCA, SVD, MDS, and 
SSD-Isomap. For the MAG dataset, ACTION is 38%, 37%, 15%, and 23% higher than 
RPCA, SVD, MDS, and SSD-Isomap. The superiority of ACTION over baselines further 
demonstrates the effectiveness of the proposed framework. We also calculate the experi-
mental results on the CiteseerX dataset, as shown in Fig. 5. From the experimental results, 
we can see that the model performance on the CiteseerX dataset is slightly worse com-
pared with the MAG and DBLP datasets. One of the possible reasons is that the recogni-
tion accuracy for citation purpose cannot fully reach 100%. The Precision exceeds 74% and 
the F1 comes out to be 71%.

Finally, we split each dataset to test the model performance. In particular, we use the 
anomalous citations that only add the co-authors’ publications, the same journal’s publica-
tions, and interdisciplinary publications with irrelevant contents as the input of the model. 
The experimental results are shown in Table 4. From the experimental results, we can see 
that ACTION can better identify anomalous citations with irrelevant contents compared 
with the other types of anomalous citations. According to the F1 score, we can see that 
ACTION is less effective in identifying anomalous citations from collaborators.

5.4.2  ACTION variants comparison

Next, we evaluate the effectiveness of each module in ACTION on the task of anomalous 
citations detection. We evaluate and compare the variants of ACTION mentioned above on 
two different datasets. The results are shown in Table 5. Based on results from Table 5, the 
discoveries are listed as follows.

(1) In terms of F1, ACTION is 8.48%, 22.64% higher than ACTION-JP on MAG and 
DBLP datasets, respectively. It shows that the journal-paper relation module is very 
important. In terms of F1, ACTION is 14.55%, 18.18% higher than ACTION-AP on 
MAG and DBLP datasets, respectively. The results suggest that the author-paper rela-
tion is indispensable.

Fig. 6  Performance of anomalous paper identification under different anomalous boundaries
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(2) We can see that ACTION performs better than ACTION-JA which is only based on 
paper content. In terms of F1, ACTION is 16.57%, 36.64% higher than ACTION-JA 
on MAG and DBLP datasets, respectively. What’s more, the ACTION-JA performs 
worse than ACTION-JP and ACTION-AP. Compared with ACTION-J, the accuracy 
reduces 4.76%, 4.16% on MAG and DBLP, respectively. Compared with ACTION-AP, 
the accuracy reduces 2.38%, 6.25% on MAG and DBLP, respectively. The F1 reduces 
2.02%, 18.46% on MAG and DBLP, respectively. The above analysis shows that the 
joint modeling of journal and author plays a very important role in identifying anoma-
lous citations.

(3) ACTION performs better than ACTION-Cr which eliminates the effect of the author 
credibility. In terms of F1, ACTION is 10.65%, 22.64% higher than ACTION-Cr on 
MAG and DBLP datasets, respectively. It indicates that the author credibility provides 
additional information for identifying anomalous citations.

(4) ACTION performs better than ACTION-J which removes journal grade vector. In 
terms of F1, ACTION is 18.46%, 14.71% higher than ACTION-J on MAG and DBLP 
datasets, respectively. We can conclude that the journal grade provides supplementary 
information for identifying anomalous citations.

Fig. 7  Performance of anomalous paper identification results for variants of ACTION under different anom-
alous boundaries

Fig. 8  Parameters analysis results
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From the analysis of the experimental results, we conclude that: (1) joint modeling of the 
relationships between journals and authors contribute to the performance of ACTION; (2) 
author credibility and journal grade are necessary for identifying anomalous citations.

5.5  Anomalous paper identification results

In order to identify anomalous papers, we introduce the concept of anomalous rate. Anom-
alous rate refers to the percentage of a paper’s anomalous citations to its total citations. It is 
calculated as:

Anomalous boundary helps us to judge whether a paper is an abnormal paper. When a 
paper’s anomalous rate is greater than the anomalous boundary, we regard it as an anoma-
lous paper.

Figure  6 shows the anomalous paper classification results for ACTION under differ-
ent anomalous boundaries. The blue line represents the highest accuracy, while the orange 
line represents the average accuracy. The results show a consistent downtrend both on the 
MAG dataset and the DBLP dataset. By observing and comparing the average accuracy of 
datasets, we find that the highest point is at the initial point. With the increase of anoma-
lous boundary value, the accuracy tends to be 50%. The reason is that the number of papers 
with anomalous citations is the same as the number of papers without anomalous citations. 
The worst case is that all the papers are identified as papers without anomalous citations.

We also evaluate the performance of ACTION variants on the task of anomalous paper 
identification. The results are summarized in Fig. 7. As can be expected, all variants have 
decreasing performance with the increase of anomalous rate. Obviously, ACTION always 
has the best performance on the MAG dataset in comparison with its variants. In particular, 
when we set anomalous rate higher than 20%, ACTION is much superior to its variants.

(25)Anomalous rate =
Anomalous citations

Total citations
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Fig. 9  Parameter sensitive in terms of dimensionality of word embedding
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5.6  Parameter sensitivity

We also explored how hyperparameters affect the performance of ACTION, including � , � , 
� , � , and the embedding dimension.

The parameters of the experiment are obtained by cross-validation. There are four criti-
cal parameters in the framework. � controls the contribution of the semi-supervised clas-
sifier. � controls the contribution of the journal-paper relation model. � and � control the 
contribution of the author-paper relation model.

Parameter � . As mentioned before, � controls the contribution of the classifier. We fix 
the value of � , � , � and � to verify the influence of � . Taking the parameter settings on 
MAG dataset as an example, we first fix { � = 0.1, � = 10−6, � = 10−6, � = 0.1 }. Then we 
vary � as {0, 1, 10, 20, 50, 100}, the performance is shown in Fig. 8a. Generally, the per-
formance increases with the increase of � in the certain range. When � varies from 0 to 1, 
the model accuracy increases dramatically. The result of the experiment demonstrates the 
importance of semi-supervised classification under the framework. When we vary � as {10, 
20, 50, 100}, the results keep stable.

Parameter � . Parameter � controls the weight of journal-paper relation model in the 
overall ACTION framework. Figure 8a shows the accuracy on the MAG dataset with dif-
ferent value of � . We set { � = 10−6, � = 10−6, � = 1, � = 0.1 }, then we vary � as {0, 0.1, 
1, 10, 20, 30, 50, 100}. From the results, we can easily find that when � varies from 0 to 
0.1, the performance of ACTION increases dramatically. It demonstrates the importance of 
journal-paper module under the framework.

Parameters (�,�) . To explore the influence of � and � , we set { � = 0.1, � = 1, � = 0.1 }, 
then we vary � as { 10−6, 10−5, 10−4, 10−3, 10−2 } and � in { 10−6, 10−5, 10−4, 10−3, 10−2 }. 
The performance variations are depicted in Fig. 8b. We can see that when � and � vary 
from 0 to 10−2 , the performance in terms of accuracy tends to decrease first and then 
increase. It achieves relatively best performance when { � = 10−6, � = 10−6}.

Embedding dimensions. In the process of paper content embedding, we use Doc2Vec to 
transform paper abstracts into low-dimensional representations. Generally, the dimension 
of the generated vectors is the same as that of the hidden layer in the neural network. In 
fact, empirical studies have shown that the learning process of word embedding will also 
lead to model under-fitting and over-fitting. Thus, it is important to select an appropriate 
embedding dimension. Figure 9 shows the sensitivity in terms of the dimensionality. From 
the results, we can easily find that the performance keeps increasing with the increase of 
embedding dimension in a certain region both on DBLP and MAG datasets. Furthermore, 
it is relatively stable when the embedding dimension d > 200.

6  Conclusion

In this work, we propose a novel framework, namely ACTION, to detect anomalous cita-
tions across heterogeneous academic networks. In the academic network, there are multiple 
types of relationships among different academic entities. ACTION can make full use of 
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information provided by journals, authors and contents of papers for identifying anomalous 
citations. The experiments are carried out on three artificially generated datasets from two 
aspects, including comparing ACTION with dimension reduction methods and compar-
ing ACTION with ACTION variants. From the results, we observe that the performance 
of ACTION is at least 15% better than dimension reduction baselines on both DBLP and 
MAG datasets. Furthermore, by comparing ACTION with its variants, we can find that 
joint modeling of the relationships between journals and authors contributes to the perfor-
mance of ACTION. At the same time, author credibility and journal grade are necessary 
for identifying anomalous citations.

There are some limitations to our work which must be borne in mind. For example, our 
research is focused on computer science area. It can be extended to other fields in future 
work. Furthermore, the construction of anomalous datasets and the labeling of anomalous 
citations are time-consuming. We can consider how to improve the efficiency of the algo-
rithm so that it can be applied to a large-scale dataset. Finally, in this work, we treat the 
anomalous citation detection problem as a classification problem. In future work, we will 
consider solving this problem by using probabilistic modeling methods to help us deter-
mine whether the anomalous citations are acceptable.
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