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Abstract
Sentiment analysis is a key component of many social media analysis projects. Addi-
tionally, prior research has concentrated on a single modality in particular, such as text 
descriptions for visual information. In contrast to standard image databases, social images 
frequently connect to one another, making sentiment analysis challenging. The majority 
of methods now in use consider different images individually, rendering them useless for 
interrelated images. We proposed a hybrid Arithmetic Optimization Algorithm- Hunger 
Games Search (AOA-HGS)-optimized Ensemble Multi-scale Residual Attention Network 
(EMRA-Net) technique in this paper to explore the modal correlations including texts, 
audio, social links, and video for more effective multimodal sentiment analysis. The hybrid 
AOA-HGS technique learns complementary and comprehensive features. The EMRA-
Net uses two segments, including Ensemble Attention CNN (EA-CNN) and Three-scale 
Residual Attention Convolutional Neural Network (TRA-CNN), to analyze the multimodal 
sentiments. The loss of spatial domain image texture features can be reduced by adding 
the Wavelet transform to TRA-CNN. The feature-level fusion technique known as EA-
CNN is used to combine visual, audio, and textual information. The proposed method per-
forms significantly better than the existing multimodel sentimental analysis techniques of 
HALCB, HDF, and MMLatch when evaluated using the Multimodal Emotion Lines Data-
set (MELD) and EmoryNLP datasets. Also, even though the size of the training set varies, 
the proposed method outperformed other techniques in terms of recall, accuracy, F score, 
and precision and takes less time to compute in both datasets.

Keywords  Arithmetic Optimization Algorithm (AOA) · Hunger Games Search (HGS) · 
Ensemble Multi-scale Residual Attention Network (EMRA-Net) · Multimodal sentiment 
analysis · Feature extraction

1  Introduction

User-generated content is often posted by users in a variety of formats, contributing to con-
tent diversity (Liu et  al. 2020). Sentiment analysis is essential for evaluating individual 
behavior and has many applications, such as review analysis, product analysis, and mental 

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s10462-023-10645-7&domain=pdf


	 B. Subbaiah et al.

1 3

34  Page 2 of 27

health therapy (Kumar and Garg 2019). Sentiment analysis has grown to be crucial for 
monitoring people’s attitudes and emotions by examining this unstructured, multimodal, 
informal, high-dimensional, and noisy social data (Xuanyuan et  al. 2021). In contrast to 
traditional social media, such as newspapers, online social media is packed with a plethora 
of information from many sources that can provide substantially more signs to evaluate 
sentiments than information provided by words alone. The widespread usage of smart-
phones in the current world increases the number of users willing to post a multimodal 
message on social media (Baecchi et al. 2016). Sentiment analysis may be used to deter-
mine the polarity of a sentiment, or whether it is positive, negative, or neutral, as well as its 
emotion, or where it fits on the emotional spectrum type, such as happy or sad, or to define 
sentiment intensity (Yan et al. 2022).

When it comes to sentimental analysis, the area of Natural Language Processing (NLP) 
is faced with significant complexities (Tembhurne and Diwan 2021). Machine learning 
methods are typically helpful for identifying and predicting whether a document shows 
positive or negative sentiment. The two categories into which machine learning is sepa-
rated are supervised and unsupervised machine learning algorithms (Tripathy et al. 2015). 
The social media dataset is simpler to train and comprehend using machine learning. 
Beyond machine learning, rule-based and lexicon-based techniques are the most often used 
methodologies. Using a range of classifiers, including deep neural networks (DNN), arti-
ficial neural networks (ANN), multilayer perception (MLP), deep neural networks (DNN), 
and others, the multimodal sentiment analysis approaches place an emphasis on analyzing 
strong traits individually (Bairavel and Krishnamurthy 2020).

The single modality sentiment classification techniques (Cambria et  al. 2017) mainly 
focus on analyzing the textual or visual content based on its interrelation with its target 
class and often fail to accommodate the use of more than one feature (acoustic and visual 
features). Since social media data comprises a diversity of information, sentiment classi-
fication utilizing a single modality does not always leads to an optimal sentiment analy-
sis decision. For an effective social media multimodal sentiment analysis, the relationship 
between the target class, textual content, acoustic feature, and visual features needs to be 
integrated which is often neglected by most of the existing studies (Cambria et al. 2013;  
Stappen et al. 2021).

Motivated by these issues, we have planned to efficiently model these interactions in 
social media posts. Multimodal sentiment analysis mainly relies on more than one type of 
modality and integrates different such as video, audio, and image modalities for perform-
ing sentimental analysis. The difference between single and multimodal analysis is that 
the extraction of sentiments completely from a single modality is easier when extracting 
the sentiments from different modalities (Lopes et al. 2021). Since sentiments are easier 
to extract from text-only data than from data that contains both text and images, this is 
quite challenging in the context of sentiment analysis. This is a challenging endeavor, par-
ticularly when using social media data, as the various data kinds are sparse, might have a 
variety of contexts, and purposes, and convey irony, and their integrated evaluation is not 
simple. However, as compared to a text-only strategy, a multimodal approach can enhance 
performance.

One of the novelties associated with our proposed model is the usage of the Ensemble 
Attention CNN (EA-CNN) technique for a simple and reliable fusion, The EA-CNN tech-
nique investigates the text, acoustic, and visual components of the post individually, and 
the final classifier is mainly built on the top of these features. The proposed model mainly 
conducts multimodal sentimental analysis in social media data which is often sparse and 
has diverse contexts. The state-of-art techniques often fail to utilize the textual, acoustic, 
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and visual information at once. Multimodal posts in social media have different forms such 
as audio, video, text, and image. Hence, an end-to-end model that efficiently captures the 
intra and inter-modality interactions are developed in this paper.

In this paper, we introduce a novel method called Hybrid AOA-HGS optimized Ensem-
ble Multi-scale Residual Attention Network (EMRA-Net), which enhances multi-modal 
feature fusion by obtaining more dynamic multi-modal information and can more precisely 
predict emotional intensity. Prior to using multi-modal modeling to extract the context rep-
resentation of multimodal information, each sentence in the video is independently exam-
ined for textual, audio, and visual components. Additionally, to generate a more accurate 
prediction of emotion, the Hybrid Arithmetic Optimization Algorithm and Hunger Games 
Search (AOA-HGS) optimized EMRA-Net completely make use of the dynamic informa-
tion of intra-modal relational and inter-modal interaction. The main contribution of this 
paper is described below.

•	 The hybrid AOAHGS-optimized EMRA-Net technique is proposed for predicting the 
multimodal sentiments in social media based on audio, video, and text.

•	 The proposed model individually analyzes the sentiments present in each modality 
(text, acoustic, and visual) by modeling the inter and intra-modal representations which 
the existing techniques often failed to accomplish.

•	 For obtaining the best feature set with the highest accuracy, the combination of the 
arithmetic optimization algorithm and hunger games search is developed. The hyperpa-
rameters of EMRA-Net are optimized through AOA-HGS.

•	 To analyze the multimodal sentiments, the EMRA-Net utilizes 2 segments such as EA-
CNN and TRA-CNN. A wavelet transform is introduced in TRA-CNN for reducing the 
loss of image and texture features that occurs in the spatial domain.

•	 Evaluating the efficiency of the proposed hybrid AOAHGS optimized EMRA-Net tech-
nique through conducting experiments using MELD and EmoryNLP datasets.

The rest of the paper is arranged accordingly. The related works are described in Sect. 2. 
Section 3 illustrates the proposed methodology. The experimentation results are evaluated 
in Sect. 4. At last, the conclusions of the paper are described in Sect. 5.

2 � Related works

Zhao et  al. (2019) developed an image-text consistency-driven multimodal sentiment 
analysis approach to address the challenge of how efficiently employing information from 
both visual and text-based postings. After this model explores the link between the image 
and the text, a multimodal adaptive sentiment analysis approach was applied. A machine-
learned sentiment analysis technique was developed by merging textual, visual, and social 
components with mid-level visual features obtained using the classic sentibank approach 
to represent visual concepts. Nevertheless, expressing an image’s features is a significant 
challenge. Bairavel et al. (2020) introduced an audio–video-textual-based multimodal sen-
timent analysis for social media. This model investigates sentiments that were extracted 
from web recordings using text, audio, and video modalities. In order to combine the 
retrieved features from several modalities, a feature-level fusion technique is used. The 
best characteristics from the retrieved data were selected by utilizing an oppositional grass 
bee optimization (OGBEE) algorithm, finding the best possible feature set. For sentiment 
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classification, this model used a multilayer perceptron-based neural network but it requires 
more computational time.

A multi-modality framework called Hierarchical self-attention Fusion-Contextual Self-
attention Temporal Convolutional Network (H-SATF-CSAT-TCN-MBM) was developed 
by (Xiao et  al. 2020) for sentiment analysis in the social internet of things. To improve 
the performance of the CSAT-TCN model in long memory problems, multi-branch mem-
ory networks were used, the self-Attention Fusion framework (H-SATF) was used to fuse 
multi-modality features, and the CSAT-TCN was used to capture the internal and exter-
nal correlation of multi-modality features. However, this model was unable to learn senti-
mental qualities in both dual and single modalities at the same time. A Hierarchical Deep 
Fusion (HDF) model was presented by Xu et al. (2019) to investigate the cross-modal cor-
relations between images, texts, and their social connections. They used Long Short-Term 
Memory (LSTM) with three levels to find the intermodal links between image and text 
scaled differently by integrating visual content with multiple textual semantic fragments. A 
weighted relation network was used to characterize the links between social media images, 
and each node was embedded in a distributed vector to make the most efficient use of the 
link information. This model, however, does not include a heterogeneous network embed-
ding mechanism to provide better encapsulation of the network topology.

To analyze the multimodal sentiment, Li et al. (2021) developed a Hierarchical Atten-
tion LSTM technique based on the Cognitive Brain limbic system (HALCB). The usage 
of a Hash algorithm improved the retrieval speed and accuracy. The Random Forest 
(RF) was trained to recognize and understand the regular distribution of previous outputs 
before altering the classification results. The three datasets used for testing were YouTube, 
MOSEI, and MOSI. The HALCB outperformed the other existing techniques in both multi 
and binary classification tasks. Furthermore, the high path module’s sub-network fault tol-
erance capabilities were not improved. The Deep Multimodal Attentive Fusion (DMAF) 
method was investigated by Huang et al. (2019) for the analysis of image-text sentiment. 
The semantic attention approach was used to address the emotion-based words, and the 
visual attention method was used to treat the emotional areas automatically. The datasets 
utilized for testing were Flickr-m, Twitter, Flickr-w, and Getty. The findings demonstrated 
that the DMAF was a useful tactic for handling imperfect multimodal data contents in 
order to predict attitudes.

Yu et al. (2019) presented a target-dependent social media sentimental analysis method 
named Entity Sensitive Attention and Fusion Network (ESAFN). It analyzed the senti-
ments present in videos, images, and user profiles in addition to texts. The LSTM model 
was utilized to determine the hidden state of each word. The Multimodal fusion layer was 
then used to merge visual and textual representations after the learning of visual represen-
tations. In the end, the softmax function was used to classify sentiment. The two multi-
modal Named Entity Recognition (NER) datasets used to verify the approach showed that 
it outperformed other competing multimodel classification methods in terms of perfor-
mance. Paraskevopoulos et al. (2022) presented a feedback module MMLatch that permits 
top-down cross-modal modeling of interactions between the architecture’s lowest layer and 
upper layer. To allow the model to perform top-down feature masking for each modality, 
the MMLatch system acquires high-level representations, which are subsequently used to 
mask the sensory inputs. The MMLatch model was used to identify multimodal sentiments 
on the CMU-MOSEI dataset.

Zhang et  al. (2021) presented a multimodal emotion recognition model for conversa-
tional videos based on reinforcement learning and domain knowledge (ERLDK) by inte-
grating domain learning and reinforcement learning concepts. They mainly identified the 
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emotions of the samples by analyzing the conversations for a prolonged period at a dia-
logue level. The dialogues are mainly extracted using a window size of three. The multi-
modal inputs are mainly the semantic, visual, and audio-based features. The recognition 
accuracy of the classifier is mainly tested by varying the conversation lengths on the two 
public datasets. The existing techniques are summarized in Table 1 based on the techniques 
utilized, modalities focused, the dataset used, benefits, and limitations.

Even though the existing techniques offer improved performance they fail to analyze 
certain important issues which are discussed as follows. The state-of-art techniques often 
utilize the textual content present along the audio and visual information to generate the 
sentiment labels for the images taken for analysis and instead only focus on the visual con-
tent. In our proposed model, we give equal importance to all three modalities (text, video, 
and audio) taken for analysis. The EMRA-Net technique can offer fine-grained analysis 
and identify the crucial connection that exists between the texture, text, and audio features. 
Bidirectional Encoder Representation from Transformer (BERT) model (Murfi et al. 2022 
and Deng et al. 2022) is a pre-trained model which is mainly trained using domain-spe-
cific corpora such as Wikipedia and BookCorpus. The BERT and our proposed TRA-CNN 
model have many similarities. Both our TRA-CNN and BERT analyze the importance of 
the semantics of each word in the sentence. Both models obtain the text representations 
by analyzing the semantics and word position in the sentences. Both architectures use the 
attention mechanism which computes the importance of each word in the input sequence. 
Since the CNN architecture alone cannot extract the structural and semantic interrelation 
between the text, the Three-scale Residual Attention module is integrated with the CNN 
architecture in the proposed model. The three-scale residual attention module can effec-
tively extract the global semantic features from the text. Whereas in BERT, the self-atten-
tion operation offers improved machine translation results. The spatial understanding of the 
BERT model is improved using the attention mechanism whereas we integrated the wave-
let transform in our proposed model to preserve the spatial understanding of the model.

3 � Proposed methodology

In this paper, we proposed a hybrid AOAHGS-optimized EMRA-Net technique to predict 
multimodal sentiments using two datasets such as MELD and EmoryNLP. The architec-
ture of the proposed model is depicted in Fig.  1. Initially, preprocessing is done for the 
audio, text, and video inputs for obtaining noise-free data. Then, the important features 
from the text, audio, and video are extracted to analyze the sentiments. To analyze the mul-
timodal sentiments, the EMRA-Net utilizes 2 segments such as EA-CNN and TRA-CNN. 
The audio feature, visual feature, and textual features are classified using TRA-CNN. Sub-
sequently, EA-CNN is employed for the multimodal sentiments fusion. In this, the hyper-
parameters of EMRA-Net are optimized using AOAHGS. For obtaining the best feature 
set with the highest accuracy, the Arithmetic Optimization Algorithm is integrated with 
Hunger Games Search algorithm. Finally, the polarity of the sentiments (positive, negative, 
and neutral) is predicted.

3.1 � Preprocessing

For effective classification, the texts are preprocessed initially before being fed into the 
classifiers. Preprocessing is necessary for the following reasons. (1) The text types acquired 



	 B. Subbaiah et al.

1 3

34  Page 6 of 27

Ta
bl

e 
1  

S
um

m
ar

y 
of

 e
xi

sti
ng

 li
te

ra
tu

re

Re
fe

re
nc

e
Te

ch
ni

qu
e 

pr
es

en
te

d
M

od
al

ity
 fo

cu
se

d
D

at
as

et
 u

se
d

B
en

efi
ts

Li
m

ita
tio

ns

Zh
ao

 e
t a

l. 
(2

01
9)

M
ul

tim
od

al
 a

da
pt

iv
e 

se
nt

i-
m

en
t a

na
ly

si
s t

ec
hn

iq
ue

Te
xt

ua
l a

nd
 v

is
ua

l m
od

al
-

ity
V

is
ua

l s
en

tim
en

t o
nt

ol
og

y 
be

nc
hm

ar
k 

da
ta

se
t

A
da

pt
iv

el
y 

ad
ju

sts
 te

st 
im

ag
e 

fe
at

ur
es

 fo
r 

im
pr

ov
ed

 se
nt

im
en

ta
l 

an
al

ys
is

A
ud

io
 fe

at
ur

es
 a

re
 n

ot
 ta

ke
n 

fo
r a

na
ly

si
s

B
ai

ra
ve

l e
t a

l. 
(2

02
0)

O
G

B
EE

A
ud

io
, v

is
ua

l, 
an

d 
te

xt
IE

M
O

CA
P,

 C
M

U
-M

O
SI

 
an

d 
Yo

uT
ub

e 
da

ta
se

t
Im

pr
ov

ed
 c

la
ss

ifi
ca

tio
n 

ac
cu

ra
cy

Ti
m

e 
co

m
pl

ex
ity

 n
ee

ds
 to

 b
e 

re
du

ce
d

X
ia

o 
et

 a
l. 

(2
02

0)
H

-S
A

TF
-C

SA
T-

TC
N

-
M

B
M

A
ud

io
, v

is
ua

l, 
an

d 
te

xt
 

ch
an

ne
ls

C
M

U
-M

O
SI

 d
at

as
et

 a
nd

 
M

SU
O

ve
rc

om
es

 th
e 

lo
ng

 
m

em
or

y 
is

su
e 

an
d 

im
pr

ov
es

 th
e 

se
nt

im
en

t 
re

co
gn

iti
on

 a
cc

ur
ac

y

Th
e 

er
ro

r w
ei

gh
ts

 n
ee

d 
to

 b
e 

au
to

m
at

ic
al

ly
 u

pd
at

ed
 to

 
im

pr
ov

e 
pe

rfo
rm

an
ce

X
u 

et
 a

l. 
(2

01
9)

H
D

F
Im

ag
e 

an
d 

te
xt

 m
od

al
iti

es
Tw

itt
er

 a
nd

 F
lic

kr
 d

at
as

et
s

Im
pr

ov
es

 th
e 

se
nt

im
en

t 
an

al
ys

is
 in

 so
ci

al
 im

ag
es

 
by

 in
te

gr
at

in
g 

th
e 

ne
t-

w
or

k 
in

fo
rm

at
io

n

In
fo

rm
at

io
n 

lo
ss

 d
ue

 to
 

ex
cl

ud
in

g 
th

e 
so

ci
al

 li
nk

 
in

fo
rm

at
io

n

Li
 e

t a
l. 

(2
02

1)
H

ie
ra

rc
hi

ca
l L

ST
M

A
ud

io
, v

is
ua

l, 
an

d 
w

or
ds

Yo
uT

ub
e,

 M
O

SE
I, 

an
d 

M
O

SI
St

ag
ed

 st
ru

ct
ur

e 
im

pr
ov

es
 

ac
cu

ra
cy

Fa
ul

t t
ol

er
an

ce
 o

f s
ub

-
ne

tw
or

ks
 n

ee
ds

 to
 b

e 
im

pr
ov

ed
H

ua
ng

 e
t a

l. 
(2

01
9)

D
M

A
F

Im
ag

e 
an

d 
te

xt
 (v

is
ua

l a
nd

 
se

m
an

tic
 in

fo
rm

at
io

n)
Fl

ic
kr

-m
, T

w
itt

er
, F

lic
kr

-
w

, a
nd

 G
et

ty
Im

pr
ov

es
 se

m
an

tic
 p

re
di

c-
tio

n 
by

 id
en

tif
yi

ng
 th

e 
co

m
pl

em
en

ta
ry

 in
fo

rm
a-

tio
n 

fro
m

 th
e 

te
xt

 a
nd

 
vi

su
al

 m
od

al
ity

Th
e 

ge
ne

ra
liz

at
io

n 
ca

pa
ci

ty
 

is
 n

ot
 te

ste
d 

us
in

g 
vi

de
o 

an
d 

au
di

o 
da

ta

Y
u 

et
 a

l. 
(2

01
9)

ES
A

FN
Te

xt
ua

l a
nd

 v
is

ua
l a

na
ly

si
s

Tw
itt

er
 m

ul
tim

od
al

 a
nd

 
un

im
od

al
 se

nt
im

en
t 

an
al

ys
is

 d
at

as
et

s

O
ffe

rs
 im

pr
ov

ed
 p

er
fo

r-
m

an
ce

 w
ith

 m
ul

tip
le

 
en

tit
ie

s

Th
e 

er
ro

r r
at

e 
is

 h
ig

h 
fo

r 
sa

m
pl

es
 th

at
 c

on
ta

in
 m

ul
ti-

pl
e 

sm
ile

y 
fa

ce
s

Pa
ra

sk
ev

op
ou

lo
s e

t a
l. 

(2
02

2)
M

M
La

tc
h

M
ul

tim
od

al
 se

nt
im

en
t 

an
al

ys
is

 (v
id

eo
 tr

an
sc

rip
-

tio
ns

, v
is

ua
l s

eq
ue

nc
es

, 
an

d 
au

di
o 

se
qu

en
ce

s)

C
M

U
-M

O
SE

I s
en

tim
en

t 
an

al
ys

is
 d

at
as

et
Pr

ov
id

es
 m

ul
tim

od
al

 
re

pr
es

en
ta

tio
n 

w
ith

ou
t 

ad
di

tio
na

l t
un

in
g

Th
e 

m
od

el
 in

te
rp

re
ta

bi
lit

y 
ne

ed
s t

o 
be

 im
pr

ov
ed



An efficient multimodal sentiment analysis in social media…

1 3

Page 7 of 27  34

Ta
bl

e 
1  

(c
on

tin
ue

d)

Re
fe

re
nc

e
Te

ch
ni

qu
e 

pr
es

en
te

d
M

od
al

ity
 fo

cu
se

d
D

at
as

et
 u

se
d

B
en

efi
ts

Li
m

ita
tio

ns

Zh
an

g 
et

 a
l. 

(2
02

1)
ER

LD
K

V
is

ua
l, 

au
di

o,
 a

nd
 te

xt
EM

O
CA

Pa
nd

 M
EL

D
Th

e 
re

su
lts

 a
re

 n
ot

 b
ia

se
d 

to
w

ar
d 

ce
rta

in
 e

m
ot

io
ns

Th
e 

re
co

gn
iti

on
 c

ap
ab

il-
ity

 c
an

 b
e 

im
pr

ov
ed

 v
ia

 
op

tim
iz

at
io

n



	 B. Subbaiah et al.

1 3

34  Page 8 of 27

from social media differ and may include noise, and it contains many semantic and gram-
matical errors because of their size, slang, and typing speed. Data standardization made it 
easier for classifiers to learn patterns. (3) Texts will adhere to the input specifications of the 
Word Embeddings layers and other classifiers. The following are the preprocessing stages: 
(1) Changing the HyperText Markup Language (HTML) codes as symbols and words, (2) 
using the Natural Language Toolkit (NTLK) function to remove stop words, (3) chang-
ing all words to lowercase, (4) reducing the number of times the same character appears 
to a maximum of two (for example, changing “Sooohappy” to “so happy”), (5) removing 
user mentions in social media (for example, the “RT” word on Twitter), and (6) removing 
punctuation.

The resizing procedure was used to adapt the input images, which had different dimen-
sions, to the standard size of 224 * 224. Subsequently, the mean and standard deviation 
is applied to normalize the images. It is implemented by subtracting the mean values and 
subsequently dividing the standard deviation of all images in every channel.

Fig. 1   Overall architecture of proposed hybrid AOAHGS optimized EMRA-Net technique
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whereas, r indicates the input image, � is the mean value of the dataset, c refer to the chan-
nel, and � indicates the standard deviation.

3.2 � Feature extraction

The polarity of the input image is identified by applying the classification and feature 
extraction over the generated inner representation. We use COVREP for audio to extract 
low and medium-level acoustic information. Typically, this tool can extract a wide range 
of rich speech data, including the 12 Mel-Frequency Cepstral Coefficients (MFCCs), maxi-
mum dispersion coefficients, peak slope parameters, and voice segment features. First, the 
user’s facial features are extracted from the video utilizing the FACET. A structured fea-
ture vector is created by extracting the primary features of the face. Each frame can have 
it applied to reveal the main facial characteristics while emphasizing and modifying the 
damaged facial features. Multimodal sentiment analysis proved more significant for numer-
ous tasks including social media analysis. The majority of existing methods, however, only 
consider the content and are inefficient at capturing the non-linear association across mul-
tiple modalities. Despite being vital support for sentiment analysis, connection information 
between social media images is often neglected, even by those who investigate internal 
relationships. We concentrate on investigating the multi-modal relationships between text 
descriptions, visual content, and their social connections for sentiment analysis of social 
images in order to address these issues.

3.3 � EMRA‑Net

There are 2 segments in the EMRA-Net technique for the analysis of multimodal sentiment 
using text, audio, and video. They are EA-CNN and TRA-CNN (Wang et al. 2021). The 
overall structure of EMRA-Net is depicted in Fig. 2. The audio feature, visual feature, and 
textual features are created using TRA-CNN which is demonstrated in Fig. 2a. All these 
three multimodal sentiment features are fused through the EA-CNN to predict the senti-
ments which are depicted in Fig. 2b.

3.3.1 � Three‑scale residual attention convolutional neural network (TRA‑CNN)

3.3.1.1  Three scale branches construction  Multi-scale network architecture is more crucial 
for enhancing recovery image quality. To create various image sizes from input, image pyra-
miding is a widespread process. However, the loss of image texture features occurs in the 
spatial domain because of this process. Thus, the upsampling of the low-resolution image 
into a high-resolution image cannot be reversed. The high-frequency subband information is 
also maintained by the wavelet transform while performing image downsampling for offer-
ing the best solution. In order to create four subband images, four filters are utilized within 
the 2D DWT (Discrete Wavelet Transform). The wavelet functions and scaling function are 
multiplied for creating four filters as of 2D DWT’s separable property. The three separable 
wavelet functions and a separable scaling function are described below:

(1)Ic = (rc − �c)∕�c, c = 1.., n
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In the above equation, the one-D wavelet and scaling function is denoted as �(⋅) and 
�(⋅) . The various 2D wavelet functions are indicated as � j={Horiz,Vert,Diag}(a, b) , and a 2D 
scaling function for the low-frequency information is represented as �(a, b) . Deviations 
along diagonals are evaluated by �Diag(high-frequency information in diagonal), devia-
tions along columns are evaluated by �Horiz (high-frequency information in horizontal), 

(2)

⎧⎪⎪⎨⎪⎪⎩

�(a, b) = �(a)�(b)

�Horiz(a, b) = �(a)�(b)

�Vert(a, b) = �(a)�(b)

�Diag(a, b) = �(a)�(b)

Fig. 2   Structure of EMRA-Net. a TRA-CNN, b EA-CNN
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and deviations along rows are measured by �Vert(vertical high-frequency information). The 
outputs obtained for the input g(a, b) of size p × q are given as:

For the 3 various directions, subband images with high frequency are represented as 
R
t={Horiz,Vert,Diag}
�  , and suitable image of the input with low frequency is denoted as R� . An 

input image’s shallow feature maps are indicated as D0 in Fig. 2a which is derived using 
the below equation as,

The batch normalization is indicated as E , the ReLU activation function is denoted as 
�(⋅) , and the 3 × 3 convolution is denoted as H(⋅) . The downsampled feature map 

(
D1

)
 is 

the input image’s half (1/2) scale obtained by decomposing D0 through the use of the Haar 
wavelet transform. The redundancy and parameters of an entire network are minimized by 
using the Convolutional operation behind D1 . The below equation describes D1_2 as:

Finally, feature maps 
(
D2

)
 are created for parallel feature learning in TRA-CNN utiliz-

ing the three scale branches that are formed from the input image’s quarter (1/4) scale, 
which is likewise derived using the Eq. (5).

3.3.1.2  Deep residual learning module  To provide improved sparse learning, the Res2Net 
modules are deployed within the TRA-CNN. The feature maps of the initial 1 × 1 convolu-
tion are divided into q feature map subsets i.e., aj(j ∈ {1, 2, ..., q}) by the Res2Net module as 
illustrated in Fig. 3. Equation (6) defines the output bj:

The 3 × 3 convolution layer is indicated as Tj(⋅) . Six Res2Net blocks are implemented in 
each and every scale branch in TRA-CNN and the four subsets are separated within each 
module.

3.3.2 � Channel attention (CA) block

High-level feature maps for many channels provide fine feature information, and channel 
information weighting is crucial for multimodal sentiment analysis. The channel atten-
tion component is built inside each scale branch of the TRA-CNN in order to maintain the 
interdependency of the channels underlying the Res2Net blocks. ReLU and Convolutional 

(3)

⎧
⎪⎪⎨⎪⎪⎩

R� =
1√
p × q

p−1�
a=0

q−1�
b=0

g(a, b)�(a, b)

Rt
�
=

1√
p × q

p−1�
a=0

q−1�
b=0

g(a, b)� t(a, b), t = {Horiz,Vert,Diag}

(4)D0 = �(E(H(input)))

(5)D1_2 = �
(
E
(
H
(
D1

)))

(6)bj =

⎧
⎪⎨⎪⎩

aj j = 1

Tj j = 2

Tj
�
aj + bj−1

�
2 < j ≤ q
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operation are used to assess the weights of the different input channels. Finally, element-
wise multiplication is used to provide the output for the channel attention component.

3.3.3 � Generating multimodal sentiments

The residuals among multimodal input and sentiments present in the input are predicted 
in every scale branch. After the channel attention part, the skip link and 3 × 3 convolutions 
are used in the first scale branch to generate the audio features. Then, the inverse wavelet 
transforms and convolutional operations are employed in the second and third scale branch 
for creating the visual and textual features.

3.3.4 � Ensemble Attention CNN (EA‑CNN)

An efficient multimodal sentiment analysis fusion strategy cannot be achieved by directly 
integrating features from different scale branches without taking into account different 
input channel weights. The EA-CNN is created as a result of integrating multimodal senti-
ments. The channel attention block, which is seen in Fig. 2b, is used to automatically estab-
lish the weights for the individual channels once the audio, visual, and textual elements 

Fig. 3   Res2Net module
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have first been integrated. Finally, the sentiments contained in the input and the multimodal 
input still predict the residuals. Due to the lengthy skip link, the EA-CNN and efficient 
multimodal sentiments fusion also enhance the global sparse learning potential.

3.3.5 � Feature level fusion

The advantage of this strategy was that it was rather simple. and generated fundamentally 
excellent accuracy. The Hybrid AOA-HGS optimized EMRA-Net method combined each 
methodology’s feature vector into a single feature vector stream. Then, each video section 
is classified into sentiment classes using this vector. Here, the video is used to extract three 
features: audio, video, and text. Following that, the next models, including audio, video, 
and text, are extracted, and the resulting modalities are expressed as follows:

Based on the aforementioned equations, the feature matrix for the audio, video, and tex-
tual modalities is represented as YAUDIO , YVIDEO , and YTEXT . Second, three modalities are 
employed in the feature-level fusion technique’s linear combinations of the feature matrix. 
Assume that G is the new feature matrix.

The fusion matrices for the three modalities are represented by the equation below:

The feature matrix fusion of the aforementioned equations Including audio, video, and 
text in all three modal-respectively resented as G1 , G2 and G3 . Hence, as a result, the fol-
lowing are the mathematical expressions for the values of ui,vi , and wi.

(7)AudioModality ∶ YAUDIO =
{
Y1, Y2, Y3,… YL

}

(8)VedioModality ∶ YVIDEO =
{
Y �
1
, Y �

2
, Y �

3
,… Y �

L

}

(9)TextualModality ∶ YTEXT
{
Y ��
1
, Y ��

2
, Y ��

3
… Y ��

L

}

(10)G1 =
{
u1, u2, u3,… um

}

(11)G2 =
{
v1, v2, v3,… vm

}

(12)G3 =
{
w1,w2,w3,…wm

}

(13)G1 = �YAUDIO + �YVIDEO

(14)G2 = �YAUDIO + �YTEXT

(15)G3 = �YVIDEO + �YTEXT

(16)ui = �Yi + �Y ��
i

(17)vi = �Yi + �Y �
i
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The values for � and � are taken to be � = 1 and � = −1 from the equation above.

3.4 � Hybrid AOA and HGS algorithm

Recently, there have been a number of population-dependent strategies developed. Devel-
oped solutions are still being tested to address actual issues being utilized in a variety of 
engineering techniques. Thus, the techniques utilized by researchers require to be signifi-
cantly changed and enhanced. A more reliable equilibrium that includes optimization and 
high-quality efficiency is frequently sought after on the basis of significant evolutionary 
processes. In this study, a hybrid approach is developed by combining the AOA with Hun-
ger Games Search HGS.

3.4.1 � Hunger Games Search (HGS) optimization

HGS, a population-dependent optimization technique, has solved limited and uncon-
strained problems while preserving the features. The subsections describe the various steps 
in the HGS algorithm.

3.4.1.1  Moving near food  The following mathematical formulas were created to simulate 
the contraction mode and reflect its approaching behavior (Mahajan et al. 2022).

The ranges between −b, and b is denoted as �⃗S . The random numbers in the interval [0, 1] 
are represented as ℜ1 and ℜ2 . The current iteration is denoted as t . Random number satis-
fying normal distribution is denoted by ℜm(1) . Hunger’s weight is represented by ���⃗Z1 and 
���⃗Z2 . Individuals’ entire location is reflected using the variable ������⃗Y(t) and the starting position 
is k . The location of a random individual among all the ideal individuals is represented by 
���⃗Ya . The following is the equation for deriving F.

here, j ∈ 1, 2, ...,m . Each and every individual’s fitness value and the best fitness 
acquired in the present iteration procedure are represented by E(j) and Bestfitness . The hyper-

bolic function 
(
sech(y) =

2

ey+e−y

)
 is represented as sech . The equation for �⃗S is given below:

A random number is represented by the symbol ℜ in the range [0, 1]. The largest num-
ber in an iteration is symbolized by max imumiteration.

(18)wi = �Y ��
i
+ �Y ��

i

(19)�������������⃗Y(t + 1) =

⎧⎪⎨⎪⎩

������⃗Y(t) ⋅ (1 +ℜm(1)), ℜ1 < k

���⃗Z1 ⋅ ���⃗Ya + S⃗ ⋅ ���⃗Z2 ⋅
������⃗Ya − ������⃗Y(t)

���, ℜ1 > k,ℜ2 > F

���⃗Z1 ⋅ ���⃗Ya − S⃗ ⋅ ���⃗Z2 ⋅
������⃗Ya − ������⃗Y(t)

���, ℜ1 > k,ℜ2 < F

(20)F = sech
(|||E(j) − Bestfitness

|||
)

(21)�⃗S = 2 × b ×ℜ − b

(22)b = 2 ×

(
1 −

t

maximumiteration

)
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3.4.1.2  Hunger role  The characteristics of starvation in those who are searching are mod-
eled using mathematical simulations. The equation for ���⃗Z1 is given below:

The equation for ���⃗Z2 is given below:

Each and every individual’s hunger is represented using the variable hungry . The num-
ber of individuals is represented by M . sumhumgry is the sum of all of an individual’s experi-
ences of hunger. Random numbers between 0 and 1 are represented by ℜ3 , ℜ4 and ℜ5 . The 
hungry(j) representation is derived using Eq. (25).

All individual fitness in the current iteration is preserved by OF(j) . The equation for 
hungersensation is given below:

Random numbers between 0 and 1 are represented by ℜ6 . The hunger threshold is rep-
resented by hungerthreshold . All individual’s fitness value is denoted by E(j) . The best fit-
ness and worst fitness attained during the current process of iterations are represented by 
bestfitness and worstfitness . The search space of the lower bound and the upper bound is repre-
sented by lowerbound and upperbound . There is a lower bound 

(
lowerbound

)
 , to the sensation of 

hunger 
(
hungersensation

)
.

3.4.2 � Arithmetic optimization algorithm

Basic mathematical operations including division, addition, multiplication, and subtraction are 
used in a meta-heuristic method known as AOA. To carry out the optimization over numer-
ous search domains, this is both used and modeled. PBAs (population-based algorithms) usu-
ally start the process of improving their algorithms by randomly selecting a few candidate 
techniques. A specific objective function progressively evaluates this stated response while 
utilizing a set of optimization standards to gradually improve it. The chance of an ideal general 
solution to the problem is raised by the availability of alternative solutions and optimization 
simulations. The optimization process is divided into two cycles: exploration and exploita-
tion, taking into consideration variations between meta-heuristic methodologies in PBA 
approaches.

Along with analysis, geometry, and algebra, arithmetic is one of the most important 
components of contemporary mathematics. Arithmetic operators (AO) have traditionally 

(23)�������⃗Z1(j) =

{
hungry(j) ⋅

M

sumhungry

×ℜ4, ℜ3 < k

1 ℜ3 > k

(24)�������⃗Z2(j) =
(
1 − exponential

(
−
|||hungry(j) − sumhumgry

|||
))

×ℜ5 × 2

(25)hungry(j) =

{
0, OF(j) = Bestfitness
hungry(j) + hungersensation, OF(j) = Bestfitness

(26)hungerthreshold =
E(j) − bestfitness

worstfitness − bestfitness
×ℜ6 × 2 ×

(
upperbound − lowerbound

)

(27)hungersensation =

{
lowerbound × (1 +ℜ), hungerthershold < lowerbound

hungerthershold, hungerthershold ≥ lowerbound
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been used in the study of numbers. A few basic mathematical procedures are used while 
employing optimization to find perfect elements, especially with chosen solutions. The 
main driving force behind the new AOA is the use of AO to address problems. The opti-
mization procedure starts with a few well-chosen sets, denoted by B in the Eq. (28). In an 
ideal setting, each iteration is generated at random.

Exploration and exploitation ought to be carefully taken into account at the outset of 
AOA. The math optimizer’s accelerated coefficient is defined by the following equation.

where MOA (Diter) represented as the kth iteration function value,Diter is represented as the 
current iteration, Eiter is represented as a maximum number of iterations, and Min and Max 
indicate the accelerated function of Max and Min values.

3.4.3 � Exploration stage

The exploratory component of AOA is examined, and it is noticed that, according to AO, 
calculations using the division or multiplication operators have generated high distribution 
values or choices that support an exploration search method. These division and multipli-
cation operators never easily attain the aim, in contrast to other operators, because of the 
high distribution of subtraction and addition operators. Exploiting the search field indis-
criminately throughout several areas, AOA exploration operators search for a better choice 
using the two main search strategies division and multiplication as shown in the equation 
below.

where, bk,i(Diter + 1) represented as ith position in the current iteration, � represented as 
a control parameter ≤ 0.5 , bk(Diter + 1) that indicates kth solution of the next iteration,� 
indicates the smallest integer number, bestbi represents the kth position of optimum solution 
attained till now,UVi and TVi indicates the lower and upper bound limit,

where, Miter indicates Max iterations ≤ 5 , MOP(Diter) represented as kth an iteration func-
tion value, Math optimizer Probability (MOP) indicates coefficient. Diter indicates the 
current iteration. According to AO mathematical formulas, which produced high-den-
sity results whether utilizing addition or subtraction, the exploitation nature of AOA is 

(28)B =

⎡
⎢⎢⎢⎢⎢⎢⎣

b1,1 b1,2 ⋯ ⋯ b1,i b1,1 b1,m
b2,1 b2,2 ⋯ ⋯ a2,i ⋯ b2,m
b2,1 b3,2 ⋯ ⋯ ⋯ ⋯ ⋯

… ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

bM−1,1 ⋯ ⋯ ⋯ bM−1,i ⋯ bM−1,m

bM,1 ⋯ ⋯ ⋯ aM,i bM,m−1 bM,m

⎤
⎥⎥⎥⎥⎥⎥⎦

(29)MOA (Diter) = Min + Ditery

(
Max −Min

Eiter

)

(30)bk,i(Diter + 1) =

{
bestbi ÷ (MOP ÷ 𝜔) × ((TVi − UVi) × 𝜆 + TVi), p2 < 0.5

bestbi ×MOP × ((TVi − UVi) × 𝜆 + UVi), otherwise

(31)MOP(Diter) = 1 −
D

1

�

iter

S

1

�

iter
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examined. AOA exploitation operators use two key search approaches to thoroughly scan 
the field over numerous places in quest of a better alternative. A and S search methods as in 
the below equation,

Where Miter denotes the maximum number of iterations less than or equal to 5, MOP(Diter) 
is expressed as the value of the kth iteration function, Diter represents the current iteration, and 
Math Optimizer Probability (MOP) denotes the coefficient. The exploitative character of AOA 
is looked at in light of AO mathematical formulations which provide high-density results 
when using addition or subtraction operators. AOA exploitation operators utilize two primary 
search strategies to thoroughly examine the search space across several locations in pursuit of 
a better solution. Equation (32) uses the addition and subtraction operators as follows:

3.4.4 � Formulation of AOA‑HGS

Modern meta-heuristic optimization methods include AOA. AOA is used to address a vari-
ety of problems, including those in engineering design, wireless networks, machine learning 
(ML), power systems, and image processing. The developed strategy is evaluated in light of 
AOA and HGS. To evaluate performance, each and every strategy is examined using identical 
parameters, such as the number of iterations and population size. The AOA-HGS technique 
that has been developed is evaluated by altering the dimensions. A frequent test in earlier 
research on test function optimization that shows the effect of various dimensions on the effi-
ciency of AOA-HGS is the varied dimension’s influence test. This suggests that it is efficient 
for both high- and low-dimensional issues. In populations of issues with high dimensions, 
dependent techniques give efficient search results. The implementation of the AOA-HGS 
model is shown in Fig. 4. From Fig. 4, many phases are used in the established procedure in 
accordance with the implementation are discussed. Thus, the first phase is defining the vari-
ous parameters that will be utilized. The solution is produced in the second phase using the 
specified parameters. Estimating the fitness function is the third phase, and the best solution 
is selected in the fourth phase. The use of HGS is prohibited in the fifth phase if the random 
number (ℜ) value is larger than 0.5, whereas AOA is required if the value is less than 0.5. If 
the requirements are satisfied in the sixth phase, the optimal solution is sent back to the third 
phase to calculate the fitness function, and it is then returned in the seventh phase. The com-
plexity of the developed AOAHGS, which is based on the complexity of the original AOA 
and HGS, is as follows:

The developed AOAHGS’s overall complexity is shown below:

(32)bk,i(Diter + 1) =

{
bestbi −MOP × ((TVi − UVi) × 𝜆 + UVi), p3 < 0.5

bestbi +MOP × ((TVi − UVi) × 𝜆 + UVi), otherwise

(33)O(AOA_HGS) = (M) × O(AOA) × O(HGS)

(34)O(AOA) = O(M × (t × dimension + 1))

(35)O(HGS) = O(M × (t × dimension + 1))

(36)O(AOA_HGS) = O(t ×M × (dimension +M))
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The number of solutions is represented by M . The solution size is denoted by dimension . 
The number of iterations is represented by t.

3.5 � TRA‑CNN structure optimization using hybrid AOA‑HGS algorithm

The fusion method aims to utilize distinct classification methods for performing the final 
classification of the images, audio, and text. Thus utilizing the context knowledge from 
both sources, the fusion strategy seeks to surpass individual classifications. We employed 
the Hybrid AOA-HGS algorithm to achieve our goal of generating an optimum solution 
for eliminating the manual processing of the input dataset. Initially, the machine learning 
model M is defined by a mapping of the architectures Ar and datasets space I to the space 
models S . The mapping process is depicted as M ∶ I × Ar → S for all datasets, i ∈ I , and 

Fig. 4   Implementation of the Hybrid AOA-HGS model
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ar ∈ Ar . The mapping reduces the loss function Lf  with the associated model s , including 
architecture ar , parameters � , and training data Td , using the regularisation technique Rt.

As a result, our method’s problem is classified as a nested optimization problem and is 
solved using the Hybrid AOA-HGS algorithm. It generates an optimal model for classify-
ing the sentiments using the individual classification i and the search space Ar:ar ∗∈ Ar . It 
also increases the validation set’s objective function �.

Because our task is based on merging text, audio, and image classifications and produc-
ing a single output, the first step is to obtain gain I using Xtxt,Xaudio , and Ximg . Whereas Xtxt

,Xaudio , and Ximg are the classification outcome for each individual modality. The above 
three classifiers are integrated as follows.Y = Ximg ⊕ Xtxt ⊕Xaudio ; Whereas Y  is the optimi-
zation problem input (final classifier). For the three-class sentiment classifications task, � 
denotes the accuracy.

4 � Experimental results and analysis

Experimentation is carried out and reviewed in order to extract audio, video, and textual 
elements. The proposed Hybrid AOA-HGS optimized EMRA-Net technique methodol-
ogy is developed in the MATLAB simulation environment (version 2017a). Furthermore, 
the testing is carried out on a Microsoft Windows 7 Professional computer that is pow-
ered by an Intel (R) Core i5 processor with a memory of 16 GB RAM and a clock speed 
of 3.20 GHz. Accuracy, recall, F-score, and precision are all performance measures. The 
underlying emotional analysis methods OGBEE (Bairavel et  al. 2020), HDF (Xu et  al. 
2019), H-SATF-CSAT-TCN-MBM (Xiao et  al. 2020), HALCB (Li et  al. 2021), DMAF 
(Huang et al. 2019), ESAFN (Yu et al. 2019), and ERLDK (Zhang et al. 2021) are chosen 
for assessing the proposed method’s improvements. The experiments are conducted using 
different population sizes and iteration values. When the population and number of itera-
tions are set too high such as 200 and 2000, then the time consumption of the proposed 
model increases with a slight decline in accuracy. Even though the increase in the num-
ber of iterations improves the accuracy of the proposed model after some time it lowers. 
Based on the experimental results, the values set for the hunger threshold, control param-
eter, and sensitive parameters of the HGS and AOA algorithm are set as 100, 0.5, and 1.5 
respectively.

4.1 � Dataset description

The different datasets utilized in the study are presented below.

(37)M(ar, Td) = arg min
s(ar,�)∈S(ar)

Lf (s
(ar,�), Td) + Rt(�)

(38)ar ∗= argmax
ar∈Ar

�(M(ar, Td), Tv)
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4.1.1 � Multimodal emotion lines dataset (MELD)

The MELD was established in order to increase and expand the emotion lines dataset 
(Ghosal et al. 2019). MELD, like EmotionLines, allows audio and visual content in addi-
tion to text and has the same dialogue situations. The MELD dataset (https://​github.​com/​
decla​re-​lab/​MELD/​tree/​master/​data) comprises about 1400 lines of dialogue and 13,000 
utterances from a friend’s TV show. Several speakers participated in the discussions. Each 
phrase in the exchange has been assigned one of these seven emotions: grief, fear, rage, 
contempt, surprise, neutral, or joy. For each utterance, the MELD contains sentiment anno-
tations such as negative, neutral, and positive.

4.1.2 � EmoryNLP dataset

The EmoryNLP dataset is based on the popular television show Friends (Zahiri and Choi 
2018). EmoryNLP has 897 scenes, 12,606 utterances, and 97 episodes. Each phrase is 
tagged with one of the seven emotions drawn from Willcox’s (1982) feeling wheel, which 
contains six fundamental emotions and a default mood of neutral: mad, serene, frightened, 
sad, powerful, and joyous.

4.2 � Performance metrics

Accuracy, precision, recall, and F-score are performance measures that are evaluated, and 
the computation is as follows.

4.3 � Results analysis

Tables  2, 3, and 4 provide the prediction analysis for three modalities: text, video, and 
audio. We analyze the accuracy, precision, recall, and F-measure for the three modalities 
based on positive, negative, and neutral emotions. According to the results of the evalua-
tion, our proposed approach outperforms other current strategies.

Figure 5 compares and analyses the accuracy depending on the text, video, and audio 
modalities. The proposed approach is contrasted with the three currently used approaches, 
HALCB, HDF, and MMLatch. When compared to existing multi-model sentiment 

(39)Acc =
TP + TN

TP + FP + FN + TN

(40)Recall =
TP

TP + FN

(41)Precision =
TP

TP + FP

(42)F1 =
2 ∗ Recall ∗ Pr ecision

Recall + Pr ecision

https://github.com/declare-lab/MELD/tree/master/data
https://github.com/declare-lab/MELD/tree/master/data
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classification models, it demonstrates that the proposed approach delivers a higher level of 
classification accuracy. The proposed approach has a 94.5% accuracy rate as determined by 
the figure.

The computational time of all approaches is compared in Fig. 6. The figure reflects that 
the proposed Hybrid AOA-HGS optimized EMRA-Net approach offers a lower compu-
tational time of 1456 s which is lower than the existing three methods. MMLatch takes a 
computational time of 2128 s, HDF takes 3254 s, and HALCB takes 4255 s.

Table 5 compares the proposed and existing approaches in terms of MELD and Emo-
ryNLP datasets. The three existing algorithms, HALCB, MMLatch, and HDF, are eval-
uated using these two datasets. Then, our proposed approach is tested against these two 

Table 2   Prediction performance 
for text

Accuracy precision F-measure Recall

Positive 96.63 91.12 90.02 92.77
Negative 96.33 91.43 90.66 92.65
Neutral 96.45 91.07 90.89 92.45

Table 3   Prediction performance 
for audio

Accuracy precision F-measure Recall

Positive 96.03 91.92 90.32 92.97
Negative 97.03 91.53 90.76 92.55
Neutral 96.85 91.97 90.69 92.55

Table 4   Prediction performance 
for video

Accuracy precision F-measure Recall

Positive 96.93 91.32 90.92 92.97
Negative 96.83 91.73 90.96 92.65
Neutral 96.85 91.67 90.89 92.95

Fig. 5   Analysis of accuracies of 
various methods
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datasets. As a consequence of this comparison, our proposed method outperforms the other 
methods.

For analyzing the performance deeply we again compare the accuracy of the proposed 
Hybrid AOA-HGS optimized EMRA-Net method and other existing methods with vary-
ing training sizes. The outputs of the experiments conducted on the EmoryNLP Dataset 
are given in Fig. 7. Based on the graph, we may conclude that the proposed method out-
performs the previous three baseline models. It demonstrates that the approach is robust 
enough for multi-model sentimental analysis.

Figure  8 compares the accuracy of the Hybrid AOA-HGS optimized EMRA-Net 
approach to the other existing multimodel classification models in the MELD dataset. 
When the training size is small, all of the techniques depicted in the graph have the same 
accuracy values. This is due to the fact that smaller data sets cannot be used to effectively 
train the algorithm. As the magnitude of the training data rises, so do the variations in the 
accuracy. It demonstrates how the proposed system outperforms other existing models in 
terms of accuracy. This describes why the proposed method is useful for multimodal senti-
ment analysis.

The comparison of prediction accuracy utilizing the optimal feature selection approach 
is shown in Fig. 9. The efficiency of the proposed model in multimodal sentiment analysis 
is analyzed by comparing it with two existing techniques such as HALCB and HDF. The 
visual, semantic, and audio modalities are taken for analysis. Based on the investigation, 
the graph below clearly reveals that our proposed solution is more efficient and performs 
better.

The ablation study is mainly conducted to test the effectiveness of different compo-
nents of the proposed model such as Hybrid AOA-HGS, EA-CNN, HGS algorithm, and 

Fig. 6   Analysis of computational 
time of various methods

Table 5   Comparison of existing 
technique and proposed method 
with the dataset

Existing technique MELD Emo-
ryNLP 
dataset

HALCB 75.12 78.56
HDF 85.67 83.41
MMLatch 87.65 87.12
proposed 95.87 96.97
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TRA-CNN. The arithmetic mean value in terms of the F1-score computed for each class 
is termed a macro-averaged F1-score and the accuracy taken is the standard classification 
accuracy. As per the results shown in Table 6, the EA-CRNN plays a main role in the pre-
diction of the final outcome. Hence, discarding the EA-CNN part will affect the outcome 
of the multimodal sentimental analysis result and reduces the accuracy to nearly equal 
to 3% in the MELD and EmoryNLP datasets. Since the TRA-CNN prevents the spatial 
domain feature loss in images when it is removed from the proposed approach, it results in 
a decline of accuracy nearly equal to 5% in the MELD dataset and 6% in the EmoryNLP 
dataset. The effect of the HGS algorithm and the hybrid AOA-HGS algorithm can be 

Fig. 7   Analysis of accuracy on varying size training data in of EmoryNLP Dataset

Fig. 8   Analysis of accuracy on varying size training data in of MELDataset
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noticed in the last two columns of Table 6. As per the results, we can see that the removal 
of the HGS and the Hybrid AOA-HGS algorithm significantly affects the performance with 
a decline of accuracy from 95.87% to 88.54% in the MELD dataset and 94.65% to 85.23% 
in the EmoryNLP dataset.

The proposed model is compared with different baseline models such as OGBEE 
(Bairavel et  al. 2020), HDF (Xu et  al. 2019), H-SATF-CSAT-TCN-MBM (Xiao et  al. 
2020), HALCB (Li et  al. 2021), DMAF (Huang et  al. 2019), ESAFN (Yu et  al. 2019), 
and ERLDK (Zhang et  al. 2021). Based on the results demonstrated in Table  7 we can 
analyze that the proposed model performs well when compared to the baseline models on 
the MELD dataset. The results demonstrate the efficiency of integrating the visual, audio, 
and semantic features for multimodal sentiment analysis. The proposed EMRA-NET offers 
optimal performance due to the usage of the EA-CNN and TRA-CNN techniques which 
automatically extract the multimodal features which are necessary for identifying accurate 

Fig. 9   Comparision of accuracies in various features

Table 6   Ablation study results

Technique Performance evaluation

MELD EmoryNLP

Accuracy Macro-F1 score Accuracy Macro-F1 score

Proposed EMRA-NET 95.87 94.32 96.97 94.65
Without EA-CNN (Using TRA-CNN 

for classification)
92.56 91.65 91.47 89.63

Without TRA-CNN 90.14 89.54 92.65 89.87
Without HGS algorithm 89.65 88.63 85.45 83.14
Without Hybrid AOA-HGS algorithm 88.45 87.14 87.38 85.23
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sentiments. The usage of the hybrid AOA-HGS algorithm shows its efficiency in extract-
ing complementary information from diverse modalities. The state-of-art techniques such 
as HDF (Xu et al. 2019) and DMAF (Huang et al. 2019) offer optimal performance when 
evaluated using the integrated textual and visual features when compared to the integration 
of audio, textual, and visual features. The techniques such as HDF and HALCB offer lower 
performance when there is a lack of sufficient data.

5 � Conclusion

In this study, we presented a new multimodel sentimental analysis named a Hybrid AOA-
HGS optimized EMRA-Net for analyzing the sentiments of audio, video, and text inputs.  
Initially, the proposed method’s face characteristics are extracted from each frame for each 
video segment. The key aspects are then extracted from the textual and visual data for sen-
timent analysis. The AOA- HGS are then used to optimize the evaluation of the retrieved 
characteristics. When evaluated using the MELD and EmoryNLP datasets, the proposed 
model offers higher accuracy for multimodal sentimental analysis techniques when com-
pared to the existing techniques such as HALCB, HDF, and MMLatch. The performance of 
the proposed model is also higher when evaluated using different performance evaluation 
measures such as f-score, precision, recall, and accuracy on the two datasets. The computa-
tional time computed is also low even with an increase in samples in the training set.
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Table 7   Comparative analysis using different performance evaluation metrics

Techniques Precision (%) Recall (%) Accuracy (%) F1-score (%)
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HDF (Xu et al. 2019) 85 87 88 82
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HALCB (Li et al. 2021) 85 87 88 86
DMAF (Huang et al. 2019) 84 86 87 85
ESAFN (Yu et al. 2019) 86 87 88 87
ERLDK (Zhang et al. 2021) 88 89 87 86
Proposed Hybrid AOA-HGS model 93 94 95 93
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