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Abstract
The rising pervasiveness of Artificial Intelligence (AI) has led applied linguists to combine 
it with language teaching and learning processes. In many cases, such implementation has 
significantly contributed to the field. The retrospective amount of literature dedicated on 
the use of AI in language learning (LL) is overwhelming. Thus, the objective of this paper 
is to map the existing literature on Artificial Intelligence in language learning through bib-
liometric and content analysis. From the Scopus database, we systematically explored, 
after keyword refinement, the prevailing literature of AI in LL. After excluding irrelevant 
articles, we conducted our study with 606 documents published between 2017 and 2023 for 
further investigation. This review reinforces our understanding by identifying and distilling 
the relationships between the content, the contributions, and the contributors. The findings 
of the study show a rising pattern of AI in LL. Along with the metrics of performance anal-
ysis, through VOSviewer and R studio (Biblioshiny), our findings uncovered the influential 
authors, institutions, countries, and the most influential documents in the field. Moreover, 
we identified 7 clusters and potential areas of related research through keyword analysis. In 
addition to the bibliographic details, this review aims to elucidate the content of the field. 
NVivo 14 and Atlas AI were used to perform content analysis to categorize and present the 
type of AI used in language learning, Language learning factors, and its participants.
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1 Introduction

Artificial Intelligence (AI) holds a pivotal role in rebuilding our society and ‘promising 
a new era’ in prospective times for its capabilities to act as intelligent beings in various 
domains including education (Farrokhnia et al. 2023; Górriz et al. 2020). An upsurge, in 
recent times, on the application of AI in educational sectors, has exhibited notable develop-
ment, and there has been an equivalent explosion in the number of new AI tools accessible 
(Chu et al. 2022; Popenici and Kerr 2017). In the field of education, researchers report on 
the opportunities that AI presents for instructors and learners (Chen et al. 2020). This evo-
lutionary trajectory of AI in education is increasing, showcasing an exponential growth of 
its explorations across disciplines including language education (Jeon et al. 2023).

The use of AI, in particular with language learning, is appreciated for providing the 
students with individualized attention, “personalized, interactive, and authentic language 
learning contexts” in the form of intelligent tools such as Interactive Personal Assistants, 
web-based systems, virtual reality systems, or chatbots (Lin and Chang 2020; Liang et al. 
2021; Wijekumar et al. 2013; Rahman and Tomy 2023; Zhang et al. 2023). Moreover, it 
allows the teachers/instructors to monitor their students/learners, which reduces their work-
load and frees the teachers thus allowing them to prioritize the curriculum over repeti-
tive tasks (Pokrivčáková 2019). Integration of AI techniques such as natural language pro-
cessing (NLP), natural language understanding (NLU), and automatic speech recognition 
(ASR) allows the use of tools developed through them to be more appropriate in language 
learning platforms as they comprehend and process human-computer interaction (Lee and 
Jeon 2022; Shadiev and Liu 2022).

While multiple studies address the research gaps in using AI in language learning, the 
advancement of AI is at a much faster phase extending the research need perpetually. Gru-
etzemacher (2022) states that “In the past two years, Language-based AI has advanced by 
leaps and bounds, changing common notions of what this technology can do”. The techno-
logical impediments of the past decades are no longer the present-day concerns. Therefore, 
the research trends and findings of previous studies slither on every massive leap of AI 
techniques. For example, in 2017, advancements in word embedding (Peters et al. 2017), 
and the introduction of Transformer model architecture in the field of NLP outperformed 
prior recurrent neural network models and offered a novel technique to carry out sequence 
transduction tasks (Vaswani et al. 2017). Later, the launch of ChatGPT and GPT-4 in 2022 
and 2023 offered remarkable conversational capabilities and longer text processing dem-
onstrating keen anticipation for NLPs and the next phase of human-computer interaction 
(Weitzman 2023). Such advancements of NLP greatly help intelligent systems uncover the 
unstructured data produced by humans.

The production and reception of natural language consequently expand the use of AI for 
language learning. Past studies have examined these phenomena of AI in language learning 
and education. For instance, Liang et al. (2021) performed a bibliographic analysis and sys-
tematic review on 71 articles on AILEd (AI in language education) on December 31, 2020. 
Even though research on language teaching and learning in connection with AI is active, given 
the dynamic progressive nature of AI techniques, reviewing their implications and applica-
tions on language learning, within the designated timeframe, could considerably contribute to 
the field. Hence, it is essential to state the art of AI in language learning at timely intervals. To 
review the state-of-art of AI in language learning, a bibliometric analysis was performed. This 
analysis could segment a “large volume of scientific publications” with the “advancement, 
availability, and accessibility of bibliometric software and scientific databases”, (Donthu et al. 
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2021). It could objectively point out the performance and emerging trends in the given field 
including topics and authors (Verma and Gustafsson 2020). With the study’s primary objec-
tive being to review the developments in academic research on AI and language learning 
between the years 2017 and 2023, the study focuses (1) to analyze the publication trends and 
growth patterns of AI in language learning (2) to identify the key contributors, collaboration 
patterns, and influential works in the field (3) to explore the dominant research themes and 
emerging trends. To operationalize the objectives of the research, they were converted into the 
following research questions to identify the mentioned publication metrics.

1.1  Research questions

• RQ1: What are the publication trends and metrics of performance analysis such as Publi-
cation, Citation, and both Citation and publication-related metrics?

• RQ2: Who or Which are the most influential and productive authors, institutions, journals, 
and countries?

• RQ3: What are the key research themes, frequent and prominent keywords obtained from 
title, abstract, and keywords through keywords analysis?

• RQ4: What are the documents and clusters that are connected to a common document’s 
reference through bibliographic coupling?

• RQ5: what are the inferences obtained by analyzing the content of all the documents in 
the study through content analysis? With the study’s primary objective being to review the 
developments in academic research on AI and language learning between the years 2017 
and 2023, the study focuses (1) to analyze the publication trends and growth patterns of 
AI in language learning (2) to identify the key contributors, bibliographic clusters, and 
influential works in the field (3) to explore the dominant research themes and emerging 
trends. To operationalize the objectives of the research, they were converted into research 
questions to identify the mentioned publication metrics. (RQ1) provides valuable insights 
into the growth and impact of this interdisciplinary domain. This information can guide 
researchers, policymakers, and educators in identifying areas of prominence and potential 
gaps in the literature. (RQ2) allows us to recognize key contributors to the field and poten-
tially foster collaborations. Additionally, (RQ3) helps in analyzing key research themes 
and prominent keywords to comprehend the evolving discourse and focus of research 
in this area. Moreover, exploring document connections through bibliographic coupling 
(RQ4) aids in mapping the intellectual structure of the field. Lastly, extracting inferences 
through content analysis (RQ5) offers insights into the practical implications of the exist-
ing research, potentially informing pedagogical tools used, their frequency of usage, the 
target learners and also the language learning factors. In sum, addressing these research 
questions not only contributes to the scholarly understanding of this domain but also has 
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practical implications for educators, researchers, and stakeholders invested in the intersec-
tion of AI and language learning.

2  Background of the study

2.1  Artificial intelligence

While multiple researchers have laid out technical definitions to bind AI within a school 
of thought, Russell and Norvig (2010) categorizes these definitions under two dimensions. 
First, it has the ability to imitate, think and act humanly and rationally. Second, its connec-
tion with the thought process and reasoning along with its behavior. In a broader context, 
AI involves computing technology that allows machines to mimic human intelligence “in 
analysis, reasoning, decision making, and self-correction” (Liang et al. 2021; Pokrivčáková 
2019). To perform the above-mentioned operations, a wide variety of techniques and meth-
ods are used such as “machine learning, adaptive learning, natural language processing, 
data mining, crowdsourcing, neural networks or an algorithm” (Pokrivčáková 2019).

Despite its complicated mechanisms and progressive developments, IBM (n.d) states 
that “there is no practical examples of strong AI in use today”. However, as given in 
Table 1, AI has had many technological breakthroughs from computer vision to advanced 
natural language processing techniques over a brief period and it is, in many cases, being 
considered a substitute for human intelligence. At its present rate of growth, AI is pre-
sumed to surpass human intelligence. Thus, a review of its applications in various domains 
is a pressing priority.

2.2  Integration of artificial intelligence in language learning

The incorporation of AI in any field can be in multiple technological forms, tools, or 
software (Thayyib et al. 2023). Similarly, in language learning and acquisition, a diverse 

Table 1  Phases of Artificial intelligence (AI)

Year Technological leaps in AI

1950 The concept of Machines being able to ‘think’ started emerging in the publication of Alan 
Turing’s article “Computing Machinery and Intelligence” Turing (1950)

1956 Development of the first working software program based on AI was developed by Allen 
Newell, Herbert Simon, and Cliff Shaw Gugerty (2006)

1967 A single-layer neural network model that was programmed based on ‘trial and error’ was 
built by Frank Rosenblatt in the “Mark 1 Perceptron” Seising (2018)

1997 A purpose-built supercomputer “Deep Blue” developed by IBM wins a chess game against a 
world-class player demonstrating the potential of AI (IBM Corporation, n.d.)

2015 Use of a convolutional neural network by a Chinese-based internet company-Baidu made 
the neural networks identify and categorize images better than average humans Simonite 
(2020)

2017* Introduction of Transformer model architecture and advancements in word embeddings 
Peters et al. (2017); Vaswani et al. (2017)

2022 (cont.) Growth on large language models (LLM) such as ChatGPT extended its applications in 
numerous areas offering users “human-like responses” with its versatile NLP Hariri (2023)
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assortment of tools is being integrated with artificial intelligence as it offers language 
teachers and learners “personalized, interactive and adaptive learning experiences that 
cater to individual’ needs and preferences” (Rusmiyanto et al. 2023; Pokrivčáková 2019). 
Research is being carried out to identify appropriate AI-assisted tools to improve each lan-
guage skill (Rahman et  al. 2022) and on the integration of each tool to develop specific 
areas of language learning and acquisition.

The possibilities of advanced technological input through AI have made Computer 
Assisted Language Learning (CALL) conventional. Researchers argued that CALL had 
been limited when proposed with activities directed towards communication and interac-
tion between students such as role plays, discussions, and sharing opinions (Amaral and 
Meurers 2011). The notion of computers replacing humans in CALL was skeptical as lan-
guage learning reinforces negotiating meaning and having real-time conversations. Later, 
the increased possibility of human-like interaction with computers through AI techniques, 
made Intelligent Computer Assisted Language Learning (ICALL) gain its state as a poten-
tial computing technology that reformed CALL through its dynamics in multiple aspects 
(Segler et al. 2002; Esit 2011; Amaral and Meurers 2011). However, not all AI-based tools 
are directly associated with ICALL, they are diversified into multiple forms and tools as 
follows; Adaptive Educational System (Triantafillou et  al. 2003), Intelligent Educational 
System (Cumming et  al. 1993) Intelligent Personal Assistant (Rahman and Tomy 2023; 
Yang et al. 2022) Intelligent Tutoring System (Slavuj et al. 2015), Natural language pro-
cessing (Nagata 2013), Machine translation tools (Briggs 2018), Chatbots (Jeon 2021; 
Dokukina and Gumanova 2020), AI writing assistants (Gayed et al. 2022; Godwin-Jones 
2022), AI-powered language learning software (Pokrivčáková 2019) and Intelligent Vir-
tual Reality (Ma 2021). These AI-powered language learning tools are used to foster stu-
dents’ language skills and sub-skills, encourage students’ interaction, reduce the affective 
factors of language learning and acquisition, push their willingness to communicate, and 
more (Tai and Chen 2020; Shazly 2021; Liang et  al. 2021). Acknowledging its efficient 
performance in multiple studies, researchers and applied linguists are paying attention to 
AI-empowered tools and their applications.

2.3  Previous reviews on AI in language learning and education

Like given in Table 2, previous review papers have analyzed the trends and research foci 
of artificial intelligence and AI-powered tools in language learning and education. Review 
papers have focused on specified AI-based tools like Intelligent tutoring systems, Voice 
based virtual agents and speech recognition chatbots (Xu et al. 2019; Katsarou et al. 2023; 
Jeon et al. 2023) and have worked on reviewing the integration of intelligent tools such as 
ChatGPT and conversational AI, and approaches like ICALL in language learning (Kohnke 
et al. 2023; Weng and Chiu 2023; Ji et al. 2022). Likewise, researchers have reviewed the 
role of AI in language learning and language education(Huang et  al. 2021; Liang et  al. 
2021; Fang et al. 2023; Ali 2020; Sharadgah and Sa’di 2022; Yang et al. 2022). Although 
studies have focused on AI and its applications, reviews on AI, in many cases, have focused 
either on “Artificial Intelligence” or on other applications such as “Intelligent Tutor-
ing Systems” but not on both. Studies analyzing both aspects are notably limited. Thus, 
this paper aims to perform an analysis of both aspects which includes AI and AI-powered 
tools and approaches. Additionally, following the introduction of advanced NLP models 
in 2022, there has been a notable absence of dedicated reviews concerning the role of AI 
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in language learning. Thus, this study aims to analyze the trends and impact of AI in lan-
guage learning up to the year 2023. This includes the most advanced ChatGPT and other 
NLP-powered intelligent agents. Along with bibliometric analysis, through content analy-
sis we also investigated its connectives with language learning factors and the target learn-
ers through the mode of instruction.

3  Methodology

3.1  Defining aims and scope

It is essential to set clear objectives and parameters before moving on to the process of bib-
liometric analysis Belmonte et al. (2020); Donthu et al. (2021). The authors sought to ana-
lyze the conceptual framework and reflect on influential research contributors and their col-
laboration in the research area. Any area of research with more than 500 papers “deserves 
a bibliometric analysis” (Hou and Yu 2023; Donthu et al. 2021). The scope of the study, 
in accordance with the regular standards, will analyze more than 500 papers. Along with 
bibliometric analysis, a content analysis will be performed to identify the key applications 
and their participants in the research area.

3.2  Data source

The authors opted for the Scopus database to carry out the bibliometric and content analy-
sis, in line with other prior bibliometric research (Thayyib et al. 2023; Ahmed et al. 2022; 
Goodell et al. 2021). Scopus is one of the largest databases of scholarly works with more 
than 84 million records and 1.8 billion cited references (Home https:// hai. stanf ord. edu/). 
With its advanced search capabilities and wide coverage, it holds the records of research 
works being published even in developing countries. It offers adequate bibliometric details 
such as citation information, bibliographic information, abstracts, keywords, funding 
details, and other information including references. In addition, Scopus provides these data 
in multiple formats to feed into software that is used to systematically analyze documents.

3.3  Data collection and refinement

The authors retrieved the data used for analysis from the Scopus database on June 22, 
2023. The period range was limited between the years of 2017 and 2023 to obtain schol-
arly works that mostly reflect advanced AI techniques in language learning. With refer-
ence to previous relevant bibliometric and systematic reviews, the search keywords were 
finalized (Hou and Yu 2023; Liang et al. 2021; Popenici and Kerr 2017; Chu et al. 2022; 
Jeon et al. 2023; Tan et al. 2022). To further extend the scope of the study, ChatGPT was 
also included. However, we excluded “machine learning”, “deep learning” and “deep neu-
ral networks”. While undoubtedly, these components are important in the broader field of 
AI, these terms tend to yield a substantial number of papers related to computer language 
learning and programming languages, which are distinct from our primary focus on second 
language learning.

The chosen keywords were influenced by the prominent pedagogical viewpoint within 
second language learning. NLP techniques, conversational systems, and interactive chat-
bots are frequently employed in this context to facilitate meaningful interactions between 
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the AI and the learner. Considering these factors, the following keywords were used to 
search relevant articles in the database ( TITLE-ABS-KEY ( "Chatbot*" OR "conversa-
tional agent" OR "pedagogical agent" OR "conversational system" OR "dialogue system" 
OR "spoken dialogue system" OR "intelligent personal assistant" OR "ICALL" OR "intel-
ligent computer assisted language learning" OR "artificial intelligence" OR "intelligent 
tutoring system" OR "ChatGPT" OR "ChatGPT-4" OR "natural language processing" OR 
"NLP" ) AND TITLE-ABS-KEY ( "Language learning" OR "language teaching" OR "lan-
guage acquisition" OR "second language learning" OR "foreign language learning" ) ). A 
total of 1870 results were obtained from the keyword search. The publication selection pro-
cedure is given in Fig. 1 Page et al. (2021), and the inclusion and exclusion criteria are in 
Table 3. On the exclusion of articles based on the criteria, only 606 documents were pro-
cessed for bibliometric and content analysis.

3.4  Technical tools and procedure of data analysis

Bibliometric analysis and content analysis were performed to gain an overall understanding 
of the research on AI in language learning. The study employed bibliometric analysis to 

Fig. 1  PRISMA method procedure for screening and selecting the documents
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identify the publication trends, leading authors, institutions, prominent journals, collabora-
tion patterns, citation analysis, geographic distribution, keywords co-occurrence analysis, 
co-authorship analysis, and co-citation analysis. The authors used VOSviewer, Publish or 
Perish software, and Scopus to visualize and extract results from the retrieved data with the 
objective to carry out bibliometric analysis.

The authors, through content analysis, opted to identify the overview of the types of 
AI tools used in language learning, the language skills it is being tested against, and the 
educational levels of the participants of the study. After identifying the keywords through 
text-based content analysis on VOSviewer, a conceptual content analysis was performed, 
adhering to the deductive coding approach following the structural coding method through 
code categorization (Krippendorff 2018). The coding scheme for content analysis was done 
with NVivo, which assists in “classifying, sorting and modelling qualitative data” (Baze-
ley 2019). The schemes of the documents were initially classified through auto-coding in 
NVivo. In addition, manual classification was done independently by two research scholars 
to examine the auto-coded results. The auto-coding was fed into Atlas AI to identify the 
connections between the variables of the study.

4  Findings

4.1  Publication trends and performance analysis of AI in language learning

The screened data had 606 documents published between the years 2017 and 2023. It 
included 230 research articles, 29 book chapters, 330 conference papers, and 17 reviews. 
Among these documents, 39 were articles-in-press. Most of these documents were closed 
access, only 185 articles were open access among which 117 were research articles, 61 
were conference papers, and 7 were reviews. However, along with the increase in the total 
number of documents published over time, open-access documents got doubled between 
2017 and 2023. As shown in Fig. 2, there is a noticeable growth in the total number of 
documents published from 2017 to 2023 in the subject area. From 2017 to 2022, there 
has been a gradual increase in the number of documents that were published, indicating a 
growth of 189.8 % . The data presented for 2023 is not complete as it was collected during 
the middle of the year (June 22, 2023). However, the reported number of 72 documents 
signifies promising growth. While the number of research publications has increased, the 
number of citations has decreased over time as presented in Fig. 2.

“Performance analysis examines the contribution of research constituents to a given 
field” (Donthu et al. 2021). With total publication and total citation details, the analysis has 
other metrics to be evaluated including ‘scientific actors’ like h-index and i-index (Cobo 

Table 3  Inclusion and Exclusion Criteria

Inclusion Exclusion

Must involve AI techniques or tools related to 
language learning

The study should present data between (2017 - 2023)

Book, editorial, note, short survey, letter
Not written in English
AI not utilised in language learning

107 Page 9 of 27



 A. Rahman et al.

1 3

 

et al. 2011). Table 4 indicates the overall performance of AI in language learning through 
selected metrics from Donthu et al. (2021).

Donthu et al. (2021) states that it is a “standard practice” to present the background 
or profile of the retrieved documents. Thus, the study further elaborates on the contri-
butions of the (1) authors, (2) institutions, (3) sources, and (4) countries that are highly 
influential in the field of AI in language learning. The following formulas were used to 
calculate the metrics identified in Table 4: PAY = (TP ÷ NAY), ACP = TC ÷ TP, PCP 
= (NCP / TP) * 100, and CCP = (TC ÷ NCP). NCA was calculated by identifying (The 
total number of authors - Duplicates) in Microsoft Excel. NAY is the total number of 
years that the research constituent records the publications and NCP was identified by 
filtering the publications with citation in Microsoft Excel. The h-index and I- Index 

Fig. 2  Publications and citations between 2017 and 2023

Table 4  Metrics for performance 
analysis

Metrics Numbers

Total publications (TP) 606
Number of contributing authors (NCA) 1453
Number of active years of publication (NAY) 7
Sole-authored publications (SA) 140
Co-authored publications (CA) 466
Productivity per active year of Publication (PAY) 87
Total citation (TC) 3194
Average citation per publication (ACP) 5.27
Number of cited publications (NCP) 366
Proportions of cited publications (PCP) 60.30%
Citation per cited publication (CCP) 8.72
H-index* 27
I-index 10 85
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were calculated through Publish or Perish software by the RIS format derived from 
Scopus (Table 4).

4.2  Top authors, sources, countries, and institutions

We used VOSviewer and R studio (Biblioshiny) to identify and cross-validate individual 
influential authors through co-citation analysis. As given in Table 5, the authors identified 
are Meurers d.; Fryer I.K.; Hwang g.j.; Dizon. G.; Chen x.; Zou d.; Strik. H; Cucchiarini c.; 
Thompson A.; and Xie h. In Table 6, the top ten cited sources with a minimum of 5 docu-
ments in the field are listed. The sources are Computer Assisted Language Learning, Inter-
active Learning Environments, Lecture Notes in Computer Science (including subseries 
Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), Educational 
Technology and Society, Procedia Computer Science, ACM International Conference 

Table 5  Influential authors

Rank Author Full name Scopus ID Citation Link Documents

1 Meurers d Meurers, Detmar 23091435000 120 2514 9
2 Fryer I.K Fryer, Luke K 14522128100 111 2910 3
3 Hwang g.j Hwang, Gwo-Jen 7202677655 71 1525 3
4 Dizon. G Dizon, Gilbert 57189895531 66 1409 6
5 Chen x Chen, Xieling 57031196900 64 1843 5
6 Zou d Zou, Di 56319369100 63 1796 7
7 Strik. H Strik, Helmer 7004592233 63 1698 2
8 Cucchiarini c Cucchiarini, Catia 6603289664 63 1661 1
9 Thompson A Thompson, Andrew 57190661863 61 1726 2
10 Xie h Xie, Haoran 57219619828 60 1836 4

Table 6  Influential sources

Rank Sources Type D C

1 Computer assisted language learning Journal 13 166
2 Interactive learning environments Journal 11 111
3 Lecture notes in computer science (including subseries 

lecture notes in artificial intelligence and lecture notes in 
Bioinformatics)

Book series 38 110

4 Educational technology and society Journal 5 92
5 Procedia computer science Conference proceeding 5 89
6 ACM international conference proceeding series Conference proceeding 22 77
7 Journal of Physics: Conference Series Conference Proceeding 18 71
8 Proceedings of the 13th Workshop on Innovative Use of 

NLP for Building Educational Applications, BEA 2018 
at the 2018 Conference of the North American Chapter 
of the Association for Computational Linguistics: Human 
Language Technologies, NAACL-HTL 2018

Conference proceeding 10 69

9 International Journal of Emerging Technologies in Learning Journal 8 67
10 Applied Sciences (Switzerland) Journal 6 30
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Proceeding Series, Journal of Physics: Conference Series, Proceedings of the 13th Work-
shop on Innovative Use of NLP for Building Educational Applications, BEA 2018 at the 
2018 Conference of the North American Chapter of the Association for Computational 
Linguistics: Human Language Technologies, NAACL-HTL 2018, International Journal 
of Emerging Technologies in Learning, Applied Sciences (Switzerland). The document 
type of sources are Journals, Book series, and Conference proceedings. Table 7 includes 
documents and citations of the top ten organizations with high impact in the field of AI 
in language learning between the years 2017 and 2023. The University of Sydney, Himeji 
Dokkyō University, National Taiwan Normal University, University of Piraeus, Georgia 
State University, National Taiwan University of Science and Technology, University of 
Tübingen, The Education University of Hong Kong, Lingnan University and the University 
of Cambridge are the most influential organisations.

Table 7  Influential organizations

Rank Organization Documents Citations

1 The University of Sydney, Australia 2 144
2 Himeji Dokkyō University, Japan 6 123
3 National Taiwan Normal University, Taiwan 3 68
4 University of Piraeus, Greece 3 68
5 Georgia State University, The United States 2 67
6 National Taiwan University of Science and Technology, Taiwan 2 60
7 University of Tübingen, Germany 2 58
8 The Education University of Hong Kong, Hong Kong 8 54
9 Lingnan University, Hong Kong 2 40
10 University of Cambridge, England 2 37

Fig. 3  Influential countries
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Figure 3 presents the top ten influential countries in the field along with their total num-
ber of documents produced and citations achieved. We found out that the United States, 
Japan, China, Hong Kong, Taiwan, Canada, Germany, Australia, the United Kingdom, and 
Indonesia are the most productive and influential countries. VOSviewer was used to iden-
tify these countries by evaluating the citations against countries. The minimum number 
of documents per country was set to 10 to identify countries that are both productive and 
influential.

4.3  Keywords analysis

The co-occurrences of keywords analysis was made through VOSviewer to identify the 
keywords that authors use frequently. With full counting, the co-occurrence of the author 
keywords has opted with keyword occurrences of > 5 . Of the 3252 keywords, only 184 
(5.66% ) met the threshold with 4069 links and a total link strength of 10134. The overall 
strength of the co-occurrence connections between each of the 184 keywords was calcu-
lated. By doing so, Fig. 4 was generated.

The 184 keywords were classified into seven clusters. Table 8 details the seven clusters. 
Cluster 1 consists of 49 items, like language learning (f = 193, Total link strength = 1026), 
Natural language processing systems (f = 132, Total link strength = 817), Computational 
linguistics (f = 46, Total link strength = 262), Second language acquisition (f = 44, Total 
link strength = 207), and Deep Learning (f = 32, Total link strength = 231). Cluster 2 
comprised 43 items, including Artificial Intelligence (f = 211, Total link strength = 1051), 
Students (f = 112, Total link strength = 784), Teaching (f = 94, Total link strength = 664), 
Engineering Education (f = 49, Total link strength = 397), and Education computing (f 

Fig. 4  Co-occurrence of keywords visualization
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= 39, Total link strength = 317). Cluster 3 has 43 items and the most occurred keywords 
in this cluster are E-learning (f = 78, Total link strength = 556), linguistics (f = 39, Total 
link strength = 283), Education (f = 27, Total link strength = 175), Chatbot (f = 26, Total 
link strength = 92), and English languages (f = 24, Total link strength = 183). Cluster 
4 consists of 16 items, including Learning systems (f = 125, Total link strength = 896), 
Foreign language (f = 36, Total link strength = 238), Computer Assisted Language Learn-
ing (f = 28, Total link strength = 195), Intelligent computer-assisted language learning (f 
= 16, Total link strength = 61), and Error correction (f = 10, Total link strength = 62). 14 
items were found in cluster 5, like Computer aided instruction (f = 109, Total link strength 
= 824), Intelligent tutoring systems (f = 25, Total link strength = 178), Foreign language 
learning (f = 24, Total link strength = 142), Educational technology (f = 13, Total link 
strength = 79), and Tutoring system (f = 10, Total link strength = 85). Cluster 6 comprises 
11 items including Speech recognition (f = 24, Total link strength = 181), Automatic 
speech recognition (f = 8, Total link strength = 70), Machine translations (f = 9, Total link 
strength = 62), Computer-aided language translation (f = 7, Total link strength = 57), and 
Deep neural networks (f = 7, Total link strength = 48). In Cluster 7, 8 items were found 
including Teacher (f = 27, Total link strength = 212), Learning platform (f = 8, Total link 
strength = 48), Decision making (f = 6, Total link strength = 44), Statistical tests (f = 5, 
Total link strength = 35), and online learning (f = 5, Total link strength = 32).

4.4  Bibliographic coupling

Bibliographic coupling was done to identify literature that is connected through a com-
mon document’s reference. The network visualization of the documents as illustrated in 
Fig. 5 details the interconnections between the documents through 5 clusters. To perform 
this visualisation, full counting was opted with the unit of analysis as Bibliometric cou-
pling with documents. In order to narrow down the influential works, the minimum number 
of citations per document was set to 20. Of the 606 documents, only 40 met the threshold. 
Among the filtered 40 documents, only 21 items in the network had the largest set of con-
nected items.The most influential authors of AI in language learning are listed in Table 9.

The most influential documents identified through Bibliometric coupling are “Stimulat-
ing and sustaining interest in a Language Course: An experimental comparison of Chatbot 
and Human task partners” (Fryer et  al. 2017), “Technology and the Future of language 
teaching” (Kessler 2018), “Chatbot learning partners: Connecting learning experiences, 
interest, and competence” (Fryer et al. 2019), and “Using Intelligent Personal Assistants 
for Second Language Learning: A Case Study of Alexa” Dizon (2017), and “Chatbots for 
language learning-Are they really useful? A systematic review of chatbot-supported lan-
guage learning” (Huang et al. 2021).

4.5  Content analysis

The title and the abstract fields of all the documents were fed into VOSviewer to trace out 
the most occurred words. With a minimum number of occurrences per term set to 10, we 
identified 382 terms. For each of the 382 items, a relevance score was calculated by default 
in VOSviewer, and only 60% of the most relevant terms were opted for further analysis. 
Upon filtration, we created a map based on textual data with 299 items under 6 clusters. 
Among these 299 items from VOSviewer, we excluded terms that do not add up to any 
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contextual meaning such as research gap, participants, perception, English language teach-
ing, methodology, experiment results, observation, sample, control group, experimental 
group, the current study, post-test, and questionnaire. A total number of 254 were excluded 
on such pretest. A total number of 45 terms were manually coded through NVivo 14 into 
three different schemes or parent codes namely (1) Artificial Intelligence Tools and Tech-
niques (2) Participants (3) Language Learning Factors.

AI tools and techniques gave us an overview on the type of AI-based technology that 
is implemented in the studies, the participants’ parent code had the different age groups 
of learners upon whom the experiments had been conducted, and the Language Learning 
Factors parents code had the factors with which the AI techniques were tested against. Fig-
ure 6 illustrates the 45 items under three different clusters. The child codes are organized 
under parent codes. The terms used most frequently under AI tools and techniques are as 
follows with their occurrence in references: AI Chatbots (f = 521), ChatGPT (f = 22), Con-
versational Agent (f = 217), Automatic Speech Recognition (f = 216), Intelligent Personal 
Assistants (f = 216), Google Assistant (f = 46), Amazon Alexa (f = 24), Agent (f = 209), 
Virtual Reality (f = 171), Natural Language Processing (f = 170), CALL (f = 152), ICALL 
(f = 79), Machine Translation (f = 134), Web (f = 108), Application (f = 94), Intelligent 
Tutoring System (f = 60), Robot (f = 45), Error Correction (f = 43), Gengobot (f = 40), 
MALL (f = 39), Mobile Devices (f = 15), Mobile Learning (f = 12), Mobile Applications 
(f = 8), ICT (f = 29), and Gamification (f = 28). The terms most frequently used under the 
parent code Language Learning Factors are Writing (f = 184), Speaking (f = 153), Vocab-
ulary (f = 148), Listening (f = 106), Grammar (f = 92), Proficiency (f = 81), Accuracy (f 
= 79), Pronunciation (f = 71), Fluency (f = 66), Motivation (f = 64), Sentence pattern (f 
= 61), Comprehension (f = 57), Anxiety (f = 32), and Formulaic sequence (f = 22). Third, 
the terms most frequently used under the parent code of participants are University stu-
dents (f = 116), Children (f = 100), College students (f = 85), Language teachers (f = 65), 
Higher education (f = 63), and School students (f = 18).

Then, a code-occurrence analysis was conducted to present a two-field plot to depict the 
relationship between the participants and the AI tools and techniques used and between 
language learning factors and AI tools and techniques. In order to do that, we fed the parent 
and child codes into ATLAS AI to generate the visualizations in Fig. 7 and to identify the 
link strength between the parent and its sub-codes. The plot showcases the co-occurrence 

Fig. 5  Bibliographic coupling based on Documents
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patterns between the two variables. The dense clusters illustrated in Fig. 7b indicate strong 
link strength such as the link between Teachers and chatbots and between chatbots and 
grammar in Fig. 7a. Though it depicts the association between the tested variables, not all 
the variables that were fed were displayed due to their weak association such as ChatGPT 
in Fig. 7a and formulaic sequences in Fig. 7b.

5  Discussion

RQ1: What are the publication trends and metrics of performance analysis such as Publica-
tion, Citation, and both Citation and Publication-related metrics?

RQ1 is devoted to identifying the research trend of AI in language learning. The annual 
total publication and citation records could provide an overview of the future of the 
research area and its potential. The findings of publication trends given in Fig.  2 depict 
a gradual growth in terms of production (publication) till 2022. As the data was collected 
on June 22, 2023, the production rate is still incomplete. However, a promising amount 
of literature has been produced within the first half of the year. In contrast to the rising 
publication rates, a decrease in citation records could be observed. The decrease in cita-
tions may have been attributed to the research focus shift. Over time, researchers have 
been exploring new AI-based technologies that have not gained much attention. Research-
ers have shifted focus from generic terms such as ”Artificial Intelligence” to specific tools 
such as IPA and ChatGPT. In both cases, the need for researchers to cite other specific 
applications and tools is low. The plausible reason for the reduction in citations could be 
the saturation of the field. The growth may have reached a point where new papers are 
not cited as frequently as old papers which are considered to be foundational works. We 
further analyzed various other metrics of publication and citation to gain insights into AI 
in LL. The findings shed light on productivity, its impact, and the rate of collaboration in 
the field. With the total number of included publications, sole-authored publications, and 
co-authored publications, we evaluated the level of collaboration among the researchers. 
The results revealed that the ( CI = 0.76) indicated a strong culture of collaboration among 
the researchers. The productivity of AI in language learning (TP = 606; PAY = 87) is on 
par with other renowned bibliometric or systematic reviews on pedagogic techniques in 

Table 9  Influential documents

Document Citations TLS

"fryer l.k.; ainley m.; thompson a.; gibson a.; sherlock z. (2017)" 144 13
kessler g. (2018) 142 1
"fryer l.k.; nakao k.; thompson a. (2019)" 113 14
dizon g. (2017) 51 2
"huang w.; hew k.f.; fryer l.k. (2022)" 44 10
"moussalli s.; cardoso w. (2020)" 44 7
"pham x.l.; pham t.; nguyen q.m.; nguyen t.h.; cao t.t.h. (2018)" 44 4
ai h. (2017) 43 7
dizon g. (2020) 39 7
"meurers d.; dickinson m. (2017)" 37 6
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language learning like Virtual tools with (TP = 104), Mobile assisted vocabulary learning 
with (TP = 687), synchronous computer-mediated communication with (TP = 1292), and 
Augmented Reality with (TP = 1275) despite excluding documents published before 2017 
(Botero-Gomez et al. 2023; Daǧdeler 2023; Hou and Yu 2023; Min and Yu 2023).

The research output of AI in LL has received a total of 3194 citations, with an average 
of 5.27 citations per document and an ACY of 456.28, indicating that the academic com-
munity has a positive reception of the produced documents. Other citation metrics such 
as CCP and PCP evaluate the amount and the impact of the influential works of the field. 
Notably, more than 60% of the documents had citation records with an average CCP of 
8.72, suggesting a high percentage of influential papers in the field. We further examined 
the research impact indices to reflect the overall impact of authors in the field. The (h-index 
= 27, G = index = 41, and I10 index = 85) for our dataset suggests that the scholars in our 
field have had a significant impact.

RQ2: Who or Which are the most influential and productive authors, institutions, jour-
nals, and countries?

Fig. 6  AI tools and techniques

Fig. 7  Two field plots of the relationships
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The second research question aims at identifying the top authors, institutions, coun-
tries, and journals. The results of the analysis provided valuable insights into the con-
tributors to the field. Our study revealed prolific authors who have made a major con-
tribution to the field of AI in LL. The identified authors have contributed 30 documents 
altogether with a strong collaboration pattern between each other and other authors 
of the field. Only 10 % of the 30 documents were sole-authored publications, and 90% 
being collaborative contributions. Moreover, it was found that 30% of the documents 
produced by these authors demonstrated collaboration among themselves.

The authors focused mostly on discussing the general trends and problems surround-
ing AI (Huang et  al. 2023; Chen et  al. 2021; Liang et  al. 2021) and its tools such as 
Chatbots (Zhang et al. 2023; Huang et al. 2021; Fryer et al. 2019), ChatGPT (Kohnke 
et  al. 2023), IPAs like Alexa and Google Assistant (Dizon et  al. 2022; Dizon 2021), 
ICALL (Chen et  al. 2022; Ruiz et  al. 2019), Grammarly (Dizon 2021), Natural Lan-
guage Processing (Ziegler et al. 2017), Speech (Litman et al. 2018) and digital technolo-
gies (Liu et al. 2023; Kienberger et al. 2022). While influential authors play an indelible 
mark in any field, equally remarkable is the role of academic sources who support the 
research fields. In the field of AI in LL, the most influential sources are journals (5) fol-
lowed by conference proceedings (4) and book series (1). The journals have produced 
( ̄x = 8.6, SD = 3.36, Min = 5, Max = 13) documents with the impact measured through 
citation of ( ̄x = 93.2, SD = 50.74, Min = 30, Max = 166) between 2017 and 2023. The 
renowned journals of the field publish articles about AI in LL under the categories of 
language and linguistics, computer science applications, and education which indicates 
that the research field is multidisciplinary and not bound to any particular school of 
thought.

In accordance with the knowledge gained from influential journals, organizations that 
publish influential works include not only the Department of English Language Educa-
tion but also interdisciplinary departments such as Institute of Technology, Institutes of 
Digital Learning and Education, Department of Mathematics and Information Technol-
ogy, Department of informatics, Computer Science Department, Institutes of Automated 
Language Teaching and Assessment, and Institute and Department of Computer Science 
and Technology. Thus, maintaining a highly multidisciplinary approach in the field. On the 
other hand, when we looked at the most productive and impactful countries in the field, we 
found that the majority of 156 documents on AI came from China, and the United States 
has got the highest number of citations of 778 with 78 documents. The results of our study 
are consistent with other bibliometric studies that link AI with other sectors, such as Big 
Data Analytics (Thayyib et al. 2023), Food Safety (Liu et al. 2023), and Smart Buildings 
(Luo 2022), although a similar study on the role of AI in language education claimed that 
Taiwan, the US, and the United Kingdom had secluded the top most spots. The prior analy-
sis by Liang et al. (2021) examined documents between 1889 and 2020, whereas our study 
looked at documents published between 2017 and 2023, which may have led to a difference 
in our results. Thus, the overall analysis of RQ2 provides insights into the most influential 
authors, institutions, sources, and countries which can guide researchers to understand the 
factors that contribute to their success.

RQ3: What are the key research themes, frequent and prominent keywords obtained 
from title, abstract, and keywords through keyword analysis?

RQ3 illustrated extensively used keywords of AI in LL. The authors merely listed the 
keywords that were automatically retrieved and clustered by VOSviewer. The list contains 
highly occurred keywords with strong TLS and occurrences. Results reveal that “Natural 
language processing systems” is the most occurred technical keyword apart from “Artificial 
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Intelligence”. However, contextual meaning or research inferences could not be obtained 
through the use of NLP in language learning as most AI-based systems used in language 
learning and acquisition platforms uses tools that are incorporated with NLP (Meurers 
2012; Zilio et al. 2017). But hints for future studies could be obtained through keywords 
that have lower TLS and occurrences. The identified keywords with weaker connections 
could be focused by the researchers if found to be potential areas of research.

RQ4: What are the documents and clusters that are connected to a common document’s 
reference through bibliographic coupling?

In RQ4, documents that were often cited by other authors of the same field were iden-
tified through bibliographic coupling. The top documents identified through bibliometric 
coupling were published in the year 2017 followed by 2018 and 2020. According to Dogan 
et al. (2023), a significant amount of literature was produced on AI in education in 2018. 
Our study, which aligns closely with Dogan’s findings, also observed a similar pattern, with 
a high number of influential works published in 2017, followed by another peak in 2018. 
The use of AI, Chatbots, and Alexa are discussed in most documents (Fryer et al. 2017; 
Dizon 2017; Huang et al. 2021). These documents are seen, in most cases, to be founda-
tional works, which could be the cause of the declining citation patterns as discussed in 
RQ1. The inferences obtained through bibliometric coupling identify the key papers and 
shed light on the research landscape.

RQ5: what are the inferences obtained by analyzing the content of all the documents in 
the study through content analysis?

RQ5 aimed at quantitatively contextualizing the content by coding the documents into 
clusters and therefore deducing inferences. Figure 8 illustrates the types of AI used in lan-
guage learning, the language learning factors, and its participants based on hierarchy com-
pared by a number of coding references. According to the model given, a large number 
of studies have been conducted with AI-embedded Chatbots. In line with the aforemen-
tioned statement, Jeon et al. (2023) conducted a systematic review of chatbots acknowledg-
ing their widespread application. Like Chatbots, other AI tools like CALL, Conversational 
agents, Virtual Reality, NLP tools, and IPAs are prevalent in the field. On the other hand, 
writing is the language learning factor that is mostly preferred with AI applications in lan-
guage studies followed by speaking, vocabulary, proficiency, accuracy, pronunciation, lis-
tening, and fluency.

The participants that are most sought after for implying AI are university students fol-
lowed by children, college students, language teachers, and students of higher education. 
In addition to figuring out the dominant components within the variables, we examined 
the interconnections among them to establish previously established research areas and 
research gaps. Chatbot was experimented extensively with teachers, children, and univer-
sity students. Figure 7b depicts the relationship between AI tools and the participants. Even 
though a high amount of interconnections could be observed with different language learn-
ing factors and AI tools, the interconnections between AI tools and the levels of partici-
pants are weak. Future studies could work on experimenting with AI tools with different 
participant levels. Despite the fact that there is a lot of literature on writing skills, many 
AI tools have been tested with speaking skills. Researchers could contribute to the field 
by working on weaker connections. For instance, students in colleges, universities, and 
schools might be exposed to different AI tools. The same could be done for fluency and 
anxiety, which are core areas of research with weaker connectives.
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6  Conclusion

This study used bibliometric and content analysis to analyze the research trends, patterns, 
key contributors and content in the field of AI in LL. It summarises the bibliometric infor-
mation of the field along with prominent authors, institutions, sources, and countries. A 
rise in publication trends has been identified. Researchers who integrate AI into language 
learning use a variety of tools, leading to the formation of new fields within the field and 
new branches within AI-based language learning. This, in turn, is speculated to be a major 
reason for the decline in citation trends. However, the constructive viewpoint regarding this 
aspect is that the researchers, utilizing diverse AI-based tools, are expected to contribute 
significantly to the field. Affirming this, documents that were published during 2017 and 
2018 are identified, through bibliographic coupling, to be ‘often cited’ papers indicating 
their mark as foundational works. On analysing the bibliographic and textual data on multi-
ple aspects, we yielded the following results: 

1. Between 2017 and 2022, there is a considerable increase in the number of publications 
on AI in language learning of 189.8% demonstrating a promising growth in the field 
with 60.3% of the documents with citations of ( ≥ 1).

2. The field exhibits a significant number of co-authored publications, totalling to 466, in 
contrast to the relatively lower count of sole-authored publications, which stands at only 
140.

3. As the field is emerging, a lot of new tools and technologies are being incorporated 
into the field. Resulting in a high number of citations for the works published in 2017 
and 2018. The articles published during this period are often cited and considered as 
foundational works.

4. Our findings have identified the United States, China, and Japan, sequentially, as the 
most influential countries in publishing research related to AI in language learning.

5. On analysing the author’s keywords, we identified that there is an upsurge in the fol-
lowing in areas of study in connection with AI in language learning: natural language 
processing, computational linguistics, deep learning, speech recognition, machine trans-
lation, and deep neural networks. Among these keywords, “Natural language process-

Fig. 8  Hierarchical chart of the content analysis through schematic coding
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ing” is the most used keyword indicating the presence of Large Language Models of AI 
being frequently opted in language studies.

6. Fryer et al. (2017) and Kessler (2018), which examine the usage of chatbots in language 
learning and the impact of technology including AI in language learning, consequently, 
were shown to be the most influential texts. The first document talks about the usage of 
Chatbots in language learning setup, and the second document discusses the extensive 
use of technology in language learning. This conclusion, through bibliographic coupling, 
is consistent with the outcomes of the content analysis.

7. Through content analysis, we identified the most occurring textual terms used in the 
retrieved data from Scopus. We identified that the most occurring AI tool was Chat-
bots followed by Chatgpt, Conversational Agents, Automatic Speech Recognition and 
Intelligent Personal Assistants. We also identified the most researched language learn-
ing factor with AI which is Writing followed by Speaking, Vocabulary, Listening and 
Grammar. The most targeted participants are University Students followed by children, 
college students and language teachers.

6.1  Implications and contributions

In light of the rapid pace of technological advancements, several reviews are limited to 
incorporating the latest NLP tools, such as ChatGPT and Intelligent Personal Assistants, 
into their analyses. While prior bibliometric analyses have provided us with a comprehen-
sive understanding of the bibliometric landscape concerning AI in language learning, the 
dynamic nature of AI necessitates an investigation inclusive of the recently launched tools, 
particularly in light of the technological developments emerging post-2019, with ChatGPT 
serving as a prime illustration thereof. Surprisingly, no prior bibliometric analysis has 
embraced these cutting-edge NLP tools and techniques. Furthermore, there exists a con-
spicuous absence of content analysis within the domain of AI in language learning. Hence, 
our study aims to bridge these critical gaps by providing a thorough examination of the 
wide range of tools and techniques utilized in AI for language learning, their respective fre-
quencies, and the target participant groups they have been applied to. The outcomes of our 
research will enable future researchers to identify research gaps through content analysis 
by providing them with a comprehensive understanding of bibliometric information. The 
frequency of research among the three factors of content analysis will also serve as a vital 
resource for pinpointing areas that needs research attention.

6.2  Limitation of the study and recommendation for future studies

Through addressing the limitation of the study, we would want to suggest areas for further 
research. First, the study is limited to the Scopus database and between the years 2017 and 
2023. Despite Scopus being an academically promising database for language studies, doc-
uments published on the Web of Science, ERIC, ScienceDirect and Google Scholar could 
be paid due attention to extend the coverage. The conclusive decision of both the databases 
shall reflect well the research field. Thus, the findings of the bibliometric and content anal-
ysis are limited to the Scopus database. Though some documents are indexed in more than 
one database, the inclusion of any of the databases could alter the findings of the biblio-
metric findings. Second, Even though we included most AI tools and techniques including 
ChatGPT and IPAs, not every tool was included in this study. keywords refinement can be 
done to identify more papers addressing other AI tools in the field. For instance, keywords 
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identified through this study such as “Deep learning”, “machine learning”, “deep neural 
network”, “Machine translation” and “computer-aided instruction” could be included in 
future studies to extend the scope of the field. This study acknowledges the assumption that 
the identified keywords and content categories faithfully reflect the diversity and intrica-
cies of AI tools employed in language learning. However, it is important to recognise that 
this approach may inadvertently overlook emerging trends or unconventional terminologies 
within this rapidly evolving field. Future research endeavors should remain attuned to these 
evolving nuances in the realm of AI tools for language learning. A different approach to 
review shall also be considered. This study has applied quantitative analysis to examine 
the research scope, similarly, studies could opt for qualitative analysis to extract valuable 
insights. Systematic reviews can be done on other prominent AI tools identified through 
content analysis. Given these limitations, the findings of the study can be beneficial for 
researchers in the field of AI in LL, since the study outlines both the research focus and the 
research gaps.
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