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Abstract
The Metaverse, a virtual reality (VR) space where users can interact with each other and 
digital objects, is rapidly becoming a reality. As this new world evolves, Artificial Intel-
ligence (AI) is playing an increasingly important role in shaping its development. Integrat-
ing AI with emerging technologies in the Metaverse creates new possibilities for immersive 
experiences that were previously impossible. This paper explores how AI is integrated with 
technologies such as the Internet of Things, blockchain, Natural Language Processing, vir-
tual reality, Augmented Reality, Mixed Reality, and Extended Reality. One potential benefit 
of using AI in the Metaverse is the ability to create personalized experiences for individual 
users, based on their behavior and preferences. Another potential benefit of using AI in 
the Metaverse is the ability to automate repetitive tasks, freeing up time and resources for 
more complex and creative endeavors. However, there are also challenges associated with 
using AI in the Metaverse, such as ensuring user privacy and addressing issues of bias 
and discrimination. By examining the potential benefits and challenges of using AI in the 
Metaverse, including ethical considerations, we can better prepare for this exciting new era 
of VR. This paper presents a comprehensive survey of AI and its integration with other 
emerging technologies in the Metaverse, as the Metaverse continues to evolve and grow, it 
will be important for developers and researchers to stay up to date with the latest develop-
ments in AI and emerging technologies to fully leverage their potential.
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1 Introduction

The word “Metaverse” is a fusion of “meta”, which means beyond, and “verse”, which 
is a shortened version of the universe. This term was first introduced by Neil Stephen-
son in his science fiction novel Snow Crash book, published in 1992 (Huynh-The et al. 
2022). The book describes a virtual reality where individuals can enter and exit through 
their digital avatars. The concept was later expanded upon, and in October 2021, Mark 
Zuckerberg announced that Facebook would be rebranded as Meta to signify its shift 
toward building the Metaverse. This announcement brought attention to the concept of 
the Metaverse for sustainable development goals, which has gained interest in both aca-
demia and industry. The Metaverse is a virtual environment where people can interact 
in digital spaces, creating a more immersive experience. It is a persistent network of 3D 
virtual worlds that will eventually serve as the gateway to most online experiences and 
will also significantly impact the physical world. These ideas, previously confined to 
science fiction and video games, are poised to revolutionize various industries, such as 
finance, healthcare, education, and consumer products (Huynh-The et al. 2022).

Metaverse and Artificial Intelligence (AI) are two rapidly evolving technologies that 
are poised to revolutionize the way we live, work, and interact with each other. The 
Metaverse is a virtual world that is being created by merging the physical and digital 
worlds and is expected to provide immersive experiences and a new platform for social 
interaction. On the contrary, AI refers to the capability of machines to execute tasks that 
typically necessitate human intelligence, like discerning speech, scrutinizing images, 
and making decisions.

1.1  An analysis of AI in the Metaverse publications

The potential for AI in the Metaverse is vast. AI might be used to produce personal-
ized content, more lifelike and interesting virtual settings, and even intelligent virtual 
assistants to assist users in navigating the Metaverse. Moreover, AI could help make the 
Metaverse more accessible to people with disabilities and provide enhanced security and 
privacy features (Huynh-The et al. 2022). Figure 1 describes the publications and cita-
tions by Web of Science in the last five years using Artificial Intelligence and Metaverse 
keywords in these years. It is noted that publications of AI within the Metaverse started 
to be active in the year 2021. The previous years (2019, 2020) had no publications that 
combined the two research areas.

Next is a summary and analysis of the distribution of 217 publications related to the 
use of AI in the Metaverse over the last 3 years. Table 1 gives a brief review of the num-
ber of publications for several research areas that involve AI within the Metaverse in 
the years (2021–2023). Figure 2 presents this number as a percentage value to show the 
most active study topics inside the Metaverse.

Based on these statistics, we can see that most of the publications come from Engi-
neering Electrical Electronic, and Computer Science Artificial Intelligence domains, 
indicating the significance of these fields in exploring AI applications in the Metaverse. 
Computer Science Information Systems, Telecommunications, and Computer Science 
Cybernetics also contribute a substantial number of publications. Based on the provided 
statistics by Web of Science, there are some recommendations based on these statistics:
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1. Collaboration across disciplines: Given the multidisciplinary nature of Metaverse 
research, researchers from diverse fields such as engineering, computer science, mate-
rials science, and physics need to collaborate. This can facilitate knowledge exchange 
and foster innovation in AI applications for the Metaverse.

2. Focus on AI and Metaverse integration: Given the prominence of publications in the 
Computer Science Artificial Intelligence field, there is a need for continued research 
on integrating AI technologies into the Metaverse. This includes exploring AI-driven 
virtual characters, intelligent environments, and personalized experiences within the 
Metaverse.

Fig. 1  The publications and citations by Web of Science in the last three years using Artificial Intelligence 
and Metaverse keywords from 2021 to 2023

Table 1  The number of 
publications for using AI in the 
Metaverse for the last three years 
(2021–2023)

Publication research area Number of 
publications

Engineering electrical electronic 54
Computer science artificial intelligence 39
Computer science theory methods 18
Instruments instrumentation 16
Computer science information systems 40
Telecommunications 28
Materials science multidisciplinary 16
Applied physics 14
Computer science cybernetics 22
Computer science interdisciplinary applications 15
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3. Strengthening information systems and telecommunications: The substantial number of 
publications in Computer Science Information Systems and Telecommunications sug-
gests the importance of these fields in supporting the infrastructure and communication 
requirements of the Metaverse. Further research can be conducted to enhance network 
architectures, data management, and communication protocols specific to the Metaverse.

4. Exploration of cybernetics and interdisciplinary applications: The presence of publica-
tions in Computer Science Cybernetics and Computer Science Interdisciplinary Applica-
tions highlights the need for interdisciplinary approaches and the exploration of novel 
ideas in the Metaverse domain. Researchers should continue to investigate the synergies 
between AI, virtual reality, augmented reality, and other related fields to unlock the full 
potential of the Metaverse.

5. Emphasis on practical implementations: While academic research is valuable, it is also 
essential to focus on practical implementations of AI in the Metaverse. Researchers can 
collaborate with industry partners to explore real-world applications, address challenges, 
and bring innovative AI-driven experiences to users.

It is worth noting that the topic of using AI in the Metaverse is relatively recent, as 
indicated by the statistics gathered from the Web of Science Core Collection. With 217 
publications selected over the past 3 years, it is evident that researchers and academics 
are beginning to recognize the importance and potential of AI in shaping the future of the 
Metaverse. These recommendations aim to guide researchers and practitioners in their 
exploration of AI applications within the Metaverse, encouraging further advancements 
and fostering a more immersive and interactive virtual world.

1.2  The research methodology

This subsection describes the methodology used in this paper to find the papers for our 
analysis on the role of AI in Metaverse applications and challenges.

Fig. 2  The % of publications that use AI in the Metaverse for the last three years (2021–2023)
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We employed a systematic approach to gather relevant papers involving multiple 
steps. Firstly, we conducted an extensive literature review using various academic data-
bases, including but not limited to IEEE Xplore, ACM Digital Library, ScienceDirect, 
Springer Nature, and Google Scholar. These platforms are widely recognized for their 
comprehensive coverage of scholarly articles in the field of computer science and artifi-
cial intelligence.

The initial search queries were carefully designed to capture a broad range of rel-
evant papers related to the role of AI in Metaverse applications and challenges. The pri-
mary search terms we employed included “AI in Metaverse”, “artificial intelligence and 
Metaverse”, “AI applications in virtual reality”, “challenges of AI in Metaverse”, and 
similar variations. We ensured that our search queries encompassed relevant keywords 
to maximize the retrieval of pertinent literature.

Based on our initial searches, we obtained a substantial number of papers, totaling 
approximately 159 across the different databases. These papers were then subjected to 
a systematic screening process to filter out irrelevant or duplicated studies. The inclu-
sion criteria for our analysis encompassed papers that focused on the application of 
AI technologies within the Metaverse context and explored the associated challenges. 
We excluded papers that primarily focused on AI outside the scope of the Metaverse or 
those that were not directly related to the central theme of our study.

To ensure the rigor and reliability of our analysis, the screening process was con-
ducted by multiple researchers independently. Any discrepancies or disagreements in 
the paper selection were resolved through discussion and consensus among the research 
team. This approach helped us maintain objectivity and minimize potential bias in the 
selection process.

By following this methodology, we believe that our analysis provides a comprehen-
sive overview of the current research landscape on the role of AI in Metaverse applica-
tions and challenges.

1.3  The scope of the proposed survey

In this paper, the fundamental role of AI in the Metaverse is analyzed and demonstrated 
along with Computer Vision (Shi et  al. 2023), Natural language Processing (NLP) 
(Chen et al. 2022), and other necessary integrated technologies that must be used in the 
Metaverse such as the VR (Vondráček et al. 2023), AR (Qamar et al. 2023), XR (Yoo 
et al. 2023), MR (Fuente et al. 2022), DT (Yogesh et al. 2022) and IoT (Sun et al. 2022).

The integration of AI with the Metaverse is essential to enable people to navigate 
through virtual and physical worlds, and to process the massive amounts of data gener-
ated within the Metaverse (Huynh-The et al. 2022). AI needs to be built to understand 
the context and learn like humans, and to handle the dynamic nature of the Metaverse. 
While significant progress has been made, there is still a long way to go in developing a 
usable and commercial Metaverse system (Yogesh et al. 2022). Innovations are needed 
to unlock additional features and drive virtual environments closer to a perceived vir-
tual universe. The research community is actively exploring the development of the 
Metaverse and the potential for new technologies to facilitate its application (Zhao et al. 
2022).

There are several reasons why integrating the Metaverse with AI is important:
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1. Enhanced user experience: AI might be used to produce personalized content, more 
lifelike and interesting virtual settings, and even intelligent virtual assistants to assist 
users in navigating the Metaverse.

2. Access and inclusivity: AI can help make the Metaverse more accessible and inclusive 
by providing features such as text-to-speech, voice recognition, and language translation, 
which can make the virtual world more accessible to people with disabilities or those 
who speak different languages.

3. Security and privacy: The Metaverse will require robust security and privacy measures, 
and AI can be used to enhance these measures by providing intelligent threat detection 
and prevention, as well as identity verification and authentication.

4. Data and insights: The Metaverse will generate vast amounts of data that can be analyzed 
and used to gain insights into user behavior and preferences. AI can be used to analyze 
this data and provide valuable insights that can be used to improve the Metaverse experi-
ence for users.

5. Automation and efficiency: AI can be used to automate certain tasks in the Metaverse, 
such as content creation and moderation, which can improve efficiency and reduce the 
workload for human moderators and creators.

The various branches of AI used in the Metaverse world are shown in Fig. 3, along 
with other crucially important integrated technologies. Virtual world creation, avatar 
generation, user interaction, and text/audio understanding are some of the different 
approaches utilized to transform the physical world into a visual digital world using 
both integrated technology and branches of AI. This survey contributes to the under-
standing of the integration between AI and Metaverse technologies by presenting a 
methodology that includes the following steps:

1. This survey is conducted on the AI techniques currently used in Metaverse technologies.
2. The role of AI techniques in computer vision, XR, and NLP is presented.

Fig. 3  The integration between AI and Metaverse technologies
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3. AI techniques with integrated technologies such as blockchain, internet of IoT, VR, AR, 
MR, and XR are also discussed.

4. The survey links recent AI techniques with Metaverse applications to provide a com-
prehensive understanding of the integration between the two technologies.

5. Finally, the survey provides insights into future directions for the use of AI in the 
Metaverse, including potential innovations and advancements that could further enhance 
the integration of these technologies.

Overall, this survey offers valuable insights into the current and future state of AI in 
the Metaverse. The paper is organized as follows, “Sect.  2” presents the role of AI in 
the Metaverse applications and the state-of-the-art AI techniques used in each of them. 
“Sect. 3” illustrates the integrated technologies with AI in the Metaverse world. “Sect. 4” 
explores the usage of AI technologies in the Metaverse world. Problems and Challenges are 
presented in “Sect. 5”. “Sect. 6” presents the future trends. “Sect. 7” concludes this paper.

2  AI branches for Metaverse

AI is the study of technologies that enable the development of machines and computers 
that can imitate cognitive functions associated with human intelligence, such as sensing 
(Yu et al. 2023), comprehending, and responding to spoken or written language (Moradi 
and Shekofteh 2023), analyzing data (Salah et al. 2023), making recommendations (Pamu-
car et al. 2023), and more. Machine learning is a kind of artificial intelligence that enables 
systems and machines to automatically learn from their mistakes and improve. Instead of 
using explicit programming, machine learning uses algorithms to analyze vast amounts of 
data, learn from the results, and then make decisions based on those findings (Gokasar 
et al. 2023). Examples of Supervised learning include K-Nearest Neighbor (KNN), Linear 
Classifiers, Decision Trees, Random Forests, Support Vector Machines (SVMs), Artificial 
Neural Networks (ANNs), Decision Trees, and Random Forests (Kotsiantis et  al. 2007). 
Unsupervised learning techniques deal with unlabeled data and learn their underlying fea-
tures, they aim to group them according to similarity measures. Examples of Unsupervised 
Learning are clustering techniques such as K-Means, hierarchical clustering, and associa-
tive rules (Hu et al. 2015).

AI plays an important role in building Metaverse worlds through being used in each 
of the technologies used to build Metaverse worlds and provide immersive experiences to 
users. Machine learning strategies can be divided into supervised learning, unsupervised 
learning, and reinforcement learning (Hu et al. 2015). In supervised learning, the dataset 
samples are labeled with the labels of their classes, the algorithms then learn the relation 
between the samples and their labels using the sample’s features. This way the algorithms 
learn how to discriminate between them by building a classifier and can recognize the label 
of a new sample. Reinforcement learning employs an agent that learns about its environ-
ment through applying a set of actions and receiving a reward from the environment, this 
enables it to estimate the value of its actions to decide the policy to deal with the surround-
ing environment (Kiumarsi et al. 2018). Machine learning models can also be categorized 
according to their objective as being Discriminative or Generative. Discriminative models 
aim to learn the mapping function between inputs and their output labels to be able to clas-
sify a new sample. On the other hand, Generative models tend to learn how a dataset is 
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generated in terms of a probabilistic model to be able to generate new similar data (David 
2019).

Deep learning is an advanced branch of machine learning. Deep Neural Networks 
(DNNs) are ANNs with multiple hidden layers between the input and output layers. They 
can learn high-level features from the input data. They can be used in classification or gen-
erating data as well. Convolutional Neural Networks (CNNs) are deep learning neural net-
works that can learn high-level features from input images, videos, or audio datasets and 
classify them into different classes. They can learn high-level features from the input data. 
They can be used in classification or generating data as well. Convolutional Neural Net-
works (CNNs) are deep learning neural networks that can learn high-level features from 
input images, videos, or audio datasets and classify them into different classes. They have 
different layers: convolutional layers are in charge of extracting features from data, pooling 
layers are used for dimensionality reduction, and fully connected layers are responsible for 
making classification. Recurrent Neural Networks (RNNs) are a type of neural network that 
have some feedback connections connected to the layers preceding. RNNs can keep track 
of previous inputs thanks to the computational flow produced by the feedback connections 
(Lalapura et al. 2022). RNNs are considered the foundation of Long-Short Term Memory 
(LSTMs) and gated recurrent unit (GRU) networks. AutoEncoders (AE) and Generative 
Adversarial Networks (GANs) are examples of deep generative learning techniques. An 
autoencoder is a neural network that has been trained to map its input to the corresponding 
output using its two primary functions of compression and decompression (Jing and Tian 
2021). The input layer of an autoencoder network has many more neurons than the hidden 
layer, which results in a compression of the input data into the hidden layer. As a result, the 
compressed version of the original input is present in this hidden layer. The output layer 
then performs decompression to reconstruct the input. An error function is used in the 
training phase to determine the difference between the input and the reconstructed output. 
GANs have two main neural networks, the generator, and the discriminator. The generator 
is trained to generate fake data and the discriminator is trained to identify the fake data 
from the real one. This way, GANs can learn about the dataset and produce similar samples 
(Jakub and Vladimir 2019).

AI has numerous applications in the Metaverse that can enhance the user experience 
and facilitate interactions within virtual environments. AR and VR can be improved by 
using AI algorithms to create more realistic and immersive environments. AI can also be 
used to assist with avatar creation and customization, making it easier for users to create 
personalized virtual representations of themselves. 3D modeling and rendering can also be 
enhanced by using AI, enabling faster and more efficient rendering processes. Computer 
vision and NLP can be used to enable more seamless interactions within virtual environ-
ments, while speech recognition can facilitate communication between users. By lever-
aging these AI applications, the Metaverse can become more immersive, engaging, and 
accessible, opening new possibilities for social interaction and collaboration within virtual 
spaces.

2.1  Computer vision

Computer vision is an AI subfield that allows computers to interpret and process visual inputs, 
such as digital images and videos, to extract relevant information and make decisions based on 
that information. While AI grants machines the capacity to reason, computer vision empowers 
them with visual perception and comprehension. Among the various categories of computer 
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vision are image segmentation, object detection and localization, and face detection and 
recognition.

• Image segmentation: Semantic segmentation is a task in computer vision that involves 
classifying an image into distinct categories based on pixel-level information (Lin et al. 
2021 Lin et al. 2021). It gives the same color to all pixels belonging to a specific class. 
For instance, in an image having many people, all of them can have the same color, pix-
els of the background are assigned another color, and similarly, pixels of any object are 
given a certain color. Understanding the environment is considered a crucial technique, 
and deep learning is often employed for this purpose. A common architecture for semantic 
segmentation involves an encoder network followed by a decoder network (Tanzi et  al. 
2021). Usually, the encoder part of a semantic segmentation network uses a pre-trained 
classification network to reduce the size of the input image and extract important fea-
tures. On the other hand, the decoder part of the network is responsible for mapping the 
learned distinctive features, which are at a lower resolution, to the pixel space, which is at 
a higher resolution, to enable dense classification. Efficient and fast segmentation of each 
pixel based on class information is a crucial aspect of semantic segmentation in computer 
vision. Deep learning-based methods, as those described in (Vázquez et al. 2020; Agarwal 
et al. 2021; Liang-Chieh et al. 2018), have shown considerable gains in performance on 
datasets for urban driving intended for autonomous driving. However, real-time semantic 
segmentation remains difficult to achieve with accuracy. The process of Instant Segmenta-
tion involves assigning distinct colors to different instances of the same class. Therefore, in 
the case of our example, each individual will be assigned a unique color.

• Object detection and localization: It refers to detecting different objects in an image by 
drawing a bounding box around them. Object localization focuses on getting the loca-
tion of the detected objects whereas object recognition involves classifying the detected 
objects. There are two types of object detection in the Metaverse: specific instance detec-
tion (such as faces, markers, and text) and generic category detection (such as humans 
and cars). In XR, text detection methods have been widely researched and developed, as 
evidenced by previous works (Hbali et al. 2016; Nahuel et al. 2020). These methods are 
well-established and can be readily adapted to Metaverse applications.

• Face Detection and Recognition: Face detection refers to identifying faces by drawing 
bound boxes surrounding them whereas face recognition represents recognizing the human 
face. Recent years have witnessed extensive research in face detection, with robust meth-
ods demonstrated in various recognition scenarios in XR applications, as shown in (Xueshi 
et al. 2020; Tanja et al. 2020; Amin et al. 2020; Bernardo et al. 2019; Jan and Jonatan 
2018). In the Metaverse, where people are represented by Avatars and can converse with 
one another, face detection and identification algorithms must distinguish between real 
and fake faces. Face detection in the Metaverse is further complicated by the difficulties 
of occlusion, sudden posture changes, and variations in illumination. Detection of generic 
categories has also been extensively studied, with a significant focus on using deep learn-
ing methods to detect multiple classes.

2.2  Natural language processing

NLP plays an important role in enabling more natural and intuitive interactions between 
humans and virtual environments in the Metaverse. With NLP, virtual assistants and chat-
bots can understand and respond to user input in a more human-like way, enabling more 
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engaging and immersive experiences. NLP can also be used to enable virtual environments 
to process and analyze large amounts of textual data, such as user reviews or social media 
posts, to better understand user preferences and behavior. In addition, NLP can be used 
to support multilingual interactions, allowing users from different linguistic backgrounds 
to communicate and collaborate within virtual environments. The importance of NLP in 
facilitating natural language interactions and analysing textual data is projected to increase 
as the Metaverse continues to develop and grow. Some applications of NLP in Metaverse 
are presented in Fig. 4. The Metaverse makes it easier to keep track of daily activities in 
work and social life, which could help NLP, a field of study that receives a lot of support 
from AI. As shown in Fig. 4, NLP can be used in the Metaverse to provide many tasks like 
machine translation, information extraction, chatbot, Question Answering, audio Process-
ing, and sentiment Analysis. In a hybrid society, learning how to connect with people from 
many backgrounds and eras could be a useful application of AI (Cheng et  al. 2022). In 
the following, we explain the key NLP applications used in the Metaverse, these include 
machine translation, text-to-image and image-to-text, multimodal data processing, and 
large language models. After that, how NLP is applied to the Metaverse is illustrated.

• Machine Translation: When people from different countries communicate with one 
another, it is essential to support many languages. A person cannot possibly learn 
every language spoken on the globe. The key role of AI today is to carry out auto-
matic machine translation across different languages. The system automatically trans-
lates the user’s content into any other target language while he speaks and writes in his 
native tongue. A problem is when there is a shortage of data for a certain language. In 
an attempt to cover all languages, Meta AI introduced the No Language Left Behind 
(NLLB) (Costa-jussà,, et al. 2022) model. To effectively train AI models, it focuses on 

Fig. 4.  NLP applications in the 
Metaverse world
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transforming low-resource languages into high-resource ones. First, they developed the 
Flores-200 many-to-many multilingual dataset, which enables testing translation qual-
ity. Then, they employed a distillation-based sentence encoding method called LASER3 
to mine web data to produce parallel datasets for low-resource languages. Multilingual 
Mixtures-of-Experts models were trained to high performance levels using a combina-
tion of mined data and a specified set of human-translated seed data. The final model, 
which was trained on twice as many languages as previous models, performed 40% 
better than the prior state-of-the-art on the Flores-101 dataset. They developed a library 
of toxic words for all 200 languages using a combination of automatic and human 
evaluations to identify and prevent potentially damaging translations that are halluci-
nated by the translation algorithms. To aid in future studies, they created open-source 
benchmark data, scripts, and models (NLLB Team 2022). Another strategy to improve 
machine translation for low-resource languages is to transfer the knowledge obtained 
by training a model with a high-resource language pair to another model with a low-
resource language pair. The use of transfer learning for neural machine translation of 
the English-Khasi language pair has been discussed in (Hujon et al. 2023), where the 
experiments and enhancements are reported.

• Text-to-Image and Image-to-Text: Text-to-Image enables us to create realistic images 
from text descriptions. To achieve this, two main steps must be taken. The first step is 
understanding the text and the second one is creating the images. The first step involves 
language modeling and extracting meaningful features to help in generating the target 
images. The second step should produce semantically consistent and visually realis-
tic images. GANs are widely used for text-to-image synthesis. GAN-INT-CLS  (Reed 
et al. 2016) was proposed to create images based on the encoded text description. In 
(Talasila et  al. 2022), Talasila et  al. proposed to use of an optimized GAN that pro-
duces images using textual features extracted using BI-LSTM. They used the Dragon 
Customized Whale Optimization (DC-WO) model to choose the optimal weights for 
GANs. Self-supervised learning is a type of machine learning that utilizes unlabeled 
data to enhance the learning capacity of a model by predicting other samples, eliminat-
ing the need for additional labeled data. This method was used in (Tan et al. 2022) to 
create more realistic images. Self-supervised learning enhances the performance of the 
discriminator by providing it with more images. This helps in stimulating the generator 
to output more diversified images. DALLE-2 was introduced by OpenAI (Ramesh et al. 
2022; OpenAI 2022) as a text-to-image generative model that comprises two primary 
components: a prior that generates a CLIP image embedding based on a text caption 
and a decoder that creates an image conditioned on the image embedding. The image-
to-text is the opposite of text-to-image, and it involves generating descriptive text from 
input images. Image captioning is a popular application of this technique. In the basic 
approach, visual features are extracted from the image or video, and these features 
are used as input to a recurrent network that generates words sequentially. Another 
approach is to use generative models like Variational Auto Encoders (VAEs) or GANs 
for generative image captioning. Further information on this topic can be found in a 
recent survey (Żelaszczyk and Mańdziuk 2023).

• Multimodal Data Processing: In the hopes that its so-called multi-modal systems will 
power its AR and Metaverse products, Meta has built a single AI model that can ana-
lyze audio, images, and text. The data2vec model (Baevski et al. 2022) is capable of 
carrying out a variety of tasks. It can identify speech from an audio sample. It can 
categorize items if given an image. When presented with text, it may analyze the tone 
and emotions of the writing or check the grammar. Data2vec is learned on three dif-
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ferent modalities, unlike other AI systems, which are normally taught on just one form 
of input. Nevertheless, it continues to process sounds, pictures, and text individually. 
Data2vec enables the prediction of the representation of the/ input data, thus, a sin-
gle algorithm can work with completely different types of input. Transformer, which 
is deep learning architectures is used also for multimodal data processing; for instance, 
AOBERT (Kim and Park 2023) is a multimodal single-stream transformer that predicts 
sentiment by using different modalities.

• Large language models: large language models, also known as LLMs, have been a 
game-changer in NLP as they have significantly increased the capabilities of text-based 
systems. These models contain a vast number of parameters, are typically several giga-
bytes in size, and are trained on massive amounts of text data. One of the most impres-
sive LLMs currently available is GPT-3 (Leippold 2022), which is the third version 
of OpenAI’s GPT language model and has a staggering 175 billion machine-learning 
parameters. GPT-3 can be adjusted for a variety of NLP tasks, including language 
translation, question-answering, and text summarization. ChatGPT (OpenAI 2023) is 
a variant of GPT-3 that was introduced in November 2022. It generates conversational 
responses to asked written questions. The training of the model involves a combina-
tion of reinforcement learning algorithms and human input, using more than 150 bil-
lion parameters. ChatGPT is focused on providing a human-like chat experience, which 
makes it an intelligent virtual assistant that can be used in several applications includ-
ing the Metaverse (Ben 2023). Other LLMs include Megatron-Turing NLG (Develop-
ers 2023) produced by NVIDIA and Pathways Language Model (PaLM) introduced by 
Google (Chowdhery 2022).

3  AI‑integrated technologies for Metaverse applications

As the Metaverse continues to develop and evolve, AI-integrated technologies are expected 
to play an increasingly important role in shaping the way we interact with virtual environ-
ments. VR, AR, and MR technologies all offer unique opportunities for immersive and 
engaging experiences in the Metaverse, and AI can be used to enhance these experiences 
through personalized content recommendations, adaptive interfaces, and more natural and 
intuitive interactions (Huynh-The et al. 2022; Yogesh et al. 2022; Zhao et al. 2022). Addi-
tionally, the IoT can be used to connect virtual and physical environments, enabling seam-
less transitions between the two and providing more data for AI algorithms to analyze and 
learn from. Blockchain technology, on the other hand, can be used to create secure and 
decentralized virtual economies within the Metaverse, enabling users to buy, sell, and trade 
virtual goods and services (Yiu 2021). Figure 5 depicts the integrated emerging technolo-
gies with AI for Metaverse applications.

3.1  Virtual reality emerging technology

The integration of AI with VR has the potential to transform the way we interact with 
the Metaverse by enabling more natural and intuitive experiences. By using AI algo-
rithms to analyze and learn from user behavior and preferences within virtual envi-
ronments, developers can create more personalized and adaptive VR experiences. For 
example, AI can be used to track user gaze and gestures within VR, enabling more 
natural and intuitive interactions with virtual objects and environments. Additionally, 
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AI can be used to create more realistic and immersive environments within VR, such 
as simulating changes in lighting or sound based on the user’s behavior and prefer-
ences. By integrating AI with VR, developers can create more intelligent and respon-
sive Metaverse applications that offer a range of benefits for users and businesses alike, 
including improved user experiences, increased efficiency, and enhanced security.

A 3D replicated environment of the actual world that enables the user to fully 
immerse themselves in it is what is known as virtual reality (VR). VR comprises four 
primary elements: virtual world, immersion, sensory feedback, and interactivity. A vir-
tual world has basic components, which are a 3D scene, Avatars, and 3D virtual objects. 
A scene refers to whatever a user can see in the virtual environment from his/ her posi-
tion and point of view. It may reflect a real-world place such as a virtual campus or a 
virtual museum. 3D virtual objects can mimic physical ones. It should have a similar 
appearance and texture based on its material.

VR uses graphics techniques to build its components. It needs rendering and view 
synthesis. The process of generating a visual representation of a 3D model is known as 
rendering. The model incorporates various features, including shading, textures, light-
ing, shadows, and viewpoints. The rendering engine’s role is to process these features 
to produce an image that is as realistic as possible, as stated in (Datagen 2023). The 
rendering phase is crucial since it allows virtual objects to be presented with actual 
features, making them appear tangible to us. There are three prevalent rendering algo-
rithms: ray casting, which uses basic optical principles of reflection to create an image 
from a specific viewpoint; rasterization, which projects objects geometrically based on 
model data without optical effects; and ray tracing, which uses Monte Carlo techniques 
to generate a realistic image in significantly less time. NVIDIA GPUs leverage ray trac-
ing to enhance rendering performance. Color information, which is necessary in many 
applications, cannot be obtained using laser scanning. A hybrid 3D reconstruction based 
on scan data and images is employed to colourize the point cloud data. Ma et al. pre-
sent a differential framework example for freestyle material capturing (Ma et al. 2021). 
This technique improves sampling efficiency and enhances the precision of material 

Fig. 5  AI-integrated with emerg-
ing technologies for Metaverse 
applications
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properties, which in turn enables the creation of more realistic virtual objects in the 
Metaverse.

Additionally, modelling and rendering can be carried out with the help of a variety of 
software tools, which can be divided into three categories. First off, engineers and design-
ers can make models by entering real-world data, such the materials and weight, using 
parametric 3D modelling or CAD (Computer Aided Design) tools like AutoCAD and 
SketchUp. Additionally, polygon models made using 3D Max, Maya, or Blender are more 
concept-focused than measurement-focused. Thirdly, compared to polygon modelling, 
some digital sculpture modelling software demands a higher level of artistic talent. To cre-
ate virtual worlds, these modelling tools can be integrated with engines like Unity3D or 
Engine. Computer graphics software is also used for design-based animation to create the 
illusion of objects moving in 3D space.

Volume rendering is a method used to generate a 2D representation of a 3D discretely 
sampled dataset. When a camera is positioned, a volume rendering algorithm obtains the 
RGB α (Red, Green, Blue, and Alpha channel) values of each voxel in the region where the 
camera’s rays intersect. The RGB α color is then transformed into an RGB color and stored 
in the corresponding pixel of the 2D image. Every pixel is subjected to the same procedure 
until the full 2D image has been rendered. In contrast to volume rendering, view synthesis 
involves generating a 3D view using a sequence of 2D images. This can be accomplished 
by capturing several images of the object from different viewpoints, constructing a hemi-
spheric layout of the object, and positioning each image in the appropriate location around 
the object. Given a collection of photos that depict various angles of an item, a view syn-
thesis function tries to forecast the depth. View synthesis can be used to construct Avatars, 
which are virtual representations of characters from the Metaverse, such as the user and 
other Non-Player Characters (NPCs).

Mildenhall et  al. (Ben et  al. 2020) created Neural Radiance Fields (NeRF) to gener-
ate 3D views of intricate scenes with limited input views by optimizing a continuous 
volumetric scene function. NeRF is a fully connected Deep Neural Network (DNN) that 
is not convolutional. A single continuous 5D coordinate vector, comprising spatial loca-
tion (x, y, z)and viewing direction (theta, phi), is used to output the volume density and 
view-dependent emitted radiance at the given spatial location. It is trained to replicate input 
views of a scene using a rendering loss function. It functions by interpolating between 
input photos of a scene to create a single rendered scene. NeRF is a slow and computation-
ally demanding approach that can only be used with static situations. NSVF, or Neural 
Sparse Voxel Fields, is a novel neural scene representation for quick and excellent free 
viewpoint rendering that was introduced in (Lingjie et al. 2020). To model local attributes 
in each cell, NSVF defines a set of implicit fields that are voxel-bounded and arranged in 
a sparse voxel octree. With the use of a differentiable ray-marching process from a collec-
tion of posed RGB photos, it is possible to learn the underlying voxel structures. Voxels 
without scene-related content are skipped. Compared to NeRF, it is 10 times faster. NeRF 
rendered each pixel using a single ray, which frequently resulted in blurring or aliasing at 
different resolutions. Mip-NeRF, described in (Jonathan et  al. 2021), renders each pixel 
using a conical frustum rather than a ray, which lessens aliasing, enables the display of 
fine details in an image, and lowers error rates by between 17 and 60%. Additionally, the 
model outperforms NeRF regarding speed and error rates. NeRF’s issue of slow render-
ing is addressed by KiloNeRF (Christian et al. 2021). Instead of using a single large DNN 
that needs to be queried repeatedly, KiloNeRF distributes the workload among thousands 
of little DNNs. To enhance performance and reduce storage requirements while achieving 
superior visual quality, NeRF employs small DNNs that represent distinct segments of the 
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scene. Plenoptic voxels (Plenoxels) (Alex et al. 2021) replace the central DNN in NeRF 
with a sparse 3D grid. The voxels surrounding each query point are used to interpolate 
and calculate its value. As a result, rendering new 2D views is accomplished without the 
need for a neural network, considerably reducing complexity and computational demands. 
Plenoxels are two orders of magnitude faster than NeRF and offer a similar visual quality. 
Inverse rendering is applied using the original NeRF in Instant-NeRF (Jonathan 2022; Isha 
2022), which was made available by NVIDIA.

3.2  Augmented reality emerging technology

The integration of AI with AR has the potential to revolutionize the way we interact with 
the Metaverse by enabling more natural and intuitive experiences. By using AI algorithms 
to analyze and learn from user behavior and preferences within AR environments, devel-
opers can create more personalized and adaptive AR experiences. For example, AI can 
be used to track user gaze and gestures within AR, enabling more natural and intuitive 
interactions with virtual objects and environments. Additionally, Real-time object tracking 
and identification made possible by AI make it possible for virtual items to fluidly inter-
act with the user’s physical environment, resulting in more lifelike and immersive AR set-
tings. By integrating AI with AR, developers can create more intelligent and responsive 
Metaverse applications that offer a range of benefits for users and businesses alike, includ-
ing improved user experiences, increased efficiency, and enhanced security.

It gives users a realistic holographic, video stream, and graphic experience. When the 
AR-enabled game Pokémon Go first debuted in 2016, it allowed players to interact with 
Pokémon characters by superimposing them onto their environment using their smartphone 
cameras. AR technology can be delivered through smartphones, screens, glasses, head 
mount displays, and AR software. There are two main categories of AR, which include 
marker-based and markerless AR. Marker-based AR applications utilize image recognition 
to detect a marker, an object that triggers the AR application. On the other hand, marker-
less AR applications do not require markers and allow users to choose the location where 
they want to display digital content. To gather information about the environment, marker 
less AR applications rely on the device’s camera, GPS, compass, and accelerometer. These 
applications can be categorized as Location-based AR, which offers data based on the 
user’s location (Yassir and Salah-ddine 2020; Nextech 2022).

The Metaverse, which can be viewed as a physical embodiment of the internet, can 
be integrated with the real world using augmented reality (AR). Object detection is the 
primary technology utilized in AR, allowing computer technology to identify and locate 
objects of interest in images or videos (Zhang et al. 2021). There are two types of object 
detection techniques which are 2D object detection and 3D object detection. The former 
aims at drawing a 2D bounding box surrounding the object whereas the latter draws a 3D 
bounding box and takes into consideration the pose and exact position in the 3D space. 3D 
object detection can be done in many ways including estimating the 3D bounding box from 
2D images, from point clouds generated by 3D laser scanners such as LiDar, and from 
learning features from the point clouds.

A unified architecture called PointNet (Qi et al. 2016) learns both global and local 
point properties. To detect 3D objects, PointNet is used in (Qi et al. 2017) to learn the 
point cloud features straight from the raw point cloud. Pixor (Yang et al. 2019) used a 
2D CNN for feature extraction and projected a point cloud onto a map for a bird’s-eye 
perspective. VoxelNet (Zhou and Tuzel 2018) is a network that uses 3D convolution 
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to obtain high-level features after performing feature learning from raw point clouds. 
Then, to perform classification and bounding box regression, a region proposal net-
work is incorporated. VoxelNet training and inference are accelerated using sparse 
convolution (Yan et al. 2018).

Convolutional Attention Mechanism (CAM) is suggested by (Zhang et  al. 2021) 
for 3D object detection. The first and last layers of the CNN convolution are enhanced 
by CAM using a channel attention mechanism and a spatial attention mechanism, 
respectively. Reducing the effects of illumination and occlusion on the RGB images 
used to create the 3D object detection, improves the feature extraction process. Polar-
Mix (Xiao et al. 2022) is a data augmentation technique for point clouds generated by 
LiDAR to enhance the performance of deep learning techniques.

3.3  Mixed reality emerging technology

Through the creation of more immersive and interesting experiences, the combina-
tion of AI and MR has the potential to completely change how we engage with the 
Metaverse. Developers may produce more individualised and adaptive MR experi-
ences by analysing and learning from user behaviour and preferences within MR set-
tings using AI algorithms. For example, AI can be used to track user gaze and gestures 
within MR, enabling more natural and intuitive interactions with virtual objects and 
environments. Additionally, Real-time object detection and tracking made possible by 
AI makes it possible for virtual items to interact with the user’s actual environment 
in more lifelike and dynamic ways in MR environments. By integrating AI with MR, 
developers can create more intelligent and responsive Metaverse applications that offer 
a range of benefits for users and businesses alike, including improved user experiences, 
increased efficiency, and enhanced security (Ford et  al. 2023 Mar). Furthermore, the 
combination of AI and MR technology can facilitate the development of new use cases 
and applications for the Metaverse, such as immersive training and education experi-
ences, collaborative workspaces, and gaming environments.

VR systems immerse users in completely virtual environments whereas AR overlays 
digital content on the top of the real world without taking into account its dynamic 
structure. On the other hand, MR systems constantly collect new information about 
the status of the environment. Accordingly, MR systems involve adding environment-
aware 2D/3D content into the real world. It can present a transition experience between 
VR and AR as virtual objects can be superimposed on the real-time dynamic real 
world.

Object detection plays a crucial role in achieving the Metaverse and is widely used 
in XR. Face detection is a common task in VR, whereas text recognition is prevalent 
in AR. Advanced AR applications may require object recognition to link a 3D model 
to the physical world, which necessitates accurate object detection and class recogni-
tion algorithms. By linking a 3D virtual object to a physical object, users can manipu-
late and move it, creating a more immersive 3D environment in the Metaverse. Initial 
attempts at semantic segmentation relied on feature tracking methods such as SIFT, 
which segment pixels based on handcrafted features and utilize classification tech-
niques like SVM. Even though they are used in both VR (Jenny et al. 2016) and AR 
(Peer et al. 2019), these techniques have poor segmentation performance. The potential 
of CNNs for semantic segmentation has recently been studied (Huanle et al. 2020).
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3.4  Extended reality emerging technology

The integration of AI with XR has the potential to revolutionize the way we interact 
with the Metaverse by enabling more natural and intuitive experiences (Yogesh et  al. 
2022). By using AI algorithms to analyze and learn from user behavior and prefer-
ences within XR environments, developers can create more personalized and adaptive 
XR experiences. For example, AI can be used to track user gaze and gestures within 
XR, enabling more natural and intuitive interactions with virtual objects and environ-
ments. Developers can construct more responsive and intelligent Metaverse applications 
by combining AI and XR, which has a number of advantages for both users and enter-
prises, including better user experiences, increased productivity, and improved security 
(Dirk et al. 2021). Additionally, AI and XR can offer a framework for creating fresh and 
inventive Metaverse use cases, such virtual healthcare, remote offices, and immersive 
entertainment.

The goal of XR is to give the user a seamless transition between fully virtual and fully 
real worlds. As a result, it connects the two worlds. It includes MR, AR, and VR under its 
wing (Venkatesan et al. 2021). Metaverse visual world construction embraces these differ-
ent technologies and their corresponding tasks.

In VR/AR/XR systems, optical see-through or video see-through displays are the princi-
pal means of gathering visual data. Following processing, users are presented with this vis-
ual data via head-mounted displays or cellphones. In this context, computer vision technol-
ogy plays a crucial role in the analysis, interpretation, and processing of visual information 
in the form of digital images and videos to make informed decisions and take appropriate 
actions.

We anticipate that human users will be represented in the Metaverse by avatars and 
followed by computer vision algorithms. Visual world Creation tasks which are critical 
to the success of every Metaverse application can be divided into three main parts: scene 
generation and recognition, non-player character (NPC), and Player character (Avatar) 
construction.

By integrating these technologies with AI, developers, and researchers can create more 
immersive, secure, and personalized Metaverse applications that offer a range of benefits 
for users and businesses alike.

3.5  Internet of things

The integration of AI with the IoT has the potential to revolutionize the way we interact 
with the Metaverse by enabling more seamless and intuitive experiences. By connecting 
virtual and physical environments through IoT devices, AI algorithms can analyze and 
learn from vast amounts of data in real-time, enabling more personalized and adaptive 
Metaverse applications. For example, IoT devices can be used to track user behavior and 
preferences within virtual environments, allowing AI algorithms to recommend personal-
ized content and services based on this data. IoT devices can also be utilized to build more 
lifelike and immersive Metaverse environments, such as ones that simulate changes in tem-
perature or lighting based on the user’s actual environment. Developers may build more 
responsive and smarter Metaverse applications by fusing AI and IoT, which has a number 
of advantages for both users and enterprises, including better user experiences, increased 
efficiency, and improved security.
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The term IoT refers to a broad idea that encompasses a wide range of sensors, actuators, 
data storage, and processing capabilities. As a result, any IoT-capable gadget may sense its 
surroundings, communicate, store, and analyze the data that it gathers, and take suitable 
action. All that occurs in the final stage of acting in the agreement is determined by the 
processing stage. An IoT service’s actual level of intelligence can be determined by the 
amount of processing or action it is capable of. A non-smart IoT system will be unable to 
adapt to changing data and will have limited usefulness. Nevertheless, a more advanced 
IoT system will incorporate AI and may be able to achieve the actual objective of auto-
mation and adaptation. (Ghosh et  al. 2018). The study paper (Wu et  al. 2020) discusses 
the security of IoT and how AI may improve it. New security technologies are urgently 
needed due to the special characteristics of IoT security and the limitations of current solu-
tions. As a new technology path, AI provides a wide range of applications. ML is a subject 
of research in the field of AI. Its theory and techniques have been applied to a variety of 
engineering difficulties to solve challenging issues. IoT security uses two classes of ML 
algorithms: transactional and decisional. Research (Kuzlu et  al. 2022) explored how AI 
will impact the IoT revolution. Several intelligent tasks, like speech recognition, language 
interpretation, dynamics, and others, are anticipated to be performed by simulated intel-
ligence without the involvement of a human. On the other hand, the IoT links a network 
of networked objects that communicate with one another across a network. IoT technol-
ogy has entered our daily lives to enhance our level of comfort. These web-based gadgets 
provide unfathomable amounts of data that may be used to understand customer behaviors, 
styles, unique information, etc. They cannot be ignored. Many projects don’t know how to 
store and cycle such enormous amounts of data, though. This is impeding the IoT’s ability 
to grow and expand. In this case, the ability of man-made intelligence to sort through the 
avalanche of data produced by IoT devices may be of great use. It enables you to evaluate 
the information and base your conclusions on what you discover.

A promising strategy for creating multimodal interaction systems that provide engag-
ing user experiences, especially for non-expert users, is seen to be the integration of IoT 
with AR/VR/MR. This is because it enables interaction systems to combine immersive 
AR content with the agent’s real-world context. However, to fully realize the potential of 
the Metaverse, advanced hardware technologies such as VR and AR devices are neces-
sary. While it is still possible to interact with the Metaverse using smartphones and laptops, 
these devices will eventually become outdated. In order to respond effectively in 3D virtual 
environments, a human avatar, for example, must be able to recognize the movements of 
other avatars or objects. Human avatars must also be able to understand the psychological 
and emotional characteristics of others as well as the 3D virtual world in the real world.

In order to enable wireless and seamlessly connected immersive digital experiences, the 
Metaverse (Kanter 2021) can employ the IoT to transform real-time IoT data from the phys-
ical world into a digital reality there. The IoT can improve how users physically engage 
with the virtual world created by AR/VR. Take the health awareness app as an example. 
Medical IoT devices that can be mounted to the user’s body, or a body suit equipped with 
sensors can instrument the user’s state, such as health issues that may cause a response 
in the virtual world (Pereira et al. 2021). The use of IoT sensors to measure a user’s body 
movement in virtual fitting rooms can also improve e-commerce experiences. The data 
from smartphone images or smart scales, for example, might be used to update the user’s 
personal bodily information. This goes beyond the restrictions of typical online purchas-
ing by letting the Metaverse users immerse themselves in a virtual version of the store. 
The latest Tactile Internet, which creates a network or network of networks for humans 
or machines to remotely access or manipulate real or virtual things in real-time, can also 
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make use of IoT data (Sodhro et al. 2018; Promwongsa et al. 2020). In addition to facili-
tating data transmission between the digital and physical worlds, IoT data can give AR/
VR applications context and situational awareness of physical objects (Aijaz and Sooriya-
bandara 2018; Lu et al. 2021). An augmented reality device, for instance, might react to the 
user’s finger motions or activate a cyber-physical feature in reaction to a real-world event. 
The interaction between the real world and the virtual one made possible by the Internet of 
Things (IoT) results in the creation of a digital twin, or a digital representation of the actual 
state of a specific physical thing (Minerva et al. 2020). The Metaverse wants to make sure 
the reflection is as near to the actual physical condition as feasible to create a useful digital 
twin. Digital twins become one of the core uses in the Metaverse as a result of this distinc-
tive trait. To make a group meeting effective in a professional setting, digital twins can be 
created using the Tactile Internet and Haptic Codecs (IEEE P1918.1.1) (Steinbach et  al. 
2018). Users can communicate with one another while using or exhibiting a replica of the 
hardware or software prototype. Digital twins aid engineers in operating 3D simulations of 
complicated systems during technical training programs (Stojanovic and Milenovic 2018). 
The digital twins offer a simulated environment that is connected to a real-world physical 
workplace where upkeep can be performed remotely. Urban planning and construction can 
virtualize a real-world city using digital twins, enabling locals or commercial players to use 
visual representation to carry out a development plan and identify prospective future urban 
projects (Farsi et al. 2020).

The Internet of Things is made possible by the use of wireless sensors, which also give 
AI the essential data it needs to build a digital environment that is useful to people. When 
wireless sensors are employed extensively, powering them has become a pressing issue. 
The most popular power source up to this point has been a battery, which can run the sen-
sor for a predetermined amount of time and store a specific amount of electric energy. The 
battery must be recharged or replaced once the electrical energy it contains is expended, 
which is an unmanageable load for the growing number of sensors. An efficient alterna-
tive is to use self-powered sensors, which can draw energy from their environment (such 
as light, heat, and mechanical vibration) to power themselves (Li et  al. 2023). Research 
work in (Gokasar et al. 2023) and (Muhammet et al. 2023) investigate the capabilities of 
the Metaverse to traffic safety by employing self-powered sensors. In (Gokasar et al. 2023) 
Metaverse self-powered sensors can capture uninterrupted data that allow for activities 
such as the management of the traffic network, the optimization of transportation facilities, 
and the management of urban and intercity journeys to be performed. (Gokasar et al. 2023) 
uses a case study based on a densely populated metropolis with an extensive education sys-
tem. The findings of the study in (Muhammet et al. 2023) show that public transportation is 
the most appropriate area for implementing the Metaverse into traffic safety because of its 
practical opportunities and broad usage area.

The coordination of various elements, such as objects, avatars, and their interactions, 
is essential in virtual shared spaces. The dynamic states and events taking place in the vir-
tual spaces must be reflected in all processes taking place in these environments. However, 
coordinating and controlling these states and events can be challenging, especially when 
several users interact with virtual objects at once without observing any observable lag. In 
virtual environments, it can be difficult to provide smooth interactions between an infinite 
number of users at once because any latency might have a negative impact on user expe-
riences. In (Park and Kim 2022), Metaverse hardware components require vision, audio, 
and tracking systems. Such requirements can be improved using AI technology. Recent AI 
research work is related to object detection and tracking, action detection, image caption-
ing, NLP, and speech recognition.
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3.6  Blockchain technology

The integration of AI with blockchain technology has the potential to enhance the secu-
rity, privacy, and scalability of Metaverse applications. By leveraging AI algorithms to 
analyze and learn from blockchain data, developers can create more secure and efficient 
blockchain-based Metaverse applications. For example, AI can be used to detect and 
prevent fraudulent activity on blockchain networks, such as identity theft and double-
spending attacks (Matthieu et  al. 2021). Additionally, AI can be used to analyze and 
optimize blockchain transactions, improving the efficiency and speed of blockchain 
networks. By integrating AI with blockchain technology, developers can create more 
secure and efficient Metaverse applications that offer a range of benefits for users and 
businesses alike, including increased trust, transparency, and privacy. Moreover, AI 
and blockchain can provide a platform for developing new and innovative use cases for 
the Metaverse, such as decentralized virtual marketplaces and secure digital identity 
systems.

Blockchain is also essential to the growth of the Metaverse since decentralization is 
a key component of Web 3.0, the next generation of the web. Therefore, even Metaverse 
initiatives must be developed as decentralized platforms to support a decentralized web. 
Projects in the Metaverse can benefit from decentralization thanks to blockchain tech-
nology (Gadekallu et  al. 2022). A network of autonomously operating computers is 
used to operate the distributed ledger known as the Blockchain. Due to the autonomy 
of the Blockchain, many parties can conduct transactions among themselves and record 
those transactions on the blockchain without the need for centralized authority. The 
Blockchain is transparent and unchangeable, so once anything is recorded it cannot be 
changed. The blockchain has the benefit of being completely trustworthy. Since block-
chain already addresses the problem of double spending, there is no need for confidence 
between the parties involved in the exchange. In the end, the blockchain resolves any 
potential fraud or identity theft problems. Blockchain-based prominent Metaverse appli-
cations have recently been created (such as the Play to Earn game), and NFTs (Non-
Fungible Tokens) play a significant part in these projects. The unchangeable digital 
proof-of-ownership that is logged onto the blockchain is provided by NFTs.

By incorporating Fungible tokens and NFTs into the Metaverse, many activities 
relating to the trade of digital goods may be made possible and made easier (Matthieu 
et  al. 2021). Additionally, users might be represented by distinctive Avatars, which 
would ultimately lead to the development of a Metaverse economy. Users can recreate 
several behaviors that are similar to our everyday activities in the Metaverse because it 
is a simulation of the real world. Socializing, having fun, and exchanging are just a few 
of these activities. The facilitation of a common currency may be necessary for all of 
these activities, and this can be done by using cryptographic assets. This cryptocurrency 
can be used by Metaverse users to pay for digital goods and services in both the real 
world and the virtual world (Gadekallu et al. 2022). The significant role that blockchain 
has played in the emergence of the Metaverse is examined in (Ning et al. 2021) about 
the governmental and commercial spheres, while its potential application for VR object 
connection is stated.

According to (Yang et al. 2022), the traditional Blockchain architecture is composed 
of several layers, including the data layer, network layer, consensus layer, incentive 
layer, contract layer, and application layer. The relationship between these layers and the 
Metaverse is described as follows:
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1. The mechanisms for transmitting and verifying data provide network support for various 
forms of data transfer and verification of the economic system in the Metaverse.

2. The credit problem of Metaverse transactions can be addressed through consensus 
mechanisms.

3. Blockchain-distributed storage guarantees the safety of digital assets and the identities 
of Metaverse users.

4. Smart contract technology has created a trustworthy environment for all Metaverse par-
ticipants. It realizes the value transaction in the Metaverse and ensures that the system 
rules defined in contract codes are followed transparently. After being launched, the 
smart contract code cannot be altered. Every clause in these smart contracts must be 
fulfilled in full.

Combining AI and blockchain is a trend that shows promise for promoting the devel-
opment of the blockchain/AI-enabled Metaverse ecosystem. The components that block-
chains can give for AI through trading in the decentralized market include datasets, 
algorithms, and computing power. The combination of blockchain, AI, and Metaverse 
also presents several new research difficulties. Due to the characteristics of digital goods 
and marketplaces, for instance, transaction volumes in Metaverse systems are far higher 
than those in the physical world. Avatars can produce material that can be traded with 
their digital certificates thanks to blockchain-based NFT (Lambert 2021).

The integration of Blockchain technology can strengthen the fundamental technolo-
gies that facilitate the Metaverse, enabling users to engage in social and business activi-
ties without fear of negative consequences. The Metaverse platform collects data from 
various IoT devices to ensure seamless integration across a wide range of Metaverse 
applications, such as healthcare, education, and smart cities. These IoT devices will 
employ diverse hardware, controllers, and objects to bridge the physical world with the 
Metaverse. Specific sensors on these IoT devices enable navigation in both the physical 
and virtual worlds upon connection to the Metaverse.

The ability of IoT devices to perform such tasks is crucial for users to participate in 
Metaverse activities. Blockchain technology allows IoT devices to communicate across dif-
ferent networks, generating secure records of shared transactions within virtual worlds.

Research in (Deveci et al. 2022) is considering a good example of the power of block-
chain with Metaverse to provide a solution for freight fluidity measurement. Three differ-
ent options are presented in this study for measuring goods fluidity. The technological, 
governmental, operational, and environmental sustainability merits of these options are 
assessed. To efficiently and effectively prioritize the options, experts are engaged. The 
Metaverse application, out of the three options, is the most advantageous to experts. This 
decision is mostly motivated by how straightforwardly accurate data may be gathered in 
the Metaverse. Since fluidity measurements are frequently carried out using information 
about goods transportation, acquiring a lot of trustworthy data using blockchain technology 
is very promising as a way to improve goods transportation and boost trip time reliability.

With the decentralized administration and control offered by blockchain, users, and 
applications can access and exchange IoT data, enhancing user trust and preventing 
conflicts in the Metaverse. All transactions are recorded and verified, ensuring the reli-
ability of data storage in real time. Due to the immutability of blockchain transactions, 
parties can rely on the information and respond promptly. By enabling users to main-
tain their IoT data records on public blockchain ledgers, blockchain technology can help 
resolve issues in the Metaverse (Gadekallu et al. 2022).
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The use of AI is essential for the development of the Metaverse and its potential, with 
AI models creating lifelike Avatars based on user photos or 3D scans. Avatar’s attributes 
affect the user interface, and AI can add dynamic features like facial expressions, emo-
tions, and appearance to the Avatar. Intensive AI training makes the Metaverse accessible 
to users worldwide, regardless of language ability. Blockchain encryption allows users to 
control their data and transfer AI ownership to third parties. Zero-knowledge proofs can 
confirm the accuracy of user information without disclosing it to applications. The audit 
trail provided by blockchain ledgers ensures transaction authenticity in the Metaverse, 
while a zero-knowledge evidence system protects privacy and prevents deep fakes. Techni-
cal aspects of Blockchain technology in the Metaverse are described in Fig. 6.

From the technical perspective, Blockchain-based methods for the Metaverse can be 
summarized as follows (Gadekallu et al. 2022):

1. In the Metaverse, it can be difficult to gather reliable data. Blockchain technology can 
help to get over these restrictions, but because of its distributed nature and complex-
ity, data collection may take longer (Xu et al. 2021). Blockchain transactions may take 
several days to execute, leading to a limited number of users and higher transaction fees 
(Alrubei et al. 2020). Moreover, copying data collected on a blockchain along the chain 
increases the need for storage space, which escalates as data collection in the Metaverse 
continues to grow (Chen et al. 2022). Thus, the development of mature blockchain 
technology is necessary to address the challenges in data collection for the Metaverse.

2. The decentralized structure of blockchain technology in the Metaverse can enhance 
data identification and labeling, as well as promote collaboration among data scien-
tists. Moreover, it offers data availability, reliability, and transparency. Consensus-based 
distributed ledgers provide enhanced resistance to duplication and tampering, as every 
block of the blockchain includes a backup of the data (Xie et al. 2019). However, new 
data must be duplicated throughout the entire chain, leading to delays that require further 
study. While blockchain technology ensures data immutability, the possibility of a hard 
fork must be considered. Hard fork refers to the situations when an upgrade in the block-
chain process is non-backward compatible with the current blockchain implementation 
(Yiu 2021).

Fig. 6  Blockchain technology for technical purposes within the Metaverse world
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3. Data sharing is an essential aspect of the Metaverse, and blockchain technology offers 
the potential for more adaptable and flexible data management. However, the use of 
blockchain also poses some challenges. Because each block in the chain duplicates 
data, transferring information can be slower, and as more users join Metaverse, the 
computational resources required to process transactions increase significantly. As a 
result, transaction costs can be higher, which could impede effective data sharing (Luo 
et al. 2019; Gao et al. 2021). To address these issues, next generation blockchains will 
need to be developed to improve the scalability and efficiency of data sharing in the 
Metaverse. Although blockchain technology offers data immutability, the possibility of 
a hard fork cannot be overlooked.

4. Blockchain technology may enhance interoperability across virtual worlds in the 
Metaverse, but more study is required. The existence of numerous public blockchains 
in various VR settings that cannot connect with one another presents the biggest obstacle 
to cross-blockchain enabled Metaverse interoperability. Because different platforms 
provide varying degrees of smart contract capabilities, adaptation will be challenging. 
Additionally, the variety of transaction topologies and consensus processes used by these 
virtual worlds restricts interoperability (Wibowo and Sandikapura 2019).

5. Maintaining data privacy is of utmost importance in the Metaverse, as a single human 
error, such as losing a private key, can jeopardize the security of blockchain technology 
and put data privacy at risk. However, implementing blockchain technology can help 
protect users’ data privacy. In the Metaverse, third-party programs often lack sufficient 
security measures, which can make personal data susceptible to attacks. Consequently, 
attackers may focus on these programs (Hassan et al. 2019).

3.7  Digital twins (DT (emerging technology

Operational assets, processes, and systems can be synchronized with the actual world 
using digital twins (DTs), which are representations of physical objects in virtual space. 
This encompasses tasks like monitoring, visualizing, analyzing, and making predictions 
(Tao et al. 2019). Through IoT connections, DTs exist at the nexus of the physical and 
digital worlds, giving the potential to stop changes made in the real world from reflect-
ing in the digital representation (Chen et al. 2021). DTs are regarded as a crucial com-
ponent of the Metaverse due to their distinctive qualities and act as a portal for users 
to access services in the virtual reality. With structure and functionality included, DTs 
produce exact duplicates of reality that technicians can control using 3D models of com-
plicated systems with varied degrees of sophistication (such as descriptive, instructive, 
predictive, comprehensive, and so on). DTs can function autonomously and have a wide 
range of uses, including technical teaching and commercial customization. DTs can be 
used by developers and service providers to create virtual representations of devices and 
operations that can be remotely analyzed with the use of AI (Rathore et al. 2021).

The combination of DT and AI is of great importance in the Metaverse world for 
several reasons:

1. Realistic Simulation: DT provides a realistic simulation of real-world entities in the 
digital world. This simulation can be enhanced with the application of AI algorithms, 
which can help to replicate complex real-world scenarios with high accuracy.
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2. Personalization: AI can be used to personalize the user experience within the Metaverse 
based on data gathered from DT. This can help to create customized services and envi-
ronments for individual users, enhancing their overall experience.

3. Predictive Analytics: AI algorithms can also be used to analyze data gathered from DT to 
predict future trends and scenarios. This can be particularly useful in identifying poten-
tial problems before they occur, allowing for proactive solutions to be implemented.

4. Autonomous Decision Making: With the use of AI DT can make autonomous decisions 
based on the data they collect and analyze. This can be particularly useful in scenarios 
where real-world entities need to be controlled or managed in the digital world.

Overall, the combination of DT and AI in the Metaverse world allows for a more realis-
tic, personalized, and proactive approach to digital simulation, which can greatly enhance 
the user experience and improve the efficiency of various systems and processes.

4  Applications of AI in the Metaverse

Metaverse is a persistent, unified network of 3D virtual worlds that will eventually serve as 
the gateway to most online experiences, it will also underpin much of the physical world. 
These concepts, which were formerly restricted to science fiction and video games, are now 
being developed to revolutionize every sector of the economy, from finance and healthcare 
to education and consumer goods. This section provides a deep discussion about how we 
can create a Metaverse world using different AI technologies.

4.1  Avatar creation and customization

Avatar creation and customization involve the process of constructing a 3D virtual world to 
provide users with an immersive experience. The process of creating immersion involves 
creating virtual scenes in the Metaverse and displaying them to users, using inspiration 
from computer vision, graphics, and visualization techniques (Zawish et  al. 2022). The 
Metaverse’s virtual world combines physical and digital elements and is made up of a vari-
ety of settings, NPCs, and player characters (avatars). Scenes show various virtual loca-
tions, including a campus (Duan et al. 2021) or a museum (Beer 2015). NPCs are objects 
that cannot be controlled by the player, but they play a crucial role in making the game 
world feel more lifelike (Warpefelt and Verhagen 2015). Contrarily, avatars are virtual rep-
resentations of participants in the Metaverse that allow for communication with other par-
ticipants or AI agents (Davis et  al. 2009). Users can engage with others in a real-world 
setting without any physical restrictions by becoming a Metaverse Avatar. Computer vision 
techniques enable XR devices to recognize and comprehend visual data about user activi-
ties and their physical surroundings, enabling the creation of these worlds and the interac-
tion between objects, resulting in more accurate and precise virtual and augmented envi-
ronments. Figure 7 illustrates the process of creating immersion in the Metaverse.

Avatar creation in the Metaverse is far more user-defined than the other two com-
ponents, with users contributing to numerous features in 3D modelling and animation 
development. Users often have a variety of options to change and personalize their ava-
tar’s appearance. Most video game designers either employ a small number of models 
or allow players to construct whole Avatars with just a few optional sub-models, like 
the nose, eyes, mouth, and so forth, resulting in player Avatars that are all identical 
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in appearance (Lee et  al. 2021). Certain programs allow users to scan their physical 
appearance and choose their virtual attire to imitate their real-life appearances. Despite 
a major improvement in realism, design-based avatars still retain a cartoonish appear-
ance. In the Metaverse, during various social interactions, specifics like the Avatar’s 
facial features (Wei et al. 2004) and micro-expressions (Murphy 2017), as well as the 
entire body (Kocur et al. 2020), can impact user perceptions. Therefore, to enhance real-
ism, various reconstruction technologies have been developed to create highly realistic 
3D faces and bodies.

The process of reconstructing faces plays a crucial role in the creation of Avatars. 
Conventionally, this process is carried out using 3D Morphable Models (Booth et  al. 
2016) based on the Principal Component Analysis algorithm, which has limitations in 
capturing facial details due to data quality. Deep learning approaches, such as Genera-
tive Adversarial Networks (GAN) and SDF (Yanghua et  al. 2017; Hongyu and Tianqi 
2019; Koichi et al. 2018), have, however, recently appeared and have attained a higher 
level of realism. Some researchers have utilized GAN to produce 2D avatars for video 
games, while others have produced 3D avatars by instantly processing 3D meshes and 
textures. An application for creating autonomous 3D avatars has been presented by 
authors in (Chai et  al. 2016; Takayuki and Takashi 2019; Tianyang et al. 2019) using 
face scanning rather than 2D images (Igor et  al. 2017). In addition, StyleGAN (Luo 
et  al. 2021) has been used to create highly photorealistic 3D face templates, as dem-
onstrated in (Luo et al. 2021). Recently, Microsoft proposed “Rodin”, a 3D generative 
model that generates 3D digital Avatars represented as neural radiance fields using dif-
fusion models (Wang et al. 2022).

The study of 3D bodies has been extensively researched, including the micro-neural 
rendering of 3D bodies based on different data types (Wu et  al. 2020) and the recon-
struction of high-realistic human dynamic geometry and textures from simple input 
(Liu et al. 2021). However, due to their small size, hands are frequently obscured when 
scanning or photographing whole bodies, which presents a barrier for researchers. To 
address this, a number of models have been put forth to depict human hands, the most 
well-known of which being MANO (Romero et al. 2017), which is well-suited for deep 
learning networks. Typically, user interaction with controllers or real-time tracking is 
used to create avatar animation (Genay et  al. 2021). Real-time tracking technologies 

Fig. 7  The immersion creation for Metaverse
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have become essential for generating animations since user interaction alone may not 
create strong ownership illusions through inputs that do not represent the user’s face, 
hands, or body. By mapping user movements, these technologies allow for more accu-
rate control of Avatars.

Several real-world examples of avatars are shown in Fig. 8, including Facebook Avatar, 
which lets users customize their social network avatars, Fortnite, a multiplayer game that 
lets players build, create, and customize their virtual worlds, VR Chat, a VR experience, 
and Memoji, which exemplifies a type of augmented reality and enables users to inter-
act with cartoonized faces during FaceTime on Apple iOS devices. Avatars can also be 
human-like ones that resemble real humans. We have created an Avatar dataset (Ahmed 
et  al. 2023) that comprises 130 human-like avatars of real persons that differ in shape, 
color, gender, and age. Regarding gender, there are 70 avatars for males and 60 avatars 
for females. Regarding age, there are 13 avatars for old people ages 50 to 70 years old, 
94 avatars for adults ages 18 to 49 years old, and 23 avatars for children. We used Avatar 
SDK (Avatar Sdk, https:// avata rsdk. com/) which converts selfies into realistic avatars. The 
dataset consists of an image of the avatar and a video that captures some facial movements 
ranging from 15 to 25 seconds for every person. Examples of the generated dataset are 
depicted in Fig. 9.

We use this dataset for authenticating avatars in the Metaverse. Avatar authentication is 
necessary for controlling the roles of users in the Metaverse.

4.2  Metaverse world construction

Metaverse visual world construction embraces different technologies including Augmented 
Reality, Virtual Reality, Extended Reality, and mixed reality and their corresponding tasks. 
The majority of VR, AR, and XR systems use an optical see-through or video see-through 
display to record visual data. A head-mounted device or a smartphone is used to process 
this data and deliver the results. To process, evaluate, and grasp visuals like digital pho-
tos or movies make decisions, and take necessary action, the use of computer vision is 

Fig. 8  Several real-life examples 
of Avatars

https://avatarsdk.com/
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inevitable. It is also related to computer-vision-based methodologies. Visual world Crea-
tion tasks which are critical to the success of every Metaverse application can be divided 
into three main parts: scene generation and recognition, Non-player character (NPC), and 
Player character (avatar) construction.

Users will encounter numerous vibrant and realistic scenes in the Metaverse. The con-
struction of the scene places a greater emphasis on the realism of architecture and lay-
out. Mesh models are more appropriate for reconstructing some buildings characterized 
by complex surface shapes like murals and statues. Leotta et  al. (Leotta et  al. 2019) for 
instance, used mesh models and segmentation techniques to reconstruct urban buildings. 
Navarro et al. used the mesh method to reconstruct indoor rooms into virtual worlds (Nav-
arro et  al. 2017). Some researchers looked into how to enable real-time reconstruction 
access for remote multiple clients in a virtual environment. Making physical-based con-
structions is one method for creating 3D models. This is accomplished by using 3D meas-
urement techniques, photogrammetry and notably laser scanning to build digital twin mod-
els (Deng et al. 2021). In VR and AR, there is currently an increased demand for producing 
high-quality and detailed photorealistic 3D content based on real objects and environments 
(Zhao et al. 2022). Building multi-scene graphs is proposed in (Zhu 2022), this framework 
merges many scene graphs into a single graph to allow for more thorough analysis and 

Fig. 9  Examples of the generated Avatars using OpenCV
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inference in addition to describing rich interactions in a single scene. SLAM Cast devel-
oped a practical client–server system for real-time capture and multi-user exploration of 
static 3D scenes (Stotko et al. 2019).

Rendering is a crucial step for providing virtual objects with real features and presenting 
them in front of our eyes. Rendering includes lightening, coloring, and texturing. Because 
many applications demand color information, laser scanning does not provide it. To col-
orize the point cloud data, a hybrid 3D reconstruction based on scan data and photos is 
applied. Ma et al., for instance, presented a differential framework for capturing freestyle 
material (Ma et al. 2021). This technique promotes the production of more realistic “vir-
tual things” in the Metaverse by significantly increasing sampling efficiency and more spe-
cifically restoring material properties. Many modeling programs are available, and they 
can be categorized into three types based on how they implement modeling and render-
ing. First, engineers and designers choose to use parametric 3D modeling, also known as 
CAD (computer-aided design) software, to construct models by setting the parameters like 
the real thing: materials, weight, etc. Second, polygon models are more concept-oriented 
than measurement-oriented, in contrast to CAD modeling. The popular software includes 
Blender, Maya, and 3Ds Max. Third, compared to polygon modeling, using digital sculp-
ture modeling tools like ZBrush6 demands more artistic talent. To create the virtual world, 
modeling software can be integrated with engines (such as Unity3D or Engine). Computer 
graphics software uses design-based animation to provide the appearance that objects 
are moving in 3D space. The scene generation process has accelerated greatly to almost 
real-time. However, the scenes produced by these computer-vision-based methodologies 
are constrained by the predefined elements used in AI algorithms, prohibiting the immer-
sive experience of human connection with a digital human in the Metaverse because these 
aspects aren’t the same as actual ones. Yet we want both parties to share the same scene 
and, consequently, the same environment. This makes the Metaverse’s sensing, sampling, 
and scene generation more difficult. One option is to record actual scenes and then utilize 
those pictures or films to create new ones, updating the scenes in the Metaverse quickly, 
possibly in real-time (Zawish et al. 2022).

Scene recognition is another solution by using an image recognition task, which 
entails predicting a location, based on some pre-defined categories. Scene recognition 
is very crucial to achieving successful interactions and harmony between applications 
in the Metaverse world. There is previous and ongoing research on Scene recognition 
(Deng et  al. 2021). Deep learning (Zawish et  al. 2022; Stotko et  al. 2019) has been 
widely used in the field of scene recognition. Especially, CNN has been extensively 
studied for different problems, all aimed at achieving an effective scene recognition pro-
cess (Lin et al. 2021; Deng et al. 2021). In (Deng et al. 2021), two different CNN net-
works are used to extract global and local visual features resulting in more robust scene 
recognition. CNNs have also been used for getting low-level features, to decrease the 
prediction time of complex scene recognition (Seong et al. 2020). In (Lee et al. 2021), 
ImageNet, a popular object detection dataset, was fine-tuned using a deep CNN, to 
train a scene recognition dataset. Some researchers have gone further to employ fusion 
techniques, by fusing objects and scene information using CNN (Seong et  al. 2020). 
In virtual spaces such as Metaverse, the problem of scene recognition has not yet been 
explored. Two Convolutional Neural Networks (CNN) models: SimpleNet and AlexNet, 
are applied in (Deng et  al. 2021) to automatically recognize Virtual scenes. A real-
world scenes dataset called Scene15 is used for training then the model is tested on 
virtual-world scenes. From the results analysis, the AlexNet model performed much bet-
ter than the SimpleNet model in terms of training time, test time, training accuracy, 
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and test accuracy. This is mainly because it was already pre-trained for image classi-
fication tasks. Another way to help scene recognition is holistic scene understanding. 
We gain an understanding of the physical world by responding to four basic questions: 
what is my role? What’s in my surrounding environment? How close am I to the men-
tioned object? What could the thing be doing? These questions are addressed by com-
prehensive scene understanding in computer vision. We must communicate with users 
and other objects in both the real and virtual worlds because of the Metaverse. Accord-
ingly, holistic scene understanding plays a crucial role in ensuring the operation of the 
Metaverse. (Lee et al. 2021) Computer vision based on artificial intelligence approaches 
can help in providing solutions to the scene understanding problem. Semantic Segmen-
tation and Object Detection are among the proposed solutions. Semantic segmentation 
is a computer vision task that divides an image into categories depending on the infor-
mation contained in each pixel. (Lin et al. 2021; Lin et al. 2021), It is considered one 
of the key techniques to completely understand the environment (Tanzi et al. 2021). In 
computer vision, a semantic segmentation algorithm should efficiently and swiftly seg-
ment each pixel based on the class information. Recent deep learning-based methods 
(Lin et  al. 2021; Lin et  al. 2021), and (Liang-Chieh et  al. 2018) have demonstrated a 
notable improvement in performance in urban driving datasets intended for autonomous 
vehicles. Accurate semantic segmentation in real-time, however, continues to be diffi-
cult. For instance, semantic segmentation algorithms need to execute at a pace of about 
60 frames per second (fps) for AR applications (Ko and Lee 2020). Semantic segmenta-
tion is therefore an essential but challenging task for realizing the Metaverse.

Another key task for understanding a scene is object detection, which aims to local-
ize the items in it and determine the class information for each one (Luyang et al. 2019). 
XR makes extensive use of object detection, which is crucial for realizing the Metaverse. 
For instance, a typical object identification task in VR is face detection, whereas a typi-
cal object detection task in AR is word recognition. A more advanced use of AR object 
recognition tries to integrate a 3D representation into the real world. To accomplish this, 
object detection algorithms must accurately determine the type and location of objects. 
Users can move and modify a physical object by positioning a 3D virtual object nearby and 
attaching it to it. The Metaverse’s 3D world can be made richer and more immersive with 
the aid of AR object identification. The early attempts at semantic segmentation primarily 
incorporate feature tracking techniques, such as SIFT, that seek to classify the hand-crafted 
features, like the support vector machine (SVM), before segmenting the pixels. Both VR 
and AR have used these algorithms (Jenny et al. 2016; Peer et al. 2019). These traditional 
techniques, however, have poor segmentation performance. Recent studies have investi-
gated CNN’s potential for semantic segmentation. These methods have been successfully 
applied to AR (Tanzi et al. 2021; Liang-Chieh et al. 2018; Huanle et al. 2020). The ability 
of semantic segmentation to address the occlusion issues in MR has been demonstrated in 
certain publications (Kido et al. 2021; Menandro et al. 2018). Image segmentation causes 
a significant computational and memory load because it employs each pixel, though. To 
comprehend the pixel-wise information in a 3D immersive environment in the Metaverse, 
we need real-time and reliable semantic segmentation approaches. The diversity and com-
plexity of virtual and actual objects, contents, and human avatars necessitate the devel-
opment of more flexible semantic segmentation approaches. The semantic segmentation 
algorithms must be able to tell the real pixels from the virtual ones, especially in the inter-
laced Metaverse world. In this situation, the class information may be more complex, and 
the semantic segmentation models may be required to work with classes that are not yet 
known.
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There are two types of object detection in the Metaverse: detection of unique instances 
(such as a face, marker, or text) and identification of general categories (such as automo-
biles and people). In XR, (Hbali et al. 2016; Nahuel et al. 2020), text detection techniques 
have been extensively researched. These techniques are already developed and can be used 
immediately to create the Metaverse. In recent years, there has also been a lot of research 
on face detection, and the techniques have proven to be reliable in a variety of recognition 
settings for XR applications, such as (Xueshi et  al. 2020; Tanja et  al. 2020; Amin et  al. 
2020; Bernardo et al. 2019; Jan and Jonatan 2018). In the Metaverse, users are represented 
by avatars, and these avatars can communicate with one another. Both authentic faces from 
the real world and artificial faces from the virtual world must be detected by face detec-
tion algorithms. Additionally, it may be more difficult to identify faces in the Metaverse 
due to occlusion issues, sudden changes in face posture, and illumination variations. The 
research community has focused a lot of attention recently on the detection of generic cate-
gories using deep learning. One of the SoTA techniques in the early stages of deep learning 
development was the two-stage detector, FasterRCNN (Ren et al. 2015). One of the SoTA 
techniques in the early stages of deep learning development was the two-stage detector, 
FasterRCNN (Ren et al. 2015). After that, the Yolo series and SSD detectors (Joseph and 
Ali 2018; Alexey et al. 2020; Wei et al. 2016) revealed excellent detection performance on 
different scenes having multiple classes. Successful applications of these detectors have 
been made to AR (Sagar 2018; Martin et  al. 2018; Haythem et  al. 2019). It has already 
been demonstrated that SoTA object detection techniques are effective for XR. To go to the 
Metaverse, there are still several challenges to overcome. The detection of smaller or tiny 
objects presents the first challenge especially when multiple things co-exist in the same 
space in the 3D immersive world. Some items and objects will get smaller as the camera’s 
Field of View (FoV) changes, making them difficult to see. Some items and objects will 
get smaller as the camera’s Field of View (FoV) changes, making them difficult to see. 
To detect these items independent of the capturing tools, the Metaverse’s object detector 
needs to be strengthened. Issues with data and class distribution make up the second. In 
the Metaverse, it is often simple to gather large datasets with more than 100 classes, but 
it is more difficult to gather datasets with a diverse scene and class distribution. The final 
one is the Metaverse’s object detection computational burden. The Metaverse’s 3D immer-
sive universe has a variety of information that must be distributed even in remote areas. 
The amount of computation required increases as the class size grows. To this goal, the 
research community anticipates the development of more effective and portable detection 
techniques (Lee et al. 2021).

4.3  User interactivity

The Metaverse offers users, the digital world, and the physical world sophisticated, 
multimodal interaction services (Yogesh et  al. 2022). The main obstacles to ensuring 
immersive experiences are real-time data flow and multi-player interaction across vari-
ous Metaverse zones. First, although more intensive rendering computations are needed, 
intelligent devices facilitate the powerful perception and interaction capabilities of the 
Metaverse. For instance, real-time interaction, synchronization, and large-scale recon-
struction and rendering provide challenges for multi-player interactions. Second, users 
must synchronize and switch services seamlessly between the physical and digital 
worlds in various Metaverse zones to employ diverse Metaverse services. Lastly, in a 
large-scale, complicated situation, flexible setup and optimization of multidimensional 
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network resources are also important for multi-player engagement (Jankowski and 
Hachet 2013; Yakun et al. 2022). Figure 10 shows the main components of interaction 
service in the Metaverse.

For a particular interaction task, the user can obtain seamless interactions in vari-
ous Metaverse zones using physiological signals as inputs and terminals for feedback 
output. Navigation, contact, and editing are the three operations that make up the gen-
eral interaction tasks (Zhao et  al. 2022). Geographic and non-geographic navigation 
are both included in interaction navigation, which is the user’s current view operation. 
Geographic navigation is the movement of a user across the real world or the virtual 
world utilizing an interaction terminal. By asking a question, performing a task, or tak-
ing other specific steps, non-geographic navigation completes the navigation process 
(Jankowski and Hachet 2013). Contact interaction is the use of multiple sensors, includ-
ing direct and indirect ways, to touch and sense the physical world. For instance, in 
the direct touch technique, people can experience the physical world quite similarly by 
using haptic and force feedback sensors to observe it. Indirect contact means that users 
can manipulate virtual physics in the digital environment. Any dynamic or entity that 
can be altered in the digital world is subject to editing interaction. There are numer-
ous perceptual channels available for users to interact with others in the Metaverse. 
Brain signals, taste, touch, and vision. A variety of signals, including electromyogra-
phy (EMG), electroencephalography (EEG), biopotentials, and many others, are gradu-
ally coming to be understood as potential interactive control inputs for the Metaverse 
that could free up user participation. Additionally, the visual display or sensors of the 

Fig. 10.  Main components of interaction service in the Metaverse
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intelligent interaction devices can provide feedback to people and their surroundings. 
Visual, auditory, and tactile modalities are only a few of the feedback channels for 
engagement. Users can engage with virtual representations in the digital world more 
realistically and receive immediate visual and acoustic input, for instance. Several 
force feedback sensors, such as smart XR gloves that can simulate information about 
the user’s shape and force, such as stiffness, friction, and sliding, can provide haptic 
feedback (Yakun et al. 2022). Collaborative interaction, which consists of communica-
tion, synchronization, and collaborative editing, is another more significant form in the 
Metaverse. For instance, users must communicate and synchronize the information of 
various users in real time when they are in the same Metaverse region. Also, collabora-
tive editing is needed when users interact across various Metaverse zones. The employ-
ment of user interaction approaches in both physical and virtual contexts has recently 
been proposed. Young et al. (Mary et al. 2015) suggested an interaction paradigm that 
allows users to synchronize high-fiving gestures in both real-world and virtual contexts. 
An interactive system was suggested by Vernaza et al. to link smart wearables (Vernaza 
et  al. 2012). The customization of virtual characters in virtual worlds was then made 
possible by Wei et al.’s user interfaces (Yungang et al. 2015). Third, the research com-
munity is beginning to pay more attention to user activity analysis in the Metaverse. The 
text content produced in many virtual worlds (Gema and David 2013) and avatar actions 
in virtual settings (Gema 2012) may be understood using well-known clustering tech-
niques (Gema and David 2013). Since the Metaverse may connect the users with other 
non-human animated objects, a study by Barin et al. (Amirreza et al. 2017) investigates 
the crash incidence of high-performance drone racing through the first-person view of 
VR headsets. The study’s conclusion statement encourages that user-drone interaction 
in virtual settings will no longer be constrained by physical factors like acceleration and 
air resistance. Instead, the layout of user interfaces could slow down users’ responses 
and cause serious crash issues.

4.4  Text/audio understanding

The Metaverse is marketed as a place without boundaries and a virtual setting where indi-
viduals may be themselves without having to consider their racial or linguistic background. 
It’s simpler to detect bad behavior when technology can quickly grasp and interpret natural 
language. Users may be removed from platforms when this information is identified, pro-
tecting other users. Furthermore, the system may even be able to recognize people who 
may be susceptible to such attacks and initiate preventative support measures for them. 
Natural language processing (NLP) techniques will enable this by instantly decomposing 
natural languages and converting them into a machine-readable format (Güven and Balli 
2022). This machine-readable text will undergo processing before being translated back 
into another language. Edge computing (Khan et al. 2019) can accomplish all of this in a 
matter of seconds, giving the conversion a realistic appearance even in the virtual world. 
Facebook recently unveiled Horizon Workrooms (Meta 2021), a well-designed meeting 
platform which enables users to work, collaborate, and connect with others in the virtual 
world using VR devices in addition to conducting training and coaching sessions. Users are 
represented by avatars on this platform. AI avatars could be used by businesses as assis-
tants to guide consumers through virtual spaces for a better user experience. For enter-
prises joining the Metaverse, this level of human-like communication will have far-reach-
ing effects. They’ll be in a better position to comprehend and interact with customers. They 
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will be able to offer great, individualized client service around the clock. Additionally, by 
outsourcing tasks to skilled AI service providers, they will significantly reduce labor costs 
(https:// accel erati oneco nomy. com/ Metav erse/ how- nlp- can- enhan ce- the- Metav erse- exper 
ience/). Chatbots with AI are becoming more and more common in businesses. In the 
Metaverse, AI bots can be employed for a range of purposes, including sales, marketing, 
and customer support. It can assist users in the Metaverse by giving directions, offering 
details about goods and services, responding to inquiries from clients, taking orders, and 
even carrying out transactions on their behalf. Meta announced a next-generation AI model 
called Project CAIRaoke (https:// ai. faceb ook. com/ blog/ proje ct- caira oke/) that will power 
chatbots and assistants in its Metaverse.

To completely support text- and speech-based interactive experiences between human 
users and virtual assistants in the Metaverse, NLP approaches should be merged. The major 
method of communication between entities (avatars, virtual people, or even non-human 
things) in the Metaverse is voice, which is seen as one of the key interfaces for humans 
to enter the Metaverse. The two primary tasks involved in voice processing are automatic 
speech recognition and text-to-speech (or speech synthesis), which converts voice signals 
to text or vice versa. In the Metaverse, along with language understanding tools, automatic 
speech recognition and text-to-speech enable entities to understand the message and pur-
pose of others and to communicate as if they were in the real world. Using NLP, digital 
objects within the Metaverse can also “speak back”. VR users frequently receive responses 
from non-player characters (NPCs) or artificial humans in the form of speech bubbles. 
These interactions would be elevated to a whole new level by NLP, which would enable 
the production of audio answers with voice modulation and subtle grammatical variations. 
To reach a larger audience, it might even automatically convert the response into several 
languages.

Additionally, audio signals might be converted into binaural signals so that people 
might experience auditory immersion and a feeling of the position of the sound source in 
an enclosed area. Many obstacles still need to be overcome to achieve full auditory immer-
sion in the Metaverse. These obstacles include distinguishing between Metaverse and real-
world sound, producing customized speech synthesis, creating complex 3D soundscapes, 
etc., all of which heavily rely on cutting-edge signal processing and machine-learning tech-
niques. The Metaverse is filled with sound, and we think AI is playing a major role in audio 
management there. In the following, we illustrate in more detail some key concepts in NLP 
that can be used to create and enhance a Metaverse world.

5  Problems and challenges

5.1  Avatar creation and customization

There are some of the challenges and problems associated with using AI for Avatar crea-
tion and customization in the Metaverse world:

1. Quality of generated Avatars: One of the primary challenges with using AI for Avatar 
creation is generating high-quality Avatars. This is because current AI models may not 
have the ability to create highly detailed, realistic, and unique Avatars, which may result 
in a lack of diversity in the Metaverse.

https://accelerationeconomy.com/Metaverse/how-nlp-can-enhance-the-Metaverse-experience/
https://accelerationeconomy.com/Metaverse/how-nlp-can-enhance-the-Metaverse-experience/
https://ai.facebook.com/blog/project-cairaoke/
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2. Personalization: Personalization is a key aspect of Avatar creation, and it is challeng-
ing to train AI models to generate highly personalized Avatars that reflect the user’s 
personality, interests, and preferences.

3. Data privacy and security: The collection and use of user data to create Avatars and 
customize them can raise privacy and security concerns, especially if the data is not 
adequately protected.

4. Accessibility and inclusivity: In the Metaverse world, Avatars are essential tools for 
users to interact with each other. However, not all users may have equal access to AI-
generated Avatars, and this can result in the exclusion of certain groups of people.

5. Ethical considerations: AI-generated Avatars can create a risk of perpetuating stereo-
types, biases, and discriminatory practices if the training data used to create the models 
is not diverse or representative of all groups of people.

6. Continual learning: AI models for Avatar creation must continually learn and evolve to 
meet the changing preferences and needs of users. This requires a significant number 
of resources and ongoing maintenance to keep up with the demands of the Metaverse 
world.

Overall, while the use of AI for Avatar creation and customization offers many benefits, 
such as increased efficiency and personalized experiences, there are significant challenges 
that must be addressed to ensure that this technology is used responsibly and ethically.

5.2  Computer vision with AI in the Metaverse

Some of the challenges and problems associated with using computer vision with AI in the 
Metaverse world are presented in the next:

1. Realism and accuracy: One of the primary challenges of using computer vision with 
AI in the Metaverse is achieving a high level of realism and accuracy. This is because 
the Metaverse is a virtual world, and the images and video captured by computer vision 
algorithms must accurately represent the virtual environment.

2. Computational power and scalability: Computer vision algorithms need significant com-
putational power to process large amounts of data quickly. As the Metaverse continues 
to grow, there may be challenges in scaling up computer vision algorithms to handle 
the increasing amounts of data.

3. Privacy and security: The use of computer vision with AI in the Metaverse raises con-
cerns regarding privacy and security. This is because the algorithms may capture and 
process sensitive information about users without their knowledge or consent.

4. Bias and fairness: Computer vision algorithms can be biased and unfair if the training 
data used to develop the algorithms is not diverse and representative of all groups of 
people. This can lead to discriminatory practices and exclusion of certain groups of 
people in the Metaverse.

5. Transparency and interpretability: The complexity of computer vision algorithms makes 
it challenging to figure out how they work and how they make decisions. This lack of 
transparency and interpretability can make it difficult to identify and correct errors or 
biases in the algorithms.

6. Environmental impact: The computational power required for computer vision algo-
rithms can have a significant environmental impact, especially if the algorithms are run 
on energy-intensive hardware.
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Overall, while the use of computer vision with AI in the Metaverse offers many ben-
efits, such as improved user experiences and enhanced interactions, there are significant 
challenges that must be addressed to ensure that this technology is used responsibly and 
ethically.

5.3  Natural language processing with AI in the Metaverse

Some of the problems and challenges of using NLP with AI in the Metaverse world are 
highlighted in the following:

1. Understanding context: Understanding the context of the text is one of the biggest chal-
lenges in NLP. In the Metaverse, users may use slang, jargon, or other forms of language 
that are not commonly used in the real world. This can make it challenging for NLP 
algorithms to understand the meaning of the text accurately.

2. Multilingual support: The Metaverse is a global platform, and users from different 
parts of the world may use different languages. NLP algorithms must be able to support 
multiple languages to enable effective communication between users.

3. Real-time processing: In the Metaverse, users may communicate with each other in real-
time. This requires NLP algorithms to process text quickly and accurately to facilitate 
seamless communication between users.

4. Privacy and security: NLP algorithms may collect and process sensitive information 
about users, such as their personal preferences, interests, and behavior. This can raise 
privacy and security concerns, especially if the data is not adequately protected.

5. Bias and fairness: NLP algorithms can be biased and unfair if the training data used to 
develop the algorithms is not diverse and representative of all groups of people. This 
can lead to discriminatory practices and the exclusion of certain groups of people in the 
Metaverse.

6. User experience: The success of NLP algorithms in the Metaverse depends on how well 
they can provide a seamless user experience. This includes ensuring that the algorithms 
can understand user requests accurately, provide relevant information, and respond 
quickly.

Overall, NLP with AI offers many benefits in the Metaverse world, such as facilitating 
communication between users and providing personalized experiences. However, there are 
significant challenges that must be addressed to ensure that this technology is used respon-
sibly and ethically.

5.4  Legal and ethical considerations in AI‑enabled Metaverse applications

This subsection addresses the legal and ethical considerations of using artificial intelli-
gence (AI) in the Metaverse. The integration of artificial intelligence technologies within 
the Metaverse raises important legal and ethical considerations that warrant attention. In 
this subsection, we explore key aspects of the legal and ethical landscape surrounding the 
use of AI in the Metaverse.

• Intellectual Property Rights: The utilization of AI algorithms and models within the 
Metaverse necessitates an examination of intellectual property rights. Issues may arise 
in terms of copyright, patentability, and ownership of AI-generated content. Questions 
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regarding the ownership of AI-generated artworks, virtual goods, and other digital 
assets may require clarification within existing intellectual property frameworks.

• Privacy and Data Protection: AI technologies in the Metaverse often rely on extensive 
data collection and analysis. The collection, storage, and processing of personal and 
behavioral data in virtual environments raises concerns related to privacy and data 
protection. The legal landscape surrounding data protection and user consent must be 
considered to ensure compliance with relevant regulations such as the General Data 
Protection Regulation (GDPR) and similar legislation.

• Liability and Accountability: The dynamic nature of the Metaverse and the autono-
mous decision-making capabilities of AI systems give rise to questions of liability 
and accountability. In the event of AI-related errors, accidents, or malicious activi-
ties within virtual environments, determining responsibility and assigning liability can 
be challenging. Legal frameworks should address these issues to ensure appropriate 
accountability and the protection of user rights.

• Regulatory Frameworks and Governance: Given the potential societal impact of AI-
enabled Metaverse applications, the development of comprehensive regulatory frame-
works becomes crucial. Governments and regulatory bodies should establish guidelines 
that govern the use of AI in the Metaverse, including standards for safety, security, and 
ethical considerations. Striking a balance between innovation and protecting public 
interests will be pivotal in shaping the future regulatory landscape.

• Ethical Concerns and Human Rights: Ethical considerations surrounding AI and the 
Metaverse extend beyond legal compliance. Questions of fairness, transparency, and 
inclusivity arise concerning AI-generated content, virtual experiences, and social inter-
actions. The potential for discrimination, bias, and the erosion of human agency within 
virtual environments must be critically evaluated, and ethical guidelines should be 
developed to mitigate these risks.

By addressing these legal and ethical considerations in the context of AI-enabled 
Metaverse applications, we can foster responsible development and deployment of AI tech-
nologies within virtual environments. A comprehensive understanding of the legal and 
ethical landscape will contribute to the creation of a more inclusive, secure, and ethically 
sound Metaverse ecosystem.

6  Recommendations and future directions

A virtual transformation will be driven and integrated by AI and Metaverse. Furthermore, 
technical professionals are interested in the Metaverse and its future. A VR world called 
Metaverse allows for user interactions using a variety of technologies, including AI, AR, 
VR, etc. Users can interact with 3D digital items and virtual Avatars utilizing a variety of 
tools and technologies. Additionally, AI and Metaverse work together to create innovations 
and discoveries that usher in a new era of reality.

AI is widely used across many applications, including ML algorithms and deep learn-
ing structures. These techniques have demonstrated significant value in a variety of areas. 
For example, ML methods such as unsupervised, semi-supervised, supervised, and rein-
forcement learning have been applied to classification and regression models for language-
processing tasks, like voice recognition, which enables system agents to understand user 
commands. Additionally, complex patterns of human actions can be analyzed and learned 
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through physical activity recognition, allowing systems to comprehend user activities and 
interactions in the virtual world by gathering sensor-based signals from multiple devices, 
including mobiles, smartwatches, and other wearable devices. Deep Learning architectures 
such as recurrent neural networks (RNN), long short-term memories (LSTM), and con-
volutional neural networks (CNN) have emerged as powerful AI techniques for identify-
ing complex patterns from large datasets and have achieved great success in the computer 
vision industry. Deep Learning is now being used in various industries, including gaming, 
human-computer interaction, wireless communications, and finance.

The use of AI is crucial to ensure the reliability and performance of the infrastructure 
in the Metaverse, as demonstrated by the seven-layer Metaverse platform. The value chain 
of the Metaverse market is described by these seven layers. Opportunities, technological 
advancements, and solutions fall under this category. Without the base that infrastructure 
provides, none of the next advancements would be possible. The Metaverse is therefore 
driven by technical procedures. The other layers include experience, discovery, the crea-
tive economy, spatial computing, decentralization, and human interface. The experience 
layer: The excitement and resources the Metaverse has attracted are directly related to the 
realistic experiences it is positioned to offer. The Metaverse is made up completely of expe-
riences. Gaming, social interactions, eCommerce, entertainment, and e-sports may all be 
revolutionized by the immersive and real-time features of a true Metaverse.

• The discovery layer: This layer describes how app stores, search engines, review web-
sites, and display advertising can help users find new experiences or platforms. Most 
discovery tools fall into one of two categories: inbound or outbound. Finding new 
platforms, protocols, and communities is an essential stage in the development of 
Metaverse technology.

• The creator economy: To create digital resources, immersive experiences, and other 
assets, developers and content producers use a wide variety of design tools and soft-
ware. As time goes on, an increasing number of systems offer drag-and-drop function-
ality to make creating easier. As Web3 grows more established in culture and Web2 is 
gradually phased out, becoming a maker, developer, or designer has never been easier. 
This is evident on numerous Metaverse platforms, such as The Sandbox, which makes 
the creation of digital assets incredibly straightforward and code-free.

• The spatial computing layer: A technology solution known as spatial computing com-
bines virtual and augmented reality (VR/AR) to deliver a high level of authenticity. 
Spatial computing gives users the ability to navigate 3D environments, digitize objects 
using the cloud, and interact with their surroundings via spatial mapping, which dis-
plays information related to actual areas in user contexts.

• The decentralization layer: The Metaverse would be controlled by a decentralized 
autonomous organization (DAO) with open ownership and would be decentralized, 
open, distributed, and decentralized. Normal users would be unable to tell who had 
access to it and under what circumstances due to central ownership. Users would be 
dissatisfied if there were security lapses as a result of this. A revolutionary solution 
to the privacy and data security issues that could arise in a centralized Metaverse is 
blockchain technology. Decentralized apps (dApps), also known as blockchain-based 
applications, are being created and utilized in a wide range of industries to make use of 
the inherent security and decentralization of the blockchain.

• The human interface layer: This layer describes the HCI (very advanced human-com-
puter interaction) technologies that enable users to explore the Metaverse. Hence, it 
includes haptic technology, smart eyewear, and VR headsets that let users move around 
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virtual worlds. People will be able to learn more about their environment by using 
products like Google Glass or Project Aria from the Meta Platform.

• The infrastructure layer: The technologies in the seventh help in achieving earlier con-
cepts in reality. 5G- capable infrastructure is important to boost network capacity and 
reduce congestion and latency. To function properly, the devices found in the human 
interference layer also need components such as tiny, long-lasting batteries, semicon-
ductors, and microelectromechanical systems (MEMS). Wi-Fi, blockchain, artificial 
intelligence (AI), cloud computing, and graphics processing units are among the tech-
nologies that support the Metaverse.

In the 5G and upcoming 6G systems, advanced supervised learning and reinforcement 
learning ML algorithms have been implemented for a range of challenging tasks, includ-
ing effective spectrum monitoring, automatic resource allocation, channel estimation, 
traffic off-loading, attack prevention, and network fault detection. Additionally, wearable 
sensor-based technology and other devices have been used with ML and Deep Learning 
models for human-machine interaction, allowing for the recognition of simple gestures and 
complex activities. As a result, users’ physical movements can be translated into actions 
in the virtual world, giving them complete control over their avatars’ interactions (Yakun 
et al. 2022). Moreover, AI enhances the accuracy and processing speed of voice recogni-
tion and sentiment analysis, which includes facial expressions, emotions, body movement, 
and physical interactions, enabling avatars to interact with various real-world modalities.

Although head-mounted displays are used in XR/VR to create immersive experiences, 
AI plays a crucial role in the background to enhance the virtual world’s appearance and 
provide a seamless user experience. AI can simplify the content creation process, with tools 
such as NVIDIA’s GANverse3D that can transform photographs into virtual reproductions. 
Various deep learning-based techniques can achieve high accuracy and real-time process-
ing for displaying 3D objects, using software such as Facebook’s PyTorch3D library and 
hardware. Meta’s AI research supercluster, which is one of the fastest AI supercomputers 
globally, is designed to speed up AI research and support the development of the Metaverse 
(Yogesh et  al. 2022). The supercluster can aid AI scientists and researchers in creating 
stronger deep learning models from large data sets, such as text, speech, image, and video, 
for various applications and services. All the supercluster’s achievements and outcomes 
will be integrated into the Metaverse platform to create AI-driven goods and promote user 
interaction with virtual assistants and other users. AI also broadens the Metaverse’s poten-
tial, allowing individuals and organizations to create, acquire, and market diverse goods, 
services, and solutions. This encourages collaboration and communication between people 
and companies for better opportunities. Advanced technologies such as 5G, XR/VR, and 
blockchain are combined to create a fully 3D immersive experience in the Metaverse, ena-
bling users to interact and work together in virtual worlds.

By fusing the virtual world with NLP, computer vision, and neural interface, AI also 
makes it possible for the Metaverse to implement several different purposes. As a result, AI 
is crucial to the Metaverse since it provides dependability and improves performance for a 
better experience. However, it is still unclear from a technology and application standpoint 
how AI might affect and contribute to the Metaverse.

We present a thorough analysis of the current AI-based works from the technical and appli-
cation viewpoints; we then talk about their prospective applications in the Metaverse. The key 
contributions of our study are essentially summed up as follows. We examine cutting-edge 
AI-powered methodologies reliant on numerous technical facets, which exhibit tremendous 
promise for the establishment and growth of a Metaverse platform. For certain applications 
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that are more likely to be used in the Metaverse, a thorough study of the current AI-aided 
methodologies is offered. We discuss several intriguing Metaverse cases where AI has been 
used to improve the immersive experience and create user-focused services. Additionally, 
some potential AI research avenues for the Metaverse are discussed.

7  Concluding remarks

As the Metaverse becomes more prevalent and VR experiences become more advanced, the 
integration of AI with technologies such as IoT, blockchain, VR, AR, MR, and XR will con-
tinue to play an increasingly important role in shaping its development. This survey paper has 
explored the current state and future possibilities of AI in the Metaverse, including the poten-
tial benefits and challenges that come with this integration.

This survey offers a thorough analysis of how AI contributes to the creation of immersive 
Metaverse experiences. The goal of AI research is to build machines that comprehend natural 
language, interpret data, and take action on that data in the same way that humans do. AI can 
process a lot of data quicker and more effectively than humans. The Metaverse uses a variety 
of cutting-edge technologies in which AI plays an important role. We went over the key ideas 
behind AI as they pertain to learning paradigms in the different technologies of computer 
vision, XR, NLP, and blockchain. IoT and networking. We discussed the fundamental ele-
ments of the Metaverse (i.e., immersion creation, user interaction, NLP. The aforementioned 
technologies’ principles are offered to give readers a better knowledge of their technical com-
ponents and state-of-the-art, paving the way for a fully immersive Metaverse. To provide a 
future perspective of how AI technology might aid in the building of an XR environment that 
is as realistic as possible, we presented a thorough overview of the state-of-the-art in AI and 
examined the role of AI in achieving the Metaverse. The virtual environment will be a fantas-
tic tool for people and those who inhabit it with this technology. By understanding these pos-
sibilities, we can better prepare for the exciting new era of VR and ensure that we are using AI 
ethically and responsibly. Ultimately, AI has the potential to greatly enhance the user experi-
ence in the Metaverse and improve the efficiency of virtual operations. As such, it is important 
to continue to explore and develop these technologies and integrate them in a way that maxi-
mizes their potential for positive impact.
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