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Abstract
Machine learning (ML) and Deep learning (DL) models are popular in many areas, from 
business, medicine, industries, healthcare, transportation, smart cities, and many more. 
However, the conventional centralized training techniques may not apply to upcoming 
distributed applications, which require high accuracy and quick response time. It is mainly 
due to limited storage and performance bottleneck problems on the centralized servers 
during the execution of various ML and DL-based models. However, federated learning 
(FL) is a developing approach to training ML models in a collaborative and distributed 
manner. It allows the full potential exploitation of these models with unlimited data and 
distributed computing power. In FL, edge computing devices collaborate to train a global 
model on their private data and computational power without sharing their private data on 
the network, thereby offering privacy preservation by default. But the distributed nature 
of FL faces various challenges related to data heterogeneity, client mobility, scalability, 
and seamless data aggregation. Moreover, the communication channels, clients, and central 
servers are also vulnerable to attacks which may give various security threats. Thus, a 
structured vulnerability and risk assessment are needed to deploy FL successfully in real-
life scenarios. Furthermore, the scope of FL is expanding in terms of its application areas, 
with each area facing different threats. In this paper, we analyze various vulnerabilities 
present in the FL environment and design a literature survey of possible threats from 
the perspective of different application areas. Also, we review the most recent defensive 
algorithms and strategies used to guard against security and privacy threats in those areas. 
For a systematic coverage of the topic, we considered various applications under four 
main categories: space, air, ground, and underwater communications. We also compared 
the proposed methodologies regarding the underlying approach, base model, datasets, 
evaluation matrices, and achievements. Lastly, various approaches’ future directions and 
existing drawbacks are discussed in detail.
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1 Introduction

Machine Learning (ML) has revolutionized modern computing by allowing computers to 
learn without explicit programming. An ML algorithm trained on massive data can learn, 
self-teach, and evolve as intelligent entity. The essence of achieving this intelligence is hid-
den in the data provided to the model for training. The more versatile the data better is 
the learning. Today, data availability is not an issue anymore because most people carry 
their smart personal computing devices, such as smartphones, tablets, etc., all the time, 
equipped with sensors (cameras, GPS chips, microphones, etc.) continuously producing a 
bulk amount of data. Hence, access to a huge amount of data is needed to build a reliable 
ML model.

Conventionally, ML models are trained in a centralized manner, where algorithm and 
training data are stored on a single machine or server. But, this approach has challenges, like 
the computational power of the central machine and security and privacy concerns of the 
data collected from various users or organizations. Harvesting this massive amount of data 
to a central server is a costly process involving risks and responsibilities. Moreover, the risk 
of central server failure and data breaches is also there. Also, this centralized system needs 
to be more transparent to the end-users, leading to a lack of trust in the system.

Recently, few companies have been found listening to the conversation of their end-
users for collecting datasets to analyze their client’s behaviors. After such practices by 
these organizations, end-users are now very much concerned with their data’s security and 
privacy. Therefore, they are only willing to share it with guaranteed assurance. Federated 
Learning (FL) has recently emerged as a solution proposed by Google Research (Konečnỳ 
et al. 2016) to overcome all the challenges mentioned above in the traditional ML train-
ing approach. FL is a distributed training framework for ML and DL models, where the 
model is shared with all the clients or edge devices participating in the training of a model 
on their local and private data (Bonawitz et al. 2019; Yang et al. 2019). After training, all 
clients send their model updates to the cloud-based central server for aggregation into a 
trained global model. This process continues in rounds till the model converges or achieves 
the required accuracy.

In this way, clients’ private data do not leave their devices, and it assures them security 
and privacy. However, FL is still in its initial stages and needs more research to be carried 
out to confirm the assurance it is offering and pave a pathway for its mass application (Ma 
et al. 2020a).

Because of the unknown security and privacy implication, FL still needs more trust in 
the community for its widespread use in various applications. On the other hand, because 
of the privacy-preserving offers made by FL, it attracts multiple domains dealing with 
sensitive data, like banks, pharmaceutical companies, medicine, hospitals, etc. Organiza-
tions today want to keep their private data private and wish to exploit the capabilities of 
ML models. Therefore, the primary focus is on investigating all these possible privacy and 
security attacks in this new FL environment to ensure that it gets a fair chance to show its 
true potential in various domains (Li et al. 2019). Research work based on FL has recently 
gained much attention in providing solutions for the above concerns in many different 
application areas. Several survey papers are also available, focusing on security, privacy, or 
both. So, our survey paper is useful because it is not restricted to any specific field, area, or 
domain. Instead, it explores security and privacy concerns in FL deployed in space (satel-
lites), air (UAV, radios, etc.), ground (IoT, mobile devices, etc.), and underwater (sea, riv-
ers, etc.) communications Fig. 1.
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Figure  2 highlights some potential application domains currently deploying FL. It is 
evident from the diagram that the scope of FL is widespread, including industries, telecom-
munications, IoTs, pharmaceuticals, healthcare, smart farming, defense, smart city, satel-
lite/terrestrial communication, ground and air-based transportation, ocean management, 
and many more Kumari et  al. (2021). From the diagram, we can understand the global 
scope of FL, and it is impossible to capture the entire scenario in simple words. Therefore, 
we categorized the applications into four major domains, namely, space, air, ground, and 
underwater application areas. The significant applications belong to the ground domain. 
The air, space, and underwater domains still need to be explored, but research is also hap-
pening in these domains. The applications in one domain communicate and coordinate 
with other domains, such as satellites sending and receiving communications from earth 
stations. Similarly, drones communicate with their base stations on the ground. Air-based 
transportation is also controlled from the ground, and unmanned aerial vehicles can be used 
for disaster management on earth and at sea. Smart sensors play a crucial role in imple-
menting FL, which can be installed anywhere, from the sea, rivers, industrial chimneys, 
homes, buildings, vehicles, roadsides, and many more, to collect huge amounts of informa-
tion. With the huge amount of useful information and processing from edge devices, FL is 
overcoming many issues present in earlier systems. One of the major issues is the security 
and privacy of the participating participants in FL. This article comprehensively explored 
the majority of the work done by the researchers in resolving major privacy and security 
concerns in the FL environment.

1.1  Research contributions

FL has recently attracted a lot of attention and has scope in various application areas, 
as shown in Fig. 2. But, being a new technology, a considerable gap exists between the 

Fig. 1  FL is an evolving training framework for ML and DL models where smart computing devices such 
as a tablet, smartphones, laptops, etc., connected in a distributed manner via the internet or WiFi, come 
together in collaborative learning. It is attracting lots of attention from industry and researchers in various 
application areas giving it universal applicability
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theoretical concept and its actual realization. Much research is going on to fill this gap and 
its successful realization with trust. In this paper, we focused on security and privacy in FL 
to enhance the trust factor in this new technology. Therefore, researchers are working in 
this direction to fill these gaps for its successful realization with trust. This paper explores 
the basic concepts of FL, major threats, vulnerabilities, and various defenses proposed by 
the researchers to cope with them. Figure 4 shows the introductory terminology covered. 
And the major contributions of the paper are as follows.

• We discuss the basic concept of FL, its architecture, needs, platforms, approaches, and 
techniques for introducing and understanding the topic.

• We explore and analyze major vulnerabilities, attacks, and threats in FL that hinders its 
successful mass adoption.

• We investigate and present an in-depth systematic survey of various privacy and 
security threats and the recent defensive strategies proposed to defend against them. We 
covered as many applications as possible and sorted them under the broad spectrum of 
space-based, air-based, ground-based, and underwater-based domains.

• Finally, we discuss the significant challenges and future research directions in the 
security and privacy of FL.

1.2  Organization

The proposed survey is organized as follows. Section 1 gives the introduction to the article. 
Section 2 discusses the research approach used for this comprehensive survey. Section 3 
covers the basic concept, architecture, approaches, and technologies that need to understand 
before going into depth. Also, this section discusses the major vulnerabilities that FL is 
facing in its deployment. Section 4 explores security and privacy concerns in FL. Section 5 
discusses the work done by various researchers over the years to defend against security 
breaches and privacy threats in FL, covering almost every application area in space, air, 
ground, and underwater. Finally, Sect.  6 concludes the paper with future directions for 
further enhancing security and privacy in FL. Figure 3 shows the section-wise distribution 
of the paper.

2  Materials and methods

This section discusses the statistics and research questions that helped and inspired me 
to carry out and shape this survey article. The inclusion and exclusion criteria followed 
to finalize the research papers and search strings are also discussed. Finally, compare our 
work with a few other survey articles in the area.

2.1  Some statistics

FL has attracted a lot of attention from researchers in recent years. Figure  5 shows the 
pattern of the publications in the leading journals during the last decade, and the 
distribution of the publications based on security and privacy in various application areas 
deploying FL followed in this article.
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2.2  Research questions

Google Scholar, IEEE Xplore, SpringerLink, and ACM digital libraries have been 
used to find research articles. The process to identify the potential research articles, 
screening, and eligibility criteria are followed as shown in Fig. 6. Furthermore, Table 2 
lists the research questions followed to search the articles. More than two hundred 
research papers have been included in our survey from January 2016 to September 2022.

2.3  Search string

For the comprehensive analysis of the security and privacy in FL, the search was based 
on keywords like “security in federated learning,” “privacy in federated learning,” “fed-
erated learning in space,” “federated learning for terrestrial communication,” “federated 
learning in oceans/rivers,” “federated learning in healthcare” and so on. Initially, 650 
research articles in FL were shortlisted. Figure 6 shows the screening criteria followed 
for the final selection of the papers for our survey article. Table 1 lists the major abbre-
viations used in the article.

2.4  Comparison with other survey articles

FL is a new research area with several survey papers that focus on introducing the 
concept and the direction in which the research is going. A few papers also focus on the 
privacy and security aspects of FL. Mothukuri et al. (2021) provided a comprehensive 
study on privacy and security issues and their impact on the FL environment. They 
listed the major privacy and security threats and their proposed countermeasures. They 
included the basic introduction to this new concept, including definition, architecture, 
vulnerabilities, and frameworks. They also discussed the future directions for the mass 
adoption of FL in real-life scenarios. In another work, Blanco-Justicia et  al. (2020) 
surveyed the proposed privacy and security solutions and evaluated them to compare 
their performance. They also analyzed the privacy and security issues independently 
as well as together. They concluded that achieving them together is challenging and an 
open problem in FL.

On the other hand, Truong et al. (2020) focused only on privacy preservation in FL 
regarding GDPR requirements. They examined the existing challenges in deploying dif-
ferent approaches in FL to comply with GDPR guidelines. These guidelines suggested 
that strong cryptographic privacy primitives must be developed to make the FL system 
fair, interpretable, and unbiased. Similarly, Enthoven and Al-Ars (2020) also focused 
on privacy and discussed the FL system’s vulnerabilities to insider attacks. They also 
identified the major threats in the literature and categorized them based on their char-
acteristics, such as active/passive, white/black box, and goals. And finally, they listed 
the defensive mechanisms to protect the system against those attacks. Lyu et al. (2020b) 
also provided an overview of privacy and robustness threats to FL, along with their 
defense strategies. They aimed to provide a concise summary of the topic that can help 
guide the research community toward robust privacy-preserving FL system design. In 
contrast, Mao et al. (2021) discussed security and privacy concerns in FL. The article 
briefly listed the major privacy-preserving techniques and suggestions for future work. 
Bouacida and Mohapatra (2021) also comprehensively surveyed vulnerabilities in the 
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FL ecosystem. They systematically classified the major threats and discussed them in 
detail. Although the above-reviewed survey papers provide a comprehensive introduc-
tion to FL with a promising analysis of various threats with the existing solutions, they 
have yet to consider different applications’ perspectives for security and privacy. Our 
survey paper introduces the concept of FL, its architective, frameworks, vulnerabilities, 
adversaries, and threats. Then provide a comprehensive survey of the proposed solu-
tions in various applications areas categorized as space-based, air-based, ground-based, 
and underwater-based areas. Table 3 compares our work with other survey articles based 
on the research questions listed in Table 2.

Table 1  List of Key 
Abbreviations

Abbreviation Definition

AI Artificial Intelligence
CFL Centralized Federated Learning
CNN Convolutional Neural Network
DFL Decentralized Federated Learning
DL Deep Learning
DNN Deep Neural Network
DP Differential Privacy
FL Federated Learning
FTL Federated Transfer Learning
GDPR General Data Protection Regulations
GAN Generative Adversarial Networks
HE Homomorphic Encryption
HRL Horizontal Federated Learning
IID Independent and Identically Distributed Data
IIoT Industrial Internet of Things
ISTN Intelligent Satellite Terrestrial Network
IoT Internet of Things
IoUT Internet of Underwater Things
IoV Internet of Vehicles
LSTM Long-short Term Memory
ML Machine Learning
MEC Mobile Edge Computing
NIDS Network Intrusion Detection System
NN Neural Network
non-IID Non-independent and Identically Distributed Data
P2PFL Peer-to-Peer Federated Learning
RNN Recurrent Neural Networks
SMC Secure Multiparty Computation
UAV Unmanned Aerial Vehicle
VFL Vertical Federated Learning
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Fig. 2  Potential applications that are deploying FL

Fig. 3  Section-wise organization of the paper
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Fig. 4  The major taxonomy for the basic FL concept, vulnerabilities, threats

Fig. 5  a Publication pattern in FL over recent years. b Vann diagram represents the distribution of publica-
tion in security and privacy in FL. c Distributions of papers in various domains deploying FL in this survey. 
d Further distribution of publications in security and privacy in ground-based application areas deploying 
FL in this article
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3  Basics of federated learning

This section discusses the basic concept of FL, its comparision with other distributed 
learning approaches, the underlying topologies, major architecture, and frameworks 
for a better understanding. The major security and privacy threats, adversaries, and 
vulnerabilities are discussed before diving deep into security and privacy discussions.

3.1  Federated learning: concept

FL (also known as collaborative learning) is an emerging, fast-growing research field that 
provides a distributed training framework for ML and DL models while preserving privacy 
(Rahman et  al. 2020a). FL has attracted much attention from researchers working in 
different domains to exploit its potential and applicability. FL has emerged as a solution to 
all the challenges in training ML and DL models using a traditional centralized approach. 
It involves uploading the model and data to a centralized server and performing the 
training process. This approach comes with many burdens on the centralized server to store 
enormous data for training, powerful computation capabilities, and world-class security 
measures to protect data from breaches. A single central server machine for training can be 
a bottleneck for the entire system in case of failure.

In contrast to this, FL offers a way to train the model in a distributed manner by 
decentralizing the data and computation capabilities from a central server to the edge-
computing devices (such as tablets, IoT devices, smartphones, PCs, smart wearables, 
etc.) and giving an additional benefit of providing privacy to the data (no need to trans-
fer data to the central server now). In FL, the model is trained at the device level, where 
a central server orchestrates the entire training process. The selected model with initial 
parameters is distributed among a selected group of clients (edge devices) for training 
on their private data (Li et al. 2019). After completing the training, the parameters of 

Fig. 6  Inclusion and exclusion 
criteria followed to finalize 
research papers for the article
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trained models are sent back to the central server for aggregation into a global model, 
making it one complete round of the training process. This consolidated model is dis-
tributed again to another set of clients for the next round of training. The entire pro-
cess is repeated until the model either converges or gives the desired results. Figure 7 
and Fig. 8 shows the training process for centralized and peer-to-peer FL environments, 
respectively.

FL training process is carried out iteratively in rounds, where each round typically 
consists of the following steps. 

1. Selection and Initialization of Global Model In this first step, the central global model 
(DL model, regression model, etc.) is selected and initialized with initial parameters 
ready to be shared with the clients in the FL network.

Table 3  Comparision with existing surveys based on the research question in Table 2

Survey paper Year Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12

Mothukuri et al. (2021) 2021 ● ● ○ ● ● ○ ● ○ ● ○ ○ ○
Blanco-Justicia et al. (2020) 2020 ● ○ ○ ○ ○ ● ● ● ● ○ ○ ○
Truong et al. (2020) 2020 ● ● ○ ○ ○ ○ ○ ○ ● ○ ○ ○
Mao et al. (2021) 2021 ● ○ ○ ○ ○ ○ ● ○ ● ○ ○ ○
Bouacida and Mohapatra (2021) 2021 ● ● ○ ● ● ○ ● ● ◯ ○ ○ ○
Enthoven and Al-Ars (2020) 2020 ● ● ○ ○ ○ ○ ○ ● ● ○ ○ ○
Lyu et al. (2020b) 2020 ● ● ○ ○ ○ ○ ○ ● ● ○ ○ ○
Ours –  ● ● ● ● ● ● ● ● ● ● ● ●

Fig. 7  Centralized FL training process
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2. Participants/Client Selection The clients are selected based on the trust factor, meeting 
some eligibility criteria or client selection strategies (Tao and Li 2018) among the clients 
willing to contribute. The remaining clients wait for the next round.

3. Dissemination of the Initial Model Central cloud-based server broadcasts the model to 
the selected clients in the FL network.

4. Local Training Selected clients undergo training on their local dataset and update the 
model.

5. Aggregation or Reporting of the Local Models Each client sends their local model 
updates to the central server for global aggregation. Once the aggregation is done, this 
improved model is shared with the clients for further improvement in the next round. 
The next round takes us back to the second step, i.e., client selection.

6. Final Update and Termination The above steps (2–5) are iteratively carried out till 
either model converges, reaches some desired accuracy level, or meets some termination 
criteria.

The number of clients participating in each round is referred to as concurrency. The 
FL training proceeds in rounds and can be either synchronous or asynchronous. In 
synchronous FL (synFL), once all client updates are received, the server computes the new 
model aggregation. But it faces two major challenges, heterogeneity and concurrency size. 
The clients participating in training have cross-device heterogeneity (varying memory size, 
processor speed, etc.) and imbalanced data that results in stragglers (slowest-responding 
clients). They slow down the overall round completion. So, an over-selection method is 
used to discard the stragglers, which may result in biased training. Another challenge in 
synFL is the concurrency size. Increasing the size of participating clients slows down the 
model convergence, and reducing the size results in biased and non-generalized training.

Asynchronous FL (asynFL) can be a potential solution to alleviate the challenges 
with synFL. The client can send the updates as soon as they are ready, and a new client 
may then begin computing updates immediately. The clients are decoupled from the 
server model updates, thereby not affected by stragglers. But, it faces the challenge of 
staleness, where slow updates received later in training may not provide any valuable 

Fig. 8  Peer-to-Peer FL training
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information for training. The authors in Huba et  al. (2022) proposed a system design to 
alleviate the challenges of synFL and compared it with another asynFL system design. 
They demonstrated that asynFL converges faster than synFL in a system with nearly a 
million devices. Few other authors have focused their work in this direction to propose 
different FL architectures to overcome major issues (Kulkarni et al. 2020; Geiping et al. 
2020b; Yang et  al. 2019; Feng and Yu 2020). There is also a middle-ground solution 
called semi-synchronous FL. The participating devices train the ML model locally up to 
a certain synchronization point where the global model is calculated, resulting in lower 
communication costs and better resource utilization. In another work, Qin and Kondo 
(2021) proposed a novel multi-local and multi-global model aggregation mechanism 
(MLMG) in FL. They used non-iid user data with clustering methods for training and a 
matching algorithm for appropriate exchanges between local and global models.

3.2  Federated learning vs. other learning techniques

3.2.1  Distributed learning

FL is a distributed approach for ML training, then the question arises: How is FL 
different from distributed learning? Well, distributed learning focuses on parallelizing the 
computing power by training a model on multiple servers (typically data centers) with 
powerful computational capabilities connected via high-speed links, which are available at 
all times, making it a reliable system. The important thing to notice here is that the datasets 
are identically distributed (iid) throughout the network, roughly having the same size.

On the other hand, FL involves a network of unreliable clients subjected to dropouts 
or failure at any time, as they are small devices with less computational power, battery-
powered systems (tablets, smartphones, etc.), and are on less powerful communication 
media (like WiFi). In FL, the underlying dataset on these clients is heterogeneous and 
varies in size, i.e., datasets are non-identically distributed (non-iid) throughout the FL 
network. These are the fundamental differences between the FL and distributed learning 
concepts necessary to understand before going into depth.

3.2.2  Shared machine learning

Shared machine learning (SML) is another recent learning paradigm that protects partici-
pants’ data differently than FL. FL is based on a “federation,” where the identities and 
statuses of the participants are the same. On the other hand, in SML, the participants work 
in scenarios where they do not trust each other, and different participants have different 
roles. In FL, data does not leave the clients’ side, thereby providing default privacy by 
design. But, in SML, data is transferred to cloud storage in an encrypted form using spe-
cial encryption tools Verma et al. (2022). SML uses two main data sharing technologies, 
trusted execution environment (TEE) and multi-party computation (MPC), to solve pri-
vacy leakage and data abuse. TEE-based SML uses a third-party hardware environment 
for secure data transfer and training of ML models Khatri et al. (2021). On the other hand, 
MPC-based SML provides secure sharing, operations, and algorithms through a layered 
framework. Both distributed solutions based on MPC and centralized solutions based on 
TEE are available for model training and predictions.
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3.3  Federated learning underlying approaches, protocols, and techniques

FL is a recently introduced technology with its true potential yet to be discovered. 
Nevertheless, it has attracted a lot of attention from different fields. Numerous researchers 
have been deploying it in a variety of applications ranging from medical (Rieke et  al. 
2020; Schneble and Thamilarasu 2019), mobile applications (Beaufays et al. 2019; Hard 
et  al. 2018; Yang et  al. 2018; Ramaswamy et  al. 2019), IoTs (Nguyen et  al. 2021b), 
transportations (Lu et al. 2020d; Samarakoon et al. 2018), defense (Cirincione and Verma 
2019) and many more.

Now, before we go deeper into the privacy and security aspects and explore the big 
picture, it is necessary to understand the underlying framework, architecture, techniques, 
and various approaches that make FL implementation possible. This section gives a 
thorough overview of the FL implementation aspects to help us understand all the basic 
terminologies needed to go deeper in later sections.

3.3.1  Network topologies

Network topology defines the underlying architecture of the FL networks and how various 
components are interlinked together to form the FL environment. Some of the widely used 
network topologies are shown in Fig. 9 and discussed. 

(a) Centralized FL In this setting, a centralized server is responsible for organizing, 
managing, and coordinating the entire training process among all the participants, 
as shown in Fig. 7. All the clients respond to this central server. Being the main 
controlling authority, any failure to it results in the collapse of the entire FL network, 
thereby becoming a bottleneck for the whole system (Kairouz et al. 2019). The central 
node also suffers from high communication costs.

(b) Clustered FL Clustered FL addresses the data heterogeneity among different clients 
in a centralized topology, where the server creates clusters of clients with similar 
data distributions. Furthermore, an intermediate model is created for each cluster to 
jointly participate in training and help in faster global model convergence (Sattler et al. 
2020; Ghosh et al. 2020). The main challenge in clustered FL is to identify the cluster 
membership, as the cluster identities of the users are unknown, which is necessary 
information to optimize models for clusters in distributed settings.

(c) Decentralized FL or Peer-to-Peer FL In decentralized FL, clients directly communicate 
with one another instead of any central authority, as shown in Fig. 8. A group of clients 
with a common goal collaborate to improve their models by sharing information from 
peer to peer. There is no single-point failure, but the performance may be affected by 

Fig. 9  Main network topologies 
used in FL
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how clients are interconnected (Vanhaesebrouck et al. 2017; Lalitha et al. 2019). Lian 
et al. (2017) demonstrate the advantage of decentralized topology in terms of speed-ups 
and scalability over centralized topology. The potential challenge with the decentraliza-
tion approach lies in the synchronization cost, which needs further exploration.

(d) Heterogeneous FL FL faces the challenge of heterogeneity in the network and suffers 
an accuracy drop in the aggregated global model. This is because FL networks have to 
deal with highly non-iid (non-identically distributed) data with varying computational 
and communication capabilities across the nodes. Recently, a new federated frame-
work known as HetroFL (Diao et al. 2020) was introduced to deal with heterogeneity 
in the FL environment. The HetroFL-based techniques are regulation methods that 
dynamically adjust the task distribution and local model architecture according to the 
feature-level data distributions and computational capability of heterogeneous clients 
at the early training stages. This new framework showed enhanced performance and 
applicability of FL even in extensive heterogeneous settings (Yu et al. 2020b).

3.3.2  Data and devices availability

FL employs a central server architecture where the server acts as the orchestrator of the entire 
training process. After training on the client’s local data, the server iteratively collects the 
model updates from remote and distributed clients and finally aggregates them into a refined 
model. Based on the availability of data and remote devices, two major settings for FL are 
cross-device FL and cross-silo FL, as shown in Fig. 10. 

(a) Cross-device FL The cross-device FL consists of a large number (in millions) of 
unreliable clients (mobile or edge computing devices) with limited computation 
capability but with similar interests in similar domains. “unreliable clients” means they 
can drop out of the training process anytime. Also, they share a slow and unreliable 
communication channel between them. Due to the large number of clients involved, 
tracking and maintaining all the clients is quite challenging. This setting is generally 
utilized in IoT-based or mobile-based applications (Yang et al. 2018). Due to the 
unreliable behaviors of clients, different incentive mechanisms are used to encourage 
clients to participate in the training (Zhan et al. 2021). Along with client selection 
strategies (Tao and Li 2018), different device-scheduling algorithms (Chen et al. 2019) 
are also used for choosing the best-contributing clients among all.

(b) Cross-silo FL Cross-silo setting is considered more flexible than cross-device. It 
consists of a small range (approx. 2–150) of reliable clients (data silos) with powerful 
computation capability and high-speed connectivity among them that are available 
almost all the time (that is why reliable). This setting is mainly used within an 
organization or in organizations interested in training an ML model on their confidential 
data without sharing it, e.g., banks, pharmaceutical laboratories, hospitals (Silva et al. 
2019), etc. In cross-silo, reliable clients with better computing power and high-speed 
links enjoy faster information exchange than the central server, which initiated the 

Fig. 10  Data and device avail-
ability in FL
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training, making the entire setting inefficient and a candidate for congestion. Marfoq 
et al. ( 2020) proposed a throughout-optimal topology design for cross-silo FL, which 
guarantees better throughput. In another work, Zhang et al. (2020d) used homomorphic 
encryption (HE) to propose a batch encryption algorithm for reduced communication 
and computation cost in cross-silo FL.

3.3.3  Major architecture and platforms of federated learning

Despite being a new technology, only some platforms and architectures are available in 
FL. Many medical institutions and leading universities like Intel and the University of 
Pennsylvania are trying to develop an efficient FL architecture (Bonawitz et  al. 2019; 
Cheng et al. 2021). FL is a distributed approach; client data distribution is critical. Yang 
et  al. (2019) categorized FL architectures into three major categories as, Horizontal FL 
(HFL), Vertical FL (VFL), and Federated Transfer Learning (FTL), as shown in Fig. 11. 
HFL (also known as sample-based FL or Homogeneous Horizontal FL), datasets on 
different clients share similar features but vary in terms of instances. In other words, when 
there exists a large overlap in feature space between data sets, HFL architecture is used. 
The best utilization of this architecture is shown by Google (Hard et al. 2018), where they 
have used it to predict the next work in a virtual smartphone keyboard.

On the other hand, in VFL (or Feature-based FL), common data with different features 
(from unrelated domains) is used to train the global model. VFL is used when considerable 
overlap exists in the sample space between datasets. A third party (not mandatory) can be 
used that provides encryption logic to ensure that only the common datasets are used for 
training. Another important architecture is FTL, which uses a similar concept of transfer 
learning as in ML (Saha and Ahmad 2020). It is a concept in which a pre-trained model 
trained on some dataset is used to be trained again on a new requirement for solving an 
entirely different problem. Unlike HFL and VFL, FTL is used only when a small overlap 
exists between the datasets in both the sample and the feature space. One of the major ben-
efits FTL offers, apart from privacy, is higher accuracy by a minimized error in predicting 
the target domain. That is the reason FTL is gaining huge attraction from wearable devices 
(Sun et  al. 2020a), electro-encephalographic signal classification (EEG) (Ju et  al. 2020), 

Fig. 11  Major FL architecture
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autonomous driving (Liu et al. 2017; Sirohi et al. 2020; Parekh et al. 2023) to image stega-
nalysis (Yang et al. 2020).

Indent VFL has yet to be explored. Currently, it can handle two participants and per-
form binary classification only (Kairouz et al. 2019). Working in this direction, Feng and 
Yu (2020) proposed a new architecture based on VFL called Multi-Participant Multi-Class 
Vertical FL (MMVFL), making it suitable for applications involving complex classification 
tasks and multiple participants. In another work, Cao et al. (2020) proposed a distributed 
deep-learning framework called FEDF to train powerful DL algorithms geared towards pri-
vacy preservation and parallel training on geographically-distributed datasets having the 
same data distribution. Their proposed architecture consists of a master and worker type of 
setting. The master handles the training process, and workers are responsible for training a 
model instance on their data. During training, each worker is responsible for setting param-
eters such as learning rate, epochs, batch size, etc. These parameters are kept secret from 
the master and other workers. They developed a terrorizing approach in which workers 
only inform the master about the evolution of the model without revealing the data samples 
or gradients, thereby providing enhanced privacy and improved training speed.

Apart from these architecture discussed above, researchers have proposed few other 
architectures in (Zhao et al. 2020d; Chai et al. 2020; Lu et al. 2020e; Zhou et al. 2020; Hu 
et al. 2020; Liu 2020; Li et al. 2020b; Kim et al. 2019).

3.3.4  Personalized federated learning

Among many challenges of FL, heterogeneous data is one of the fundamental challenges, a 
universal characteristic inherent in all real-world datasets in the FL environment. It affects 
the training process, resulting in poor convergence, deteriorated performance of the global 
model, and even disincentivizes the clients from joining the training. The performance deg-
radation is attributed to the client drift, in which the server updates move towards the aver-
age of client optima. Therefore, the averaged model drifts away from the global optimum 
and does not converge to its true optimum. Personalized FL (PFL) is the approach focused 
on handling data heterogeneity in the FL environment (Kulkarni et  al. 2020). The goal 
of learning personalized models is to train a model for each client based on both client’s 
dataset and the datasets of other clients. A model trained by general FL training would 
predict the same states for every client, which would only be considered an efficient model 
by some clients. Therefore, PFL gives a personalized touch to the trained model for every 
client. It is mainly categorized based on two strategies, global model personalization, and 
learning personalization models, as shown in Fig. 12.

1 Global Model Personalization In this strategy, once a global model is trained through 
general FL training, it is again trained on the local dataset of each client as an FL 
personalization strategy. Therefore, personalization is a two-step process involving FL 
training and local adaptation. It is further categorized into two types.

  (i) Data-based approach: It aims to reduce the statistical heterogeneity among clients’ 
datasets, thereby reducing the effects of client drift in global model convergence. A 
few techniques, such as data augmentation and client selection mechanisms with 
homogeneous data distributions, are used to reduce the heterogeneity in FL training.

  (ii) Model-based approach: This approach focuses on the improvement of the local 
adaptation process for a strong future personalization. Regularized local loss, meta-
learning, and transfer learning are techniques to improve model personalization.
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2 Learning personalized Models This strategy is more focused towards training individual 
personalized FL models instead of personalizing single global models. And this is 
achieved by modifying the model aggregation process by applying different learning 
paradigms in FL settings. In this category, personalization can be achieved by following 
the architecture-based or similarity-based approach.

  (i) Architecture-based approach: Personalization is achieved through the 
customization of the model design tailored to the requirement of each client. This 
customization is achieved either by layers personalization for each client using the 
parameter decoupling method or by personalized model architecture using the 
knowledge distillation method.

  (ii) Similarity-based approach: This approach achieves personalization through 
modeling client relationships with related clients and learning similar models. Model 
interpolation, multi-task learning, and clusterings are techniques used to identify and 
group related clients.

  Learning a personalized model in an FL environment allows the clients to train models 
with vast amounts of data for better generalization and privacy protection (Tan et al. 
2022; Mansour et al. 2020).

3.3.5  Major frameworks in federated learning

Several popular frameworks exist for researchers and programmers to continue their 
research in FL.

• Tensorflow Federated (TFF): Google’s TFF is one of the first attempts toward bringing 
FL into actual implementation. It provides a flexible and open framework in Tensorflow 
API (Federated 2019).

• PySyft: Pysyft is written in Pytorch, a Python library. It provides a virtual hook 
for connecting clients that uses encryption strategies for enhancing privacy in FL 
implementation (Openmined).

• FATE: Federated AI Technology Enablers (FATE) is another open-source framework 
that provides a visual approach (FATE Board) for implementing FL. It allows FedFL 
implementation in vertical, horizontal, and transfer learning settings (W. A. Depart-
ment).

• IBM FL: This is another framework in the Python library. The main key point of this 
framework is its ease to use. It has an extensive library for ML and deep neural network 
(DNN) implementations (IBM).

• Tensor I/O: This platform helps implement and deploy FL on mobile devices, like 
Android, iOS and React native applications, etc., using the power of Tensorflow. It can 
run on Android and iOS phones with multi-language support like Swift, Kotlin, Java, 
or Javascript (Tensor/IO).

• LEAF: It is another Python-based framework that supports multitasking in FL. This 
framework provides many datasets for experimentation (LEAF).

• PaddleFL: It is an open-source framework specifically for industrial applications. It 
offers FL implementation in computer vision (CV), natural language processing(NLP), 
etc., (PaddlePaddle).
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• FL &DP: The federated learning & differential privacy (FL &DP) framework is another 
open-source framework. It integrates Tensorflow for DL and the SciKit-Learn library 
for training linear models and clustering (A. A. for everyone).

Table 4 highlights the main features of these frameworks.

3.3.6  Aggregation algorithm

The aggregation algorithm plays a significant role in the FL environment. These algo-
rithms combine or bind the local updates received from distributed clients after completing 
their local training in each round. The aggregation algorithm ensures the proper learning of 
global model parameters from all the clients. Furthermore, the anomaly detection mecha-
nisms incorporated within the aggregation algorithm ensure the convergence of the global 
model with fairness in a heterogeneous environment (Karimireddy et  al. 2020; Li et  al. 
2018).

3.4  Classification of attacks and adversaries

In general, there are numerous ways and patterns to carry out attacks by different 
adversaries, as shown in Figs. 13 and 14. Based on this, both attacks and adversaries are 
classified. This subsection discusses the main categories. 

(1) Types of Attacks There are three major categories to classify attacks as follows.
  (a) Black-box or White-box Attack If the attacker has complete knowledge of the 

underlying FL system with full access to the model, it is considered a white-box attack. 

Table 4  Summary of major frameworks and their features for implementing FL

Framework Focus Data parti-
tioning

Supporting  
software/platform

Setting

PySyft (Openmined) Open-source Privacy Horizontal, 
vertical

Python library Cross-silo, 
cross-device

TFF (Federated 2019) Open-source Federated 
learning

 Horizontal Tenser flow Cross-silo

FATE (W. A. Department) Open-source Federated 
learning

Horizontal, 
vertical

FATE board Cross-silo

IBM Federated Learning 
Fredrikson et al. (2015)

– Privacy, neural 
networks

– Python, Tenser flow –

Tensor\IO (Tensor/IO) Open-source Mobile  devices Horizontal Tenser flow –
LEAF (LEAF) – Multitasking Horizontal Python library –
Paddle Federated Learning 

(PFL) (PaddlePaddle)
Open-source Privacy, deep 

learning
Horizontal, 

Vertical
PaddlePaddle Cross-silo, 

Cross-Device 
(in future)

FL and Differential Privacy 
(FL& DP) (A. A. for 
everyone)

Open-source Deep learning Horizontal Tenser flow, Scikit-
Learn Library

Cross-silo
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In this case, the adversary knows the clear-text model without stored feature vectors. 
On the other hand, Black-box attacks work without knowing the system, and they 
can only query the model with inputs and collect the responses. An adversary can 
reconstruct the model in clear-text form using equation solving attack based on these 
responses. Theoretically, the adversary can extract knowledge of the complete model 
in N+1 queries for an N-dimensional linear model. In FL, clients have access to private 
data and the global model. Therefore a compromised client is vulnerable to white-box 
attacks. Similarly, the server has access to updated gradients and model descriptions, 
making it prone to white-box attacks. But in peer-to-peer FL, sometimes the aggregator 
does not know the model, making the aggregator more towards black-box attacks.

  (b) Active and Passive Attacks Active attacks work by changing model parameters 
or system properties, affecting the normal working of the system. These attacks can 
corrupt the entire functioning of the system. In addition, these attacks disrupt the 
normal behavior of the model, creating doubt and, in a sense, are detectable. Passive 
attacks, on the other hand, do not require any modifications. These attacks leave no 
traces of their execution, making them dangerous.

  (c) Insider vs. Outsider Attacks In an FL environment, an attack can be launched by 
an insider or an outsider. When an attack is carried out by the clients or the centralized 
server aggregator, it is considered an insider attack. On the other hand, an outsider 
attack is carried out by an outside entity of the FL system via a communicational 
channel such as eavesdropping (silently watching the traffic) or by the end-users of the 
deployed model.

  Types of Adversaries The adversaries carrying out these attacks are further classified 
into the following categories.

  (a) Byzantine Adversary These adversaries have complete knowledge of the system, 
with unpredictable behavior from passive eavesdropping to an active attack to corrupt 
the convergence of the global model.

  (b) Sybil Adversary: The Sybil adversary in the FL system can counterfeit multiple 
peers participants or select previously compromised participants to launch a more 
powerful attack to compromise the global model.

  (c) Active Adversary These are malicious adversaries who try to learn participants’ 
private information and manipulate or delete updates/parameters/gradients to deviate 
the model from its purpose.

  (d) Passive adversary These are semi-honest or honest but curious adversaries to 
observe the received information and infer some useful and private information.

3.5  Major vulnerabilities in federated learning

FL is a new paradigm that emerged as collaborative learning by using data from different 
organizations to train ML and DL models without sharing their private data. But before 
taking its applicability to an extensive scale, the FL environment must be analyzed in-
depth to discover all the possible attacks and address all the vulnerabilities in the system. A 
“vulnerability” is the weakness of the system that an attacker can exploit to take advantage 
of and perform an unauthorized action (Ma et  al. 2020a; ISO 2018). Knowledge of FL 
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Table 5  Major sources of vulnerabilities in FL environment

Source of vulnerability Description

Communication channel An unsafe communicational channel can become a source of easy 
eavesdropping, attacks and security breaches

Compromised clients Compromised clients can corrupt the model parameters or poison the training 
samples

Compromised servers A compromised server can be a target of several attacks, like denial-of-
service, tempering with the aggregation, corruption of received gradients, 
etc

Gradient leakage The gradient can leak private information about the local data of the clients
Non-malicious failure These are non-adversarial factors that affect the system like low bandwidth or 

limited computation power etc
Aggregation algorithms A non-robust aggregation make the global model untrustworthy and 

vulnerable
Distributed nature of FL The distributed environment is prone to various distributed attacks and 

colluding attacks to launch a coordinated attack
Model deployment Adversaries can launch inference-time attacks or create perturbations in test 

inputs to lower the accuracy of the global model
FL deployment agreements FL deployment agreements should be pre-decided to deploy FL in real world

Fig. 12  The main personalized FL strategies

Fig. 13  Major adversaries that 
act as threat to security/privacy 
in FL
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vulnerabilities helps manage and defend against possible attacks due to various adversaries 
in the FL environment (Zhao et al. 2020f). Failure to identify FL vulnerabilities will result 
in weak defenses against attackers (Nguyen et  al. 2021c). Therefore, the first step is to 
examine the different sources of vulnerabilities in the FL. Because a better understanding 
of possible vulnerabilities would help to defend against them. This section discusses some 
of the main sources of vulnerabilities in FL. Table 5 summarizes the major vulnerabilities 
in FL, and Fig. 15 shows them diagrammatically. 

(1) Communication FL training takes place in rounds over the communication channel 
where model parameters are shared either with a central server or in a peer-to-peer 

Fig. 14  Major types of attacks 
in FL

Fig. 15  Major vulnerabilities present in FL
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manner with other participants. Therefore, adversaries can intercept this exchange over 
an unsecured channel, modify the parameters, or replace them with malicious values. 
In general, some encryption algorithms, such as homomorphic encryption (HE), are 
employed to protect clients’ data through model updates exchange between the clients 
and the server (Papernot et al. 2016; Zhang et al. 2020d). Besides, a slow internet con-
nection can result in clients’ dropout, resulting in unstable training, unwanted bias in 
the global model, and slow convergence.

(2) Compromised Clients In an FL environment, clients are inherent and significant compo-
nents. They participate in the training and can observe the global model’s intermediate 
states and contribute to model updates. This creates an opportunity for the compro-
mised client to corrupt the entire training process. A malicious client can pretend 
genuine and corrupt the whole model training.

(3) Gradient Leakage FL provides privacy by not sharing user’s data; instead model 
updates and gradients are shared in the training process. Geiping et al. (2020a) 
demonstrated in their work that sharing gradients and updates can reveal sensitive and 
private information, known as “gradient leakage.”

(4) Compromised Servers In FL, a centralized server or cloud-based servers are vulnerable 
to hacking or distributed denial-of-service (DDOS) attack (Jabir et al. 2016; Mahjabin 
et al. 2017). Therefore, a compromised server can readily temper with the global model 
and the aggregation process leading to the weakening of the training process.

(5) Non-Malicious Failures Even if we assume no adversaries are in the system, factors still 
affect the FL process. Such factors include low communicational bandwidth, sudden 
client drop out of the training process, or limited computational power resulting in a 
low-quality-based model. Some other factors may include noisy features or labels in 
clients’ datasets, compression of gradients of the global model, etc.

(6) Aggregation Algorithms An aggregation algorithm plays a significant role in FL training. 
It ensures the global model’s overall convergence and maintains the trust factor in the 
FL process. Therefore, it becomes very crucial to incorporate an anomaly detection 
mechanism within the aggregation algorithm. Otherwise, a corrupted aggregator will 
make the global model vulnerable and an untrustworthy FL architecture.

(7) Distributed Nature of FL FL is based on the distributed approach, so the FL environment 
would also be prone to all those attacks found in a distributed environment. The major 
attacks and the mitigation strategies in a distributed environment are discussed in (Suri 
2019). Furthermore, Xie et al. (2019) experimented with their proposed distributed 
backdoor attack (DBA) to show its effectiveness and persistence in a distributed FL 
environment than in a centralized one.

(8) Model Deployment Once the model is fully trained and ready to serve the clients, 
the next important step is to test the performance and accuracy of the global model. 
Attackers can manipulate, and craft perturbed variations to the test inputs so that even a 
correctly trained model gives lower accuracy on the test dataset. Therefore, it becomes 
crucial not to leave the deployed model vulnerable to some form of adversarial noise.

(9) FL Deployment Agreement The primary goal of FL is to learn through collaboration 
between competing companies through their private database without sharing them. 
Therefore, before the real-time deployment of such collaboration, some pre-agreement 
must be established. The terms and conditions of sharing, security requirements, rules, 
etc., should be negotiated beforehand. Otherwise, this collaboration would become an 
attack out of confusion, lack of understanding, and curious behaviors of participants. 
Working in this direction, “Melloddy” (Machine Learning Ledger Orchestration for 
Drug Discovery) is an FL-based project with a consortium of 10 pharma companies to 



11320 D. Sirohi et al.

1 3

develop an accurate model to predict compounds for drug discoveries and development 
(David et al. 2019).

4  Security and privacy in federated learning

After understanding the FL environment from the above discussion, this section focuses 
on the security and privacy concerns, attacks, and vulnerabilities in the FL environment. 
This section discusses the main research questions and their answers that helped shape the 
article.

4.1  Security in federated learning

Security means to guard against any attack; an attack means a malicious attacker has 
exploited some system vulnerability. The goal of an attacker could be manipulating the 
global model and clients’ data, inserting backdoors, etc. (Liu et al. 2020c, d).

4.2  Security‑related research questions

• Research Question 1: Who are the major adversaries exploiting the security of FL?
• Research Question 2: What are FL’s main security threats/attacks?
• Research Question 3: What current defense mechanisms are used in different 

application areas to defend against security threats?

Research Questions 1 and 2 are discussed in this section, and Research Question 3 is 
discussed in the next section, i.e., Sect. 5.

4.3  Security threatening adversaries in federated learning

Unlike the conventional centralized ML approach, where the central server is the only way 
to attack the system, FL works distributedly with various actors playing different roles. 
Table 6 lists the significant activities that an adversary can carry out. Keeping that in mind, 
the FL environment should guard against three major potential adversaries: the clients, the 
aggregators, and the outsiders. 

Table 6  Main threatning 
advarsaries in FL with their 
capabilities

Adversary Capabilities

Client Simply Observe
Corrupt or Modify Updates
Can control parameters and hyperparameters of training
Carry out Backdoor attacks with other adversarial clients

Aggregator Examine all model updates
Inject attack through Aggregation Algorithm
Modify or corrupt global model updates
Allows malicious outsiders to participate in training

Outsider Can carry out Inference-time-attack
Eavesdropping
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(1) Client as an Adversaries An attacker can get complete control over one or more 
participants by compromising the operating system (OS) or application software of 
the client’s device. Thereby acquiring full control over the training process to carry 
out activities on their accord. Moreover, a malicious client can participate as a genuine 
client and launch various attacks during training.

(2) Aggregator as an Adversary Aggregator has direct access to the global model. If an 
adversary gets control of the aggregator, it can infer the data features and private 
information through the updates and gradients received in the rounds.

(3) Outsider as an Adversary End-users of the final trained model are considered 
“outsiders.” Even an outsider can be an adversary with access to the final trained model 
in the deployment phase. An outsider can perform inference time (runtime) attacks 
(Ma et al. 2020b). Inference time (also exploratory attack) attack does not temper with 
the target model. It just collects the evidence regarding model characteristics causing 
a confidentiality attack. Besides this, outsiders, clients, and even the aggregator can 
launch a collusion attack opening a whole new dimension to security threats.

4.4  Major security attacks in federated learning

This subsection discusses and classifies major attackers possible in the FL environment. By 
sharing the model parameters and gradients instead of data, the FL environment is exposed 
to a new set of attacks surface at training time (Ma et al. 2020b). Therefore, it becomes 
crucial to provide security in the FL environment. Understanding all the possible attacks is 
necessary first, then discussing safeguards against them.

To begin with, the first/initial categorization of attacks is based on the “goal of 
the attack.” The attack can be either a “targeted attack” or an “unauthorized attack.” 
Targeted Attacks are focused attacks because they specifically target some subtask or 
sub-activity instead of corrupting the entire model. A targeted attack on a classification 
model may force it to “misclassify” instances of some class X to class Y; for example, 
a model classifies all dogs to the correct category, except the “black and white” dog is 
classified as zebra. On the other hand, untargeted attacks are “intentional threats” with 
the intent to cause major damage to the entire system. From the FL perspective, the 
focus is either on reducing the accuracy of the global model or “fully-break” it. Apart 
from this, attacks can also be focused on data, models, aggregators, or the federation 
itself.

(1) Attack on Data These attacks compromise the integrity of the training data, thereby 
corrupting the global model. This attack is also called “poisoning attacks,” where 
poisoning means “polluting” or “corrupting” anything.

  (a) Poisoning Attacks It focuses on corrupting either the training samples or the 
model updates. Based on that, poisoning attacks are further of two types: data poisoning 
and model poisoning.

  (i) Model Poisoning This attack focuses on corrupting the local model updates before 
sending them to the aggregator, targeting the global model directly. This attack is 
effective and more common in the FL environment, as thousands or millions of clients 
participate in the training, and the global model is exposed to all of them in each round 
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of training. A malicious client can change or replace the local model updates to cause 
maximum damage to the global model and its overall performance.

  (ii) Data Poisoning These attacks compromise the integrity of the training data to 
corrupt the global model. To carry out a data-poisoning attack, attackers can either 
change the labels of any class in the training set (like changing the label of digit 5 to 8 
in the MNIST handwritten dataset) or introduce random samples with target class labels 
on them. It will cause the correctly trained model to behave abnormally. One another 
attack is called “backdoor poisoning,” in which adversaries can modify features or add 
watermarks to the images of training data, resulting in biased training.

  (b) Backdoor Attacks Backdoor attacks are “hidden” or “less transparent” attacks. 
These works by inserting backdoors or injecting a malicious task into the existing 
model without compromising the accuracy of the main task. Backdoor attacks are 
triggered depending upon some event or condition during the normal working of the 
trained model. These attacks are hard to detect and confuse the ML model to predict 
false positives with high confidence.

  (c) Evasion Attacks In this attack, the attacker tries to evade a deployed model by 
carefully crafting new test samples. It deceives a correctly trained model, showing poor 
performance in testing. Besides, the attackers can generate perturbation in the dataset, 
making the model more prone to misclassification or class change.

(2) Attack on Algorithm In FL, the training is orchestrated by an aggregator algorithm 
either in a centralized or a peer-to-peer setting. This attack causes the violation of 
the integrity of the system. This attack can be launched through an aggregator or by 
changing training parameters. It can be further classified into three major categories. 
para (a) Model Parameter Manipulation In ML and DL, the parameters, hyper-
parameters, and optimization techniques play a crucial role. So, in this attack, the 
adversaries manipulate and play with crucial parameters, such as learning rate, epochs, 
batch size, etc., through some compromised clients. Thus forcing the global model to 
converge into a failure or preventing the model from learning.

  (b) Non-Robust Aggregation The aggregation algorithm is also prone to attacks. With 
several challenges, such as non-iid data distribution, data poisoning, model poisoning, 
sudden dropout of clients, etc., a non-robust aggregator will produce a compromised 
model. Therefore, a thoroughly inspected and robust aggregator is a must for an FL 
environment against adversaries.

  (c) Compromised FL Distributed Computation A thousand or millions of 
geographically distributed clients participate in the training process. Clients are 
also contributing computation power along with their private data. So, it becomes 
a concern to the clients whether their computation is used for genuine, agreed-upon 
model training. Otherwise, a compromised server can take advantage of distributed 
computation in FL.

(3) Attack on Federation FL’s distributed or decentralized approach opens up many fronts 
for FL security. Creating a secure federation is challenging for the developer when 
attacks can be possible from anywhere, such as communication channels, network 
topologies, data poisoning, and model corruption. Several possible attacks on the 
federation are as follows.

  (a) Malicious Server A malicious server can easily extract participants’ private 
information, manipulate the global model through received updates from clients, and 
even use the shared computation to build some malicious task while training a model.

  (b) GANs Attack GANs pose both security and privacy threat to FL. Being generative 
models, GANs can produce samples similar to training sets obtained through inference 
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from a compromised client. These generated samples can be used later to poison the 
training set and compromise the global model.

  (c) Inference Attack It is more of a privacy attack but similar to a poisoning attack. 
Therefore, it is a security threat too. An adversary can infer private information about 
participants and datasets using shared updates and gradient information over the 
communication channel.

  (d) Communication Bottlenecks Training an ML or DL model involves millions of 
parameters. Transferring this much of parameters iteratively in rounds over the com-
munication channel to the central aggregator is a big challenge. So, communicational 
bottlenecks can severely disrupt the FL environment significantly. Various compression 
techniques have been tried to reduce the communication cost, but it, in turn, degrades the 
overall quality and performance of the model. In addition, asynchronous aggregation-
based algorithms have also been tried for performance even with low bandwidth.

  (e) Man-in-the-Middle Attacks Man-in-the-middle eavesdrops on the exchanges 
between client and server through weaker communication channels to perform some 
malicious activities. They look for clients with fragile security to obtain knowledge 
about the model parameters.

  (f) Free-Riding Attacks Free-Riders are passive clients who intentionally participate 
in the FL training but do not contribute. They either do not update the local parameters 
or insert some random dummy values without performing any training on their private 
data. The impact of this attack is medium in a large FL setup but is a major challenge 
for a smaller federation environment, where data is scarce, and the model has high 
commercial value. Lin et al. (2019) proposed an anomaly detection technique using 
autoencoders to identify free-riders in the system.

  (g) Dropouts of Clients/Un-availability of Clients Un-availability or dropout of the 
participants may occur due to many reasons, such as lower communicational bandwidth, 
power loss at the client-side (discharged battery), an internet issue, etc. Client dropout 
may cause fairness issues and unproductive results in the training process. It is similar 
to a free-riding attack; it’s just unintentional here. A robust aggregation algorithm is 
needed to overcome this attack that can work asynchronously.

Table  7 summarizes the major attacks in the FL environment and their sources of 
vulnerabilities.

4.5  Privacy in federated learning

This section is focused on the privacy concerns in FL, basic concepts, overview, 
categorization of attacks, and vulnerabilities. In the next section, we provide a 
comprehensive literature survey of the defense strategies proposed by various researchers 
to ensure privacy.

FL facilitates collaborative training of a shared model and promotes privacy preserva-
tion by not sharing the clients’ private data. This concept sounds ideal in theory, but it is far 
from reality (Li et al. 2020c). FL is still in its infancy, so the primary concern is tackling 
this new set of privacy issues in a new environment. But thanks to, technological advances 
allow higher computing power, increased storage capacities, and a massive amount of data 
availability, making FL deployability possible.

When we talk about privacy, several factors come into play, such as increasing aware-
ness towards privacy-preservation, client’s consent before using their private data, the 
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emergence of legal laws and regulations, such as General Data Protection Regulation 
(GDPR) (Hoofnagle et al. 2019), etc. After the promulgation of GDPR by the European 
Union in the year 2018, it is illegal to directly consolidate data-crossing enterprises due 
to security and other concerns, especially for privacy-sensitive industries. Therefore, it 
becomes necessary to guarantee that FL is secure enough to convince the clients to col-
laboration in these scenarios. Even though FL promises privacy by not sharing clients’ data 
on the network, it can be exposed to the risk of a new set of privacy and security threats by 
sharing model parameters and local gradients. An adversary can track and extract private 
information from shared gradient information. Recent studies have shown various attacks 
and vulnerabilities in the privacy-preserving capabilities of the FL environment (Jere et al. 
2020). Therefore, a detailed and structured analysis is required to analyze the major vulner-
abilities and attacks on privacy in FL.

4.6  Privacy‑related research questions

• Research Question 1: Who are the major Adversaries threatening the privacy of FL?
• Research Question 2: What are FL’s main privacy threats/attacks?
• Research Question 3: What are the current defense mechanisms available in different 

application areas to defend against privacy threats?

Research Questions 1 and 2 are discussed in this section, and Research Question 3 is 
discussed in the next section.

4.7  Privacy threatening adversaries in federated learning

In general, an adversary’s major goals in FL are to extract private information somehow 
and compromise the global model to behave abnormally. The main components of the 
FL environment are servers or aggregator algorithms, clients, and the communication 
channel. A privacy-preserving FL environment assumes trustworthy clients, honest 
servers, and secure communication channels, but this is not the case. Curious and 
malicious clients or servers attack to threaten privacy in the FL environment. Therefore, 
the main culprit of privacy threats in the FL environment is the components themselves, 
i.e., malicious participants, malicious servers or aggregators (insider attack), and unsecured 
communication channels (outsider attack).

(a) Client-side Threats A malicious client can act as a genuine participant and pose 
several threats like arbitrary model updates without participating in the training process or 
affecting the global aggregated model. Furthermore, an adversary can compromise some 
clients to manipulate the overall training process.

(b) Server-side Threats These are the threats by some malicious insider. The adversary 
can adapt the global model to some other target from this side. They can regulate 
participants and access their private information through updates (passive attack). 
Moreover, a compromised server, if aggregated, the model can carry out an inference 
attack.

(c) Communicational Threats As such, communication channels are assumed to be 
secure. But still, recent researchers showed various threats like eavesdropping, man-in-the-
middle attack; tempering are launched via unsecured communication channels.



11326 D. Sirohi et al.

1 3

4.8  Major privacy threats in federated learning

This sub-section discusses the privacy threats in FL. While dealing with privacy, the 
primary concern is protecting clients’ private information and data from leakage or 
any other adversarial activity. Although FL prevents sharing clients’ private data over 
the network, recent work has demonstrated that sharing updates and gradients can be a 
prime source for the leakage of private information. So, it becomes crucial to identify 
the vulnerabilities first and devise a defense against them. Privacy threats, in general, are 
categorized as follows. 

(1) Information Inference This threat exploits the shared gradient in FL training to infer 
the private information of the participants. The gradients are vulnerable to attack 
because they are derived through a training model on participants’ private data. In DL 
models, gradients of weights are the inner product of the layer’s learned features, and 
the error is backpropagated from the next layer during backpropagation. The features 
that sequential layers of a model learns are from the training dataset. So, suppose the 
entire training process is formulated mathematically. Is it possible to retrieve or extract 
useful information by performing reverse operations on intermediate updates or shared 
gradients between participants and the servers?

(2) Inferring Class Representation Here, the attacker tries to generate new training samples 
that appear to belong to the same data distribution as the training dataset. If successful, 
the adversary can learn a lot about the underlying dataset. This inference attack can 
be carried out with generative adversarial networks (GANs), which can be trained in 
real-time to generate samples of the targeted participant’s training set and observe the 
loss function value. If the value decreases in the next round, generated samples are 
similar to the original dataset samples.

(3) Inferring Membership This inference attack focuses on determining whether a given 
data point or record was used in training the model or not. For example, an adversary 
can infer the words used during an NLP model training on a text-based dataset. To infer 
the membership, an adversary takes the help of a duplicate model of the original one 
and tests the sample on the duplicate model. The sample belongs to the original dataset 
if the prediction has high confidence. This inference attack tries to figure out meta-
characteristics of other participants’ training datasets. For example, if an adversary 
wants to know whether or not the target data set mainly consists of blue-colored cars.

(4) Reconstruction through inference In this attack, the adversary tries to reconstruct the 
training dataset used by the participants. To avoid this attack, the gradient update 
should not be shared in plaintext, making the system vulnerable. Some encryption 
techniques, such as homomorphic encryption, protect the gradients. Moreover, ML 
models that store feature values such as k-nearest neighbors (KNN) or support vector 
machine (SVM) should be avoided. Furthermore, only black-box access to the model 
should be granted to protect against inference.

(5) Model Inversion Attack Model inversion attack formalized by Frederickson et al. 
(2015), in which trained model is available in a black-box fashion to the adversary. 
The adversary queries the model with its input and collects the respective responses 
as outputs. Later, use these input–outputs to find the correlations between unknown 
and known inputs. A “brute force” approach is used to find all possible variations of 
unknown input to predict the most likely features of the training dataset. Fortunately, 
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the model inversion attack is only successful in the case of linear models. This attack 
becomes computationally infeasible for significant input.

Table 8 summarizes the above-discussed privacy threats in FL.

5  Security and privacy concerns of federated learning in space, air, 
ground, and underwater communications

This section provides a comprehensive literature survey of the defense strategies proposed 
by various researchers against the above-discussed security and privacy threats concerning 
different application areas in four main domains, i.e., Space, air, underwater, and ground. 
For a better understanding, the proposed works are discussed and compared in tables. 
Finally, take-away sections are also included to summarize the domain-wise discussion in 
terms of conclusions, challenges, future scopes, etc.

5.1  Security and privacy in FL‑based applications covering space

The new generation of communicational standards (i.e., 5G, 6G) promises broad prospects 
in communicational technology, such as massive connections, enhanced capacity, fast 
speed, etc. But still, it is a ground-level-based technology, facing many issues and 
challenges like terrestrial networks have. On the other hand, space communication 
networks provide widespread coverage, covering almost every from roads, vehicles, 
cities, remote rural areas, oceans, etc. Therefore, it is evident that the integration of space 
networks with terrestrial networks is the future of information networks. This integration 
is generally called integrated Space and terrestrial networks (ISTN) or satellite-territorial 
integrated networks (STIN). It results in a massive amount of transmissions between two 
networks, which are pretty different in terms of resource allocations, security, privacy, 
computation capabilities, etc.

The data generated by satellites is more sensitive and of a high priority than terres-
trial networks. Therefore, it has high privacy and security needs. With the advancement in 
satellite network technologies over recent years, billions of devices have been connected 
through satellites, creating an urgent need for higher security and privacy measures. Vari-
ous security and privacy measures used in territorial networks are not successful. Because 
terrestrial networks do not face resource shortages, upgrading the hardware and other 
resources are challenging once a satellite is launched. Even if the space networks have 

Table 8  Major privacy threats in FL environment

Privacy attack Description

Information inference inferring private information from the shared gradients
Inferring class representation generation of a fake training data sample that appears to belong to the 

training dataset
Inferring class membership finding out whether a given data point or record is part of the training 

dataset
Reconstruction through Inference trying to reconstruct the training dataset using GANs
Model inversion Finding out the input–output correlations using brute force technique
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some intrusion detection system (IDS) or firewalls, etc., they are not necessarily strong 
enough against modern attacks that are getting stronger day by day, shown in Fig. 16. Once 
a satellite network is attacked, all the satellite network resources will exhaust quickly. 
Besides, another primary concern is the availability of standard datasets for satellites-
terrestrial networks containing both normal and abnormal traffic to train a robust defense 
system and evaluate the performance. FL appears very convincing in this case due to its 
privacy-preserving and distributed nature.

Not much research is available in this area, but still, some research is going on to over-
come all the abovementioned issues. Motivated by this new technology, Li et  al. (2020a) 
proposed a distributed networks-IDS (NIDS) in a satellite-terrestrial integrated network 
using FL. NIDS are used to identify malicious traffic and avoid intrusions into the system. 
Their proposed system meets both privacy and security requirements in heterogeneous net-
works. To make an efficient system, they first created a security dataset conforming to the 
characteristics of both heterogeneous networks and collected all available attacks between 
them. They proposed an algorithm for STIN using FL adaptability to combine the HFL 
method within a network. Furthermore, they evaluated their proposed NIDS on their dataset 
and showed higher accuracy in identifying malicious traffic with reduced CPU utilization. 
Table 9 lists and compares the major work done in the space-based application areas.

Solar power is free and the best source of renewable energy. Nowadays, the integration 
of solar energy into the electrical network is in practice, making solar irradiance forecast-
ing essential. Solar irradiance forecasting involves collecting and analyzing data to pre-
dict solar power generation on different time horizons. ML and DL models are the best 
practices for predicting and analyzing data. To further enhance the learning capabilities of 
the model, Zhang et al. (2020a) proposed a novel federated probabilistic solar irradiation 
forecasting scheme using DL, differential privacy (DP), and FL. With FL, they achieved 
data-privacy protection by not sharing the data and still achieved competitive performance 
compared to state-of-the-act forecasting methods.

Fig. 16  Intrusion detection systems (IDS) for the collaboration of different applications with heterogeneous 
environments using FL
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In another work, Fang et al. (2021) claimed to be the first to propose a novel configur-
able FL-based approach for privacy-preserved and effective data transmission in the space-
air-ground integrated network (SGAIN), named olive branch learning (OBL). The OBL 
framework consists of three layers in space, air, and ground, respectively, where devices 
from each other collaborate to train a powerful model on their local data. Specifically, the 
space layer consisted of the ring structure of LEO constellations, a two-tier star structure 
imposed on air nodes, and internet-of-remote things (IoT) in the air and ground layer. Sim-
ilarly, Xia et  al. (2014) formulated a utility-aware FL problem in low-earth-orbit (LEO) 
based satellite edge clouds (SEC). They designed a double-auction mechanism for a fixed 
and variable number of participants. They achieved privacy by training the model locally 
on each LEO satellite and sending the trained model to data centers via ground stations.

5.1.1  Take away

Satellite-based communication is the only broadband vast area network (WAN) technology 
available everywhere, covering the entire world. But it has challenges, like a huge amount 
of satellite data that cannot be transferred to earth for model training, communication 
overheads, idle connectivity issues, and is vulnerable to strong security and privacy threats. 
FL is a promising approach showing scope in overcoming these challenges. But, it needs 
specially designed FL algorithms and techniques instead of existing terrestrial-based FL 
algorithms. Moreover, 5G and 6G communications would bring a new level of challenges 
and constant threats. Only a little work is available in this domain. Indeed, it requires 
further research is to be carried out in this area. This paper covered most of the initial work 
in this area listed in Table 9. Tables 26 and 27 show the majority of security and privacy 
defenses discussed in this section. The next subsection is focused on air-based application 
areas that are deploying FL.

5.2  Security and privacy in FL‑based applications covering air

Unmanned Aerial Vehicles (UAVs), commonly known as drones, were initially developed 
for the military and aerospace industry. But now, they have found their way into our daily 
life. UAVs are used in numerous applications ranging from dangerous to dumb tasks such 
as surveillance, filming, journalism, shipping and delivery, disaster management, rescue 
operations, healthcare, law enforcement, agriculture, etc Chhikara et al. (2021). With the 
next generation of wireless communication (5G, 6G), their scope will increase further. 
UAVs have unique characteristics such as comprehensive coverage, mobility, wireless, 
flexibility, capacity, etc. These characteristics are the main reasons behind its rapid fame. 
With the increasing number of UAVs in the air, new challenges came to light, such as their 
management, trajectory decisions, scheduling, etc. Besides these, security and privacy are 
also of significant concern. UAVs are prone to accidental attacks, intentional hacking, and 
privacy threats as they fly in various situations like disaster areas, enemy territories, cross-
ing borders, etc.

With the growing interest in ML-based approaches in multiple fields, researchers are 
also motivated to apply them in wireless networks. However, conventional, cloud-centric 
ML schemes are unsuitable for UAV-based wireless networks Iqbal et al. (2019). The main 
reasons are privacy concerns, latency, and the need for high bandwidth in dealing with the 
central authority. Therefore, the real solution is to move towards decentralized approaches. 
Recently, FL has been proposed to investigate distributed learning possibilities on IoT 
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devices with better privacy, increased computations, and lesser need for network band-
width. Being a new approach, not much research work is available in this domain. But still, 
researchers are motivated by the promises made by this new approach and trying to explore 
FL, its strengths and weakness, for its mass adoption.

Blockchains (BC) are used to ensure the integrity of the data and the safety of model 
aggregation, as shown in Fig.  17 (Gupta et  al. 2021a). Saraswat et  al. (2022), in their 
survey article, discussed the open problems in beyond 5G (B5G) networks for UAVs. 
They presented a taxonomy of blockchain-based FL solutions for B5G network issues. 
Furthermore, they discussed a case study for UAVs in a 6G network using BC-based FL 
as a future technology. Islam et al. (2022) proposed FL based blockchain embedded data 
accumulation scheme that combines drones and remote IoT devices that are prone to cyber 
threats and network scarcity. To further enhance the privacy of the proposed scheme, 
they employed DP before sharing model updates. In another work, He et al. (2022) used 
blockchains to design an efficient IDS for a UAV network. They proposed a conditional 
GAN-based intrusion detection algorithm with blockchain-empowered distributed FL 
for security. For privacy, they used the DP technique. A recent study in the context of 
FL for UAV-enabled wireless networks is presented by Brik et al. (2020) to deal with the 
challenges of UAV-based wireless networks. They discussed the key challenges and future 
directions for FL in UAV-based wireless networks.

During disasters such as floods, fire, earthquakes, or COVID-19 pandemic (social-dis-
tancing-based) zones, working communications services is crucial for disaster mitigation 
strategies. Because these disasters cause severe disruptions and damage to equipment, net-
works, etc., that result in the loss of emergency communication services. Along with com-
munication, another critical concern is privacy leakage during disasters, as any sensitive 
information leakage into the media or public can further worsen the situation. To overcome 
such problems, Ma et  al. (2020c) proposed a privacy-preserving FL-based infrastructure 

Fig. 17  Blockchain-enabled Federated Learning architecture
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(PPFL-Aid Life) network using mobile buses and drones as edge devices for emergency 
communication services during disasters. Their proposed work combined various aspects 
of different technologies to make it a robust infrastructure. A bus-and-drones network 
adds flexibility to the network, reusability of the public bus system, and the reachability of 
drones to any dangerous situation Gupta et  al. (2021b). Furthermore, privacy-preserving 
capability protects the network from “privacy leakage.”

Yao and Ansari (2021), investigated power-control of drones for increasing their 
security consideration which is restricted due to their battery capacities. The proposed 
power control in secure FL (PCSF) to counteract eavesdropping in internet-of-drones (IoD) 
networks. In another work, Zhang et al. (2020e) focussed on privacy concerns in cognitive 
radio networks using VFL. In cognitive radio networks, secondary users (SUs) are allowed 
to sense and access the white space primary user’s (PU) license channels spectrum to 
reuse the spectrum. But spectrum sensing suffers from severe security and privacy threats. 
Therefore, the authors proposed VFL-based cooperative sensing (VFL-CS), in which 
SU’s data is kept local during the training and evaluation process while encrypted in data 
exchanges.

Last but not least, FANets are considered the most efficient solution for UAV-based 
networks. But still, UAVs (uncrewed aerial vehicles) are considered vulnerable to various 
privacy and security threats in FANets. Mowla et al. (2019) proposed FL based solution 
to defend against on-device jamming attacks. They used client-group prioritization using 
the “dempster-Shafer theory” to identify the best clients and use their updates for global 
updates. Wang et al. (2020a) proposed secure federated UAV-assisted mobile crowdsensing 
(SFAC) for both privacy and security of the exchange of local model updates between 
the UAV and to verify their contributions. Their proposed method uses DP for privacy 
preservation and a two-tier reinforcement learning-based incentive mechanism for optimal 
task publishing without any central curator.

5.2.1  Take away

This subsection discussed FL privacy and security measures in air-based application 
areas. UAVs, Radio, and IoDs (Internet-of-Drones) are a few application areas covering 
this domain. The application areas of UAVs and IoDs are evolving at a tremendous rate, 
and with new technologies, they will be much more efficient in the future with small size 
and less power consumption. Their application areas are expanding, ranging from delivery, 
industrial inspections, agriculture, disaster management, and surveillance. These networks 
are highly dynamic, with limited resources, energy constraints, storage, processing capabil-
ities, signaling overhead, computation, and communication costs. Different research works 
have revealed that FL can be an optimal solution for the various challenges faced in this 
application domain. With computation and data distributed among UAVs and drones in FL, 
it is possible to use them with fewer energy constraints and more intelligent purposes. But 
at the same time, a secure and privacy-preserving UAV-FL ecosystem would require new 
techniques, algorithms, and approaches for reliable UAVs selection, accommodating scal-
ability, handling heterogeneous computing systems, dropouts, data privacy, and protection 
of gradients in transmission for aggregation, etc. Furthermore, advanced privacy and secu-
rity measures are needed with upcoming 5G and 6G communications. Therefore, further 
research is needed to be carried out in this domain to explore the scope of FL in air-based 
application areas. Table 10 describes and compares the recently proposed defense mecha-
nisms in this area. Tables 26 and 27 show the majority of security and privacy defenses 
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discussed in this section. In the next subsection, we will be exploring various ground-based 
application areas deploying FL.

5.3  Security and privacy in FL‑based applications covering ground

Recently, the concept of FL has been proposed, giving opportunities to build intelligent 
and privacy-enhanced ML-based applications in almost every domain. In this section, we 
have tried to cover as many application areas as possible, according to the inclusion/exclu-
sion criteria followed in this work, as shown in Fig. 6 for finalizing the research papers. 
Many applications, such as IoT, healthcare, transport, and fractures, are deploying FL to 
exploit ML and DL capabilities with enhanced trust. Various research work in different 
areas has been carried out to enhance security and privacy in the FL environment, dis-
cussed as follows.

5.3.1  General federated learning

Majeed et al. (2021) applied secured FTL in a cross-silo HFL configuration for network 
traffic classification using secure aggregation protocol. Paul et al. (2020) proposed FLaPS, 
an FL and privately scaling architecture for improving scalability, privacy, and security 
in FL. They used the clustering approach to increase the system’s scalability and improve 
robustness. They used DP with FL for privacy preservation.

Zhao et al. (2020g) discussed generic security and operation considerations of the FL 
platform for communication service providers among different parties. They discussed and 
provided viable solutions for the efficient and secure delivery of FL services. They pro-
posed a cryptographic infrastructure for authenticity and data protection for trusted con-
nections between communications parties. FL deals with the heterogeneous environment 
having heterogeneous devices and data. Therefore, ensuring cybersecurity, privacy, and 
stability of the entire system becomes necessary.

In traditional cloud computing, data from millions of IoTs is sent to the cloud-based 
computing center for processing. These IoT devices generate a huge amount of data 
daily. Therefore, data transmission or uploading to the cloud center results in processing 
delays and congestion. Edge computing came to light as a solution, but with an issue of 
security and privacy. Lu et al. (2020a) focussed their work on ensuring security and pri-
vacy by proposing a privacy-preserving synchronous FL mechanism (PAFLM) for edge 
network computing. The proposed design allowed distributed collaborative learning of 
discrete nodes in edge networks without sharing private data. Furthermore, their design 
also incorporated two more aspects, self-adaptive threshold gradient compression, and 
asynchronous FL. The proposed compression method automatically adapts to the chang-
ing gradients by computing a threshold to compress gradient communications. Thereby, 
the possibility of privacy leakage through gradients is reduced. They also explored 
asynchronous FL and proposed a dual-weight correction method for better performance 
in asynchronous learning.

Among many security attacks in FL, a poisoning attack is an acute attack in which 
malicious clients submit random updates, thereby introducing bias or preventing model 
convergence. The anti-poisoning techniques used to avoid attack are based on identify-
ing outlying values in the client updates. This might lead to the discrimination of some 
minority groups whose updates significantly and legitimately differ from the majority 
of the participants. Therefore, this approach results in an unfairly trained model. Singh 
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et  al. (2020) suggested two approaches to distinguish between updates from minority 
groups and malicious ones, using micro-aggregations (Domingo-Ferrer and Torra 2005) 
and gaussian mixture models. In the micro-aggregation approach, clients belonging to 
minority anonymous groups with some attributes. So, peer entity creates clusters based 
on these attributes, resulting in the majority and minority groups. Now FL training is 
carried out on a cluster basis. As a result, it becomes a little bit easier to identify outli-
ers within minority clusters. Their second approach based on gaussian mixture models 
helps to spot outliers more sophisticatedly.

Li et al. (2021a) also used blockchains for their proposed byzantine-resistant secure FL 
framework named BytoChain. Additionally, Shejwalkar and Houmansadr (2021) centered 
their work on model poisoning in FL. They carried out the work in two parts. In the first 
part, they mounted a model poisoning attack on FL, outperforming known state-of-the-art 
model poisoning attacks and defeating all byzantine-robust FL algorithms. In the second 
part, they proposed a novel robust aggregation algorithm, divide-and-conquer(DNC), to 
defend against their proposed poisoning attacks. Backdoor attacks are attacks where an 
adversary embeds an adversarial trigger to misclassify on some particular input while 
performing well on others. To defend against backdoor attacks, FL needs access to the 
updates received from the clients, which in turn results in privacy threats. To overcome this, 
secure aggregation (SecAgg) cryptographic protocol is used to keep updates uninspectable.

Similarly, Aramoon et  al. (2021) proposed a framework called Meta-FL, which 
facilitates defense against backdoor attacks, along with protecting the privacy of clients 
through secure aggregation, both working in a compatible manner. Around the world, 
the general practice is establishing LANs within organizations, universities, laboratories, 
and research institutes. Keeping in mind the unpredictability in patterns of recent cyber 
attacks, Sun et  al. (2020b) proposed segmented FL for intrusion detection in large-scale 
multiple LANs. Their proposed learning varied from traditional FL because it manages 
multiple global models instead of a single global model. These multiple global models 
allowed segments of participants to learn collaboratively and even rearrange the segments 
dynamically. These multiple global models interact with each other to update parameters. 
Because of parameter sharing and LAN structure transformation, their proposed approach 
performed well in intrusion detection in large-scale LANs with the privacy preservation 
of participants. Furthermore, Lyu et  al. (2020a) addressed the fairness and privacy-
preservation issues in FL. They proposed local credibility and transaction points for 
collaborative fairness and further investigated the approach. They designed a three-
layer onion-style encryption scheme for privacy preservation and enhanced accuracy. 
Experimental results showed balanced fairness, accuracy, and privacy.

Nasar et  al. (2019) designed and evaluated novel white-box-membership-inference 
attacks against DL algorithms in both standalone and federated settings by exploiting the 
privacy vulnerabilities of stochastic gradient descent algorithm. Their work investigated 
the reason for training information leakage in DL models. They showed the effectiveness 
of the white-box-inference attack on various publicly available state-of-the-art models.

In contrast, Qin et al. (2020) focused their work on anomaly detection using selective 
model aggregation approach where local models showing unsatisfying performances 
are excluded from FL training. They measured the performance of the models using the 
prediction errors shown by models on the observed datasets. Experimental results showed 
improved anomaly detection accuracy compared to the state-of-the-art federated averaging 
methods.

In an FL system, distributed clients have heterogeneous computational, communication, 
and storage resources. Hence, deploying cumbersome DNNs with many model parameters 
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on these devices is challenging. Allowing heterogeneous models and reduced communica-
tion overhead has motivated the development of federated distillation (FD) using a con-
cept called knowledge distillation (KD) that enables effective and low-cost information 
exchange in FL Seo et al. (2020). It is based on exchanging only the local model outputs 
whose dimensions are much smaller than the model sizes. It effectively transfers knowl-
edge from a large teacher model to a small, lightweight student model. The student model 
mimics the teacher model’s output, i.e., logits, on the same training data. The parent and 
student’s model architectures may differ, and the communication cost depends only on the 
logit size instead of the model weights. However, since KD is data-dependent, considering 
the privacy regulation in FL, FD needs to achieve distillation without sharing the local pri-
vate data. On the other hand, federated model distillation (FedMD) shares the knowledge 
of FL parties’ models via their predictions on an unlabeled public set. But, sharing the 
predictions may still leak the privacy of the local data as there is no reasonable privacy 
guarantee for sharing model predictions in the FL environment. Hence, KD is also proving 
an effective way as a security measure.

Working in this direction, Sun and Lyu (2020) proposed a federated model distillation 
framework with a novel noise-free DP (NEDP) mechanism. The proposed framework 
showed the feasibility of heterogeneous model architectures in both iid and non-iid settings 
of multi-labeled public datasets. Experiments showed the framework to be communication 
efficient and guaranteed privacy-preserving. Similarly, Gong et al. (2022) proposed another 
federated framework with ensembled one-way KD (FedKD) on cross-domains, unlabelled, 
and non-sensitive public datasets. They focused on the issues like communicational 
bottlenecks and preserving privacy without sacrificing accuracy.

Zheng et al. (2020) conducted a comparative study on the effectiveness of local DP and 
federated ML in tackling privacy risks and security breaches. Zhang et al. (2019) in their 
work studied and evaluated the effectiveness of poisoning attack on FL setup using GANs 
to mimic the samples from other participants. Their proposed novel poisoning attack differs 
from conventional poisoning attacks as it doesn’t require forced entry into any participant’s 
device or any struggle with intrusion detection within the local system. They demonstrated 
the vulnerability of FL architecture to poisoning attacks. Triastcyn and Faltings (2019) 
proposed augmentation to FL through bayesian-differential privacy (BDP), a relaxation of 
differential privacy, for tighter and guaranteed privacy preservation. They also introduced 
a novel technique of joint accounting to guarantee privacy at an instance and client lev-
els jointly from only instance-level noise. Jiang et al. (2019) proposed PruneFL, a novel 
approach that allows parameter pruning to reduce the neural network model size during FL 
training. Their proposed approach is adaptive and suitable for distributed FL. The authors 
suggested fine-turning and model pruning as a solution to defend against backdoor attacks. 
The experiments showed that computation time, communication overhead, and training 
time were minimized in FL settings. In a similar work, Liu et al. (2018) analyzed the effi-
cacy of fine-tuning and pruning defense mechanisms against backdoor attacks. They found 
that neither is strong enough against backdoor attacks. Therefore, they proposed a solution 
fine-pruning by combining the strengths of both techniques that effectively nullified back-
door attacks. They tested the proposed solution on three prior attacks.

AI-based techniques are popular approaches used to classify malwares (Ahmadi et al. 
2016; Suarez-Tangil et al. 2017). Combined with FL, it further enhances the overall system 
and privacy preservations by providing secure data transfer between distributed clients. Lin 
and Huang (2020) proposed a malware classification with decentralized data collection 
using FL. It is a common issue of unbalanced computations and communication resources 
in FL among the parties and clients. The best approach to deal with such a scenario is using 
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asynchronous FL. Gu et al. (2021) contributed their efforts in this direction and proposed 
asynchronous approaches to deal with unstable situations. The proposed asynchronous 
federated stochastic gradient descent (AFSAD-VP) for vertically partitioned (VP) data. 
Furthermore, they also proposed its two variants, stochastic variance reduced gradient 
(SVRG) and SAGA. Results verified better convergence rates, higher efficiency, model, 
and data privacy in vertically partitioned data sets.

Zhu et al. (2020) in their work introduced a new notion of named weighted FL (wFL) 
within the secret sharing framework. In wFL, participants’ private data is split into random 
shares and distributed among predefined computing servers, providing the best security 
to state-of-the-art security approaches. The authors investigated the relationship between 
multiparty computations (MPC) and FL. Their work guaranteed security within the secret 
share framework. In another work, Bai and Fan (2021) focused on achieving security and 
privacy in FL settings. They used homomorphic encryption (HE) to encrypt the parameter 
updates for security. To achieve privacy, they added a parameter selection method to 
choose updates from specific participants with certain probabilities reaching a threshold 
value.

In contrast to the above-discussed work for achieving privacy and security via DP or 
secure MPC, Domingo-Ferrer et  al. (2021) used Co-Utility property (Domingo-Ferrer 
et  al. 2017), a self-enforcing protocol for mutual benefits of the participants. Incentives 
would be given to protocol-abiding participants and punishment to the rule-breakers. In 
(Wainakh et al. 2020), the author discussed HFL architecture for a flexible, decentralized, 
controlled training process and better privacy preservations. Xu et  al. (2020), through 
their work, addressed the issue of the irregular user (who shares low-quality data) in the 
federated training process, which severely affects the global model convergence. In another 
work, Xin et  al. (2020) tried to generate synthetic training data without compromising 
client privacy using FL-GAN. And used this fake data to train another GAN model. GAN’s 
training is challenging and requires lots of training data for better learning.

Song et al. (2020a) proposed a framework for a multi-task GAN auxiliary identification 
(mGAN-AI) to analyze user-level privacy leakage attack in FL by a malicious server that 
can simultaneously discriminate the client identity and category of the input sample. This 
enables the recovery of the private data of a specific client. Their proposed attack turned 
out to be stronger than state-of-the-art attacks on the server side.

For assured and strong privacy preservation, Chamikara et  al. (2021) used a data 
perturbation mechanism named DISTPAB, which introduces perturbs into the data before 
communication and enforcing privacy preservation. A central authority controls the global 
perturbation parameter generation on the server side. On the client side, a distributed entity 
introduces perturbs in the local data. Results showed that the angry data generated by 
DISTPAB is resistant to strong attacks, thereby providing excellent privacy preservation.

FL is inherently vulnerable to poisoning attacks. Focusing work in this direction, Cao 
et al. (2019) implemented an FL system and invested poisoning attacks in the system in 
various scenarios. The authors proposed a novel defense mechanism named, Sniper that 
can filter out poisoned local models from malicious participants during the training and 
reduce the success rate of poisoning attacks. In their proposed mechanism, they measured 
the distance between the models, where honest models had a smaller distance among them, 
and the poisoned local model had a large distance measured from honest models. Poisoned 
models change the global model divergence in other directions. Therefore, distance meas-
ures help in identifying the poisoned model among honest ones. To avoid attacks from 
malicious clients, Zhao et al. (2020a) proposed a secure member selection strategy (SMSS) 
that evaluated the data quality of the clients before allowing them to participate. In this 
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way, malicious clients could not acquire any information regarding the model. Tables 11 
and 12 summarized and compared the above-discussed papers.

5.3.2  Internet‑of‑things (IoTs)

IoT-based networks and their operating systems are vulnerable to massive cyber attacks. 
Therefore, high-quality data is vital to propose and investigate a solution against this 
attack, representing various behavioral scenarios. Moustafa et al. (2020) proposed a new 
IoT-tested architecture for collecting versatile federated data from heterogeneous sources in 
various malicious scenarios. They employed nine attacks in the dataset, such as scanning, 
DoS attack, ransomware attack, distributed-DoS (DDoS) attack, injection attack, cross-
site scripting attack, password attack, and man-in-the-middle attack, thereby helping the 
evaluation of AI-based cyber solutions, including privacy- preservation, intrusion detection 
threat intelligence, etc.

Industrial Internet-of-things (IIoTs) offer promising opportunities to transform future 
industries. Integrating Artificial Intelligence (AI) with intelligent IIoT is widely employed 
in realizing IIoT applications. However, to make this scenario highly feasible and relia-
ble, confidentiality, data security, and privacy are crucial requirements (Song et al. 2020b; 
Khoa et al. 2020). Nguyen et al. (2021a) presented a comprehensive discussion of the use 
cases to demonstrate the feasibility of FL in IIoT. Along with this, they highlighted major 
concerns and future directions for the full realization of FL-IIoT in industries (Wang et al. 
2020b). But, with the plorification of this integration comes side effects of adversarial 
attacks and security and privacy threats. To address these issues, Song et al. (2020b) pre-
sented a practical cloud-based defense approach against adversarial attacks, FDA3, by dis-
tributing the defense capabilities among IIoT devices using FL architecture. On the other 
hand, Zhang et al. (2020b) used asynchronous DL based on proxy re-encryption and group 
dynamic management in IIoT-based FL for privacy preservation.

Zhou (2022) designed a verifiable FL framework to deal with a malicious aggregator in 
IIoT-based application scenarios. Initially, a reliable aggregator is selected using a multi-
weight subjective logic model to calculate reputation. And later used a Chinese remainder 
theorem (CRT) and homomorphic hash function for a secured and variable gradient aggre-
gation. In another work, Wei et al. (2022) proposed a novel chameleon hash scheme with 
a changeable trapdoor (CHCT) to construct a redactable blockchain for secure FL in IIoT 
settings. Li et al. (2022) presented a tentacle distribution-based algorithm to identify adap-
tive poisoning attacks in software-defined IIoT settings. They also proposed a stochastic 
tentacle data exchanging protocol (STDE) to minimize the impact of adaptive poisoning 
attacks. In their scheme, the participants with similar learning tasks are assigned to the 
same tentacle group using cluster analysis. Therefore, the parameter updates outside the 
clusters are considered “poisoned.” Furthermore, they also designed an adaptive DP super-
position algorithm to add gaussian noise to average data for the robustness and privacy of 
the global FL model.

Due to the complex distributed nature of IIoT, it is vulnerable to a wide range of stealthy 
and evolving cyber-attacks. Abdel-Basset et al. (2022) proposed an integrated. FL frame-
work with distributed temporal convolutional GAN for semi-supervised cyber attack 
detection in IIoT. They also proposed a novel BC-orchestrated edge intelligence (BOEI) 
for a privacy-preserved aggregation of distributed local updates. In another work, Han 
et al. (2022) proposed PCFed, a novel framework with higher accuracy, communicational 
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efficiency, and guaranteed privacy in IIoTs. They used the de-facto privacy standard DP 
with the Laplace mechanism.

Energy harvesting (EH) is a very critical and promising technology in the internet of 
everything (IoE), where edge devices have limited battery capacity and increasing energy 
consumption. It also suffers from energy information cross threats, energy deprivation, 
and privacy leakage. Pan et al. (2021) proposed FL based solution for detecting malicious 
energy user detection method. They also proposed a DP-based private information-
preserving scheme. They also designed an incentive mechanism for EH nodes to enhance 
security. Additionally, Lu et al. (2019a) proposed privacy-preserved data sharing in IIoT 
using blockchains and FL. The authors designed blockchain-enabled architecture to reduce 
the risk of data leakage in distributed multiparty data sharing. They integrated DP into FL 
for data privacy.

In line with this discussion, Kong et al. (2019) used FL for industrial knowledge mining 
in a secure manner. They proposed federated tensor mining (FTM) framework (Kong et al. 
2019) to bring multiple factories within an alliance to share their data, which is encrypted 
using HE in a centralized FL manner. This allowed raw data within the factory but still 
allowed a good amount of data for knowledge mining. With the rapid development of 
communicational technologies, internet-of-vehicles (IoVs) is a new paradigm integrating 
intelligent vehicle networks in a distributed manner. In IoVs, moving vehicles constantly 
generate huge amounts of diverse data like traffic information and multimedia-based data, 
vulnerable to numerous threats Maniak et al. (2018). Lu et al. (2020b) addressed this issue 
and proposed hybrid blockchain architecture, using permissioned blockchain and locally 
directed acyclic graphs (DAG) for efficient data sharing in IoV. The IoVs are maintained 
by roadside units (RSUs), and local DAGs are handled by the vehicles. Furthermore, they 
used asynchronous FL for efficient learning models and two-stage parameter verification 
for the reliability of the learned model.

Similarly, Lu et  al. (2019b) incorporated local DP into FL and proposed DP-AFL to 
enhance the privacy of updated local models in vehicular networks. They further proposed 
a randomly distributed update scheme to protect against security threats to centralized 
curators. Providing personalized services to clients in an intelligent transportation 
system (ITS) requires data sharing among vehicles. In IoV scenarios where edge devices 
are mobile, they need enhanced data-sharing schemes for efficiency and reliability. The 
overall learning system is such an Al-based novel approach that helps to improve training 
efficiency on the data set. Using the broad learning system approach, Yuan et al. (2021) 
proposed FeBBLS, a federated bidirectional connection broad learning scheme to share 
data securely. They used a bi-directional connection overall learning system (BiBLS) 
model for training the vehicular nodes.

Issa et al. ( 2022) reviewed blockchain-based FL methods and techniques to present the 
current state of research on the security and privacy of IoT ecosystems. The study focused 
on the security perspective, challenges, and open research questions associated with 
integrating blockchain and FL in IoT applications. In recent work, Qu et  al. (2020) also 
used blockchains in FL to resolve the security concerns of fog-based IoT networks. Wang 
et al. (2021) focused on the anomaly detection in IIoT using FL.

Few authors focused on privacy concerns in distributed vehicular networks. Lu et  al. 
(2020c) presented a novel privacy-preserving FL mechanism for data privacy preserva-
tion in vehicular IoT networks using a two-phase mitigation scheme. Similarly, Zhao et al.  
(2020b) integrated local-DP with FL crowdsourcing applications in an IoV-based network. 
Crowdsourcing application owners can infer users’ location, vehicle information, traffic 
information, etc. The proposed approach assured the vehicles’ generated gradients’ privacy 
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to prevent attackers from deducing original data even after obtaining the gradients. Vehicu-
lar ad-hoc Network (VANet) for IoV suffers a data falsification attack in which false infor-
mation, such as position falsification, is exchanged between the vehicle nodes. Uprety et al. 
(2021) focused on detecting position falsification attacks in the federated setting of loV. 
Vehicles in VANet periodically broadcast information as basic safety messages (BSM).

But attackers can exploit this information and launch a falsification attack by corrupting 
BSMs. Therefore, the authors used FL, where the model is trained on the edge vehicles 
on their private information and avoids information exchange between vehicles, thereby 
prohibiting the attackers from corrupting the training data.

Apart from the numerous capabilities of FL, it also facilitates anomaly detection in IoT-
based FL networks. Nguyen et al. (2019) proposed distributed IoT (DIoT), an autonomous 
self-learning distributed system for compromised IoT-device detection. Every IoT device 
in the network shares its local detection profile with the security gateway, providing access 
to a massive dataset with various features to build an efficient anomaly detection model for 
the IoT network. DIoT does not require any human intervention or labeled data to operate. 
Khoa et  al. (2020), presented a collaborative learning intrusion detection system for IoT 
industry (4.0) network (4th industrial revolution), i.e., smart factory, smart industry. They 
used deep neural network (DNN) trained filters to identify and prevent cyber-attacks at IoT 
gateways in industry 4.0. These filters are trained on the local data of its subnetwork. The 
server aggregates the massive updates from distributed IoT gateways and achieves high 
learning accuracy without compromising data privacy. To further evaluate FL support for 
intrusion detection systems, Cetin et  al. (2019) conducted experiments in an FL-based 
simulated environment that allows edge devices to collaborate in the training of a global 
anomaly detection model without sharing their sensitive data. Results showed higher 
classification accuracy and reduced computation and communication cost.

In an another work, by Athba et al. (2020) proposed ML-based IDS for IoT devices using 
federated mimic learning (Shafee et al. 2020) for privacy preservation. In mimic learning, 
a student model learns from the teacher model, and in this way, knowledge is passed on. 
On the other hand, Arachchige et  al. (2020) amalgamated DP, Ethereum blockchains, 
and smart contracts with FL for enhanced safety, security privacy, and resilience in IIoT 
systems. Wu et  al. (2021) applied an incentive mechanism in IoT-based FL to ensure 
privacy. The incentive mechanism is based on the client’s task expenditure, including 
privacy, computation, and communication costs. They also used the DP mechanism for 
privacy preservation. Furthermore, they designed a multi-dimensional contract for optimal 
rewards, making the users abide by privacy and security norms. In another work, Tabassum 
et  al. (2022) proposed a novel federated DL-based IDS system using GAN (FEDGAN-
IDS) to detect cyber threats in smart IoT systems. They used GAN to augment and 
create a balanced training dataset that helped better generalize model training. Similarly, 
Kalapaaking et al. (2022) proposed a BC-based secure aggregation using Intel-SGX-based 
TEE for IoTs. Continuous authentication is necessary for mobile devices like smartphones 
and IoTs for analyzing their behavioral interactions. But this may increase the chances of 
privacy leakage as authentication requires the participants’ personal data. Wazzah et  al. 
(2022) proposed a novel warm-up FL-based continuous authentication mechanism with 
privacy-preserving assurances for mobile and IoT-based distributed networks.

On the other hand, Zhang et al. (2020c) proposed a novel poisoning attack and experi-
mentally demonstrated the effectiveness of this attack on IoT-based FL settings. They used 
GANs for poisoned data generation. To effectively launched this attack, they created a fake 
dataset named Data_Gen, that mimics the participant training data to explore an active and 
powerful poisoning attack in IoT-based FL. Working with IoT attacks, one more attack is 
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known as a “zero-day botnet” attack. Zero-day botnet attacks exploit unknown vulnerabili-
ties that exist in a system. It got its name because this attack occurred one day before the 
first day the unknown vulnerability became public. DL-based methods are generally used 
to detect botnet attacks in loT networks. But in the centralized approach, botnet attacks can-
not be detected without compromising the users’ privacy.

Popoola et al. (2021) focused on detecting botnet attacks to avoid data privacy leakage 
in loT edge devices using FL. The authors employed an optimal DNN architecture for 
network traffic classification. They achieved satisfactory results to guarantee privacy and 
security, lower communication overhead, and lower network latency. Results showed 
federated DL methods outperformed centralized, localized, and distributed application 
scenarios. Malware is one serious security threat in the internet world. Taheri et al. (2020) 
presented a robust FL-based architecture, namely, Fed-IIoT, for malware detection for 
android applications in IIoT both at participants and server-sides. Tables 13, 14, and 15 
listed and compared the major work done in the security and privacy of FL-IoTs. Soon, 5G 
technology will connect all walks of life. But deploying 5G in IoT needs special techniques 
and consideration because of the heterogeneity and diversity of loT networks. Fan et  al. 
(2020a) proposed IoTDefender, an intrusion detection framework for 5G IoT-based FTL.

5.3.3  Intelligent transportation system

In Intelligent Transportation System (ITS), FL can provide adaptable and efficient training 
of ML and DL models for traffic flows prediction, traffic sign detection and classification, 
pedestrian detection, behavior forecasting, traffic congestion detection, and many more. 
Because of the availability of the versatile and massive amount of training data distributed 
across the IoVs (Manias and Shami 2021). But again, this distributed setting opens new 
attack fronts that must be tackled. Elbir et al. (2020) investigated the usage and FL over 
ML in vehicular networks to develop an efficient ITS Patel et al. (2022a). They investigated 
the learning and communicational perspective along with security and privacy concerns. 
Cars have become one of the most computationally powerful mobile edge devices, and 
their low cross-device communication bandwidth needs could potentially help overcome 
the current network limitations.

Research in the autonomous driving domain shows a huge scope of improvements 
and enhancements through FL. In this direction, Claas Brüß (2021) used FL for pedes-
trian behavior forecasting and analyzed whether the training of these forecasting models 
could be federated. Results showed an opportunity for improvements through this scheme 
due to the availability of huge training data volumes and highly paralleled training. Liu 
et al. (2020b) proposed FedGRU, an FL aggregation algorithm using FedAvg (Canetti et al. 
1996) aggregator and gated recurrent neural network (RNN) for traffic flow prediction. The 
recurrent unit enabled the global model to capture spatiotemporal correlation for traffic 
flow. Their work in traffic flow prediction is pioneering and achieved comparable results 
with competing techniques with little accuracy degradation and privacy preservation. Nud-
ing and Mayer (2020) studied and evaluated the effectiveness of poisoning attacks in the 
FL settings for traffic sign classification. They manipulated the training process to embed 
a backdoor and evaluated the possibilities of creating a backdoor, its effectiveness, and its 
contribution to learning the classification model. The IoVs interconnect smart vehicles, 
allowing them to share useful information for independent decision-making by an autono-
mous vehicle. Moulahi et al. (2022) used FL to protect vehicle privacy. On the other hand, 
using blockchains ensured the integrity of the data and the safety of model aggregation. 
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They performed classification tasks in VANets and cyber-threat detection at the vehicles. 
Table 16 highlights the proposed security measures in ITS areas.

5.3.4  Smart cities/homes

The main reasons behind the surging popularity of IoT are their quality of service, 
easy installation, and inexpensive. Hence, IoTs are used in smart cities, buildings, 
infrastructures, etc., to make life efficient and sustainable. They are ubiquitous everywhere, 
from lighting and air conditioning to surveillance and management (Wang and Qiao 2019; 
Fraboni et al. 2021). Earlier work in smart infrastructure generally focuses on centralized 
approaches using IoT sensors. IoT-based infrastructures are also exposed to cyber 
threats and privacy leakage despite their numerous benefits. Therefore, to make smart 
infrastructures robust and secure, researchers are deploying FL to leverage its benefits 
(Jiang et  al. 2020a). Working in this area, Dasari et  al. (2021) proposed an FL-based 
framework for smart building energy prediction. Energy management is a very crucial 
component of a smart building. Therefore, predicting energy consumption using ML 
models is a general approach. They presented the architectural details of their proposed 
framework and compared it with centralized ML methods for the achieved benefits along 
with privacy preservation.

In addition, Yu et al. (2020a) proposed, LoFTI, a federated multitask learning framework 
that learns general features to capture contextual access patterns of users from smart homes 
in a privacy-preserving manner. These contextual patterns are necessary to be identified to 
form contextual policies. Because if we allow IoT devices in our homes, these contextual 
policies should be pre-decided to protect against security, privacy leakage, and physical 
hazards. In addition, Otoum et al. (2021) proposed an integrated adaptive framework that 
combines blockchain and FL for a secure and trustworthy network for IoT-based smart city 
services and applications.

Similarly, Sater and Hamza (2020) introduced an FL-based LSTM model on time series 
data generated by smart-IoT sensors for energy usage prediction such as lighting, fault 
detention, and better energy management system. Their proposed model showed fast model 
convergence of model along with the default inherited privacy and security capabilities of 
FL. In another work, Zhao et al. (2020c) focused their work on privacy preservation in IoT-
based smart home systems with mobile phones as clients. They used DP and blockchains to 
prevent malicious model updates in their proposed hierarchical crowdsourcing FL system 
for training ML models. Their proposed system can help home appliance manufacturers 
improve their products’ quality and services. Table 17 describes and compares the major 
security and privacy defense mechanisms proposed in FL-based smart city infrastructure.

5.3.5  Aggregaation algorithm

Aggregation algorithms need to be efficient in dealing with the various challenges in FL, 
such as heterogeneity in data, clients, models, communication issues, anomalies in received 
gradients and parameters, privacy preservation, and handling asynchronous updates. Sev-
eral algorithms have been proposed to tackle the abovementioned challenges, summarized 
in Tables 18 and 19. Konečnỳ et al. (2016) proposed federated average (FedAvg) used in a 
centralized FL setting in which the central server is responsible for orchestrating the train-
ing process. It shares the global model with all the clients and collects respective model 
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1 3

updates and parameters from them to get the final trained global model. FedAvg uses the 
averaging logic for calculating the weighted sum of all received local model parameters 
from clients. But FedAvg cannot tackle the heterogeneity present in the FL environment 
(Nilsson et al. 2018).

To handle heterogeneity in FL Li et al. (2018) proposed a modified version of FedAvg, 
known as FedProx (Li et  al. 2018) that showed better performance in a heterogeneous 
environment. FedProx algorithm can assign a different amount of work to the clients 
based on the client’s capabilities (computational power or other factors) and performance 
over various rounds. To deal with non-uniformity in the model updates from the clients, 
FedProx allows partial work instead of uniform work. To address the challenges of a 
mobile-devices-based FL environment, Canetti et al. (1996) proposed the secure multiparty 
computation (SMC) algorithm that ensures privacy-preserving aggregation of the updates 
from unreliable clients. Because unreliable clients can drop out at any time from the 
training. This algorithm showed fault tolerance, which means the system will work well 
even if one-third of the clients fail to participate.

Wang et  al. (2020c) proposed a federated matched averaging (FedMA) algorithm for 
training DL models, e.g., CNNs and LSTM, in a heterogeneous federated environment. 
In standard aggregation, the parameters of local models are averaged element-wise with 
weight proportional to the sizes of the client dataset. However, this averaging logic may 
affect the overall model’s performance and also put a significant communicational burden. 
To overcome this, FedMA performs the aggregation by matching and averaging the hidden 
elements, such as neurons and channels with the same features. Experiments showed that 
FedMA outperformed FedAvg and FedProx within a few initial training rounds. Zhang 
et al. (2022) proposed a verifiable secure aggregator, G-VCFL, a group-verifiable chained 
privacy-preserving FL scheme. It used a grouped chained training structure to improve 
training efficiency and verify the correctness of the aggregation results. Instead of any 
complex cryptographic technique, they utilized lightweight pseudo-random generators for 
the privacy preservation of users.

Due to the non-identical distributed (non-iid) nature of data in the FL environment, 
client drift or gradient dissimilarity results in unstable training and slow convergence. To 
address this issue, Karimireddy et  al. (2020) proposed a stochastic controlled averaging 
algorithm (Scaffold) that used control variates (variance reduction) to ensure that client 
updates are moving in the right direction (both at client and server-side). Scaffold showed 
fast model convergence in a heterogeneous environment in significantly fewer rounds. 
Several works aim at improving data privacy in FL. They typically prevent access to local 
updates using secret sharing techniques and encryption to reduce information leakage by 
applying noise. Bonawitz et  al. (2017) proposed another secure aggregation algorithm 
in an FL environment. The authors used Shamir’s secret sharing (SSS) combined with 
symmetric encryption to protect local models and can tolerate dropouts. However, their 
proposed aggregation algorithm increased the communicational overhead of training 
rounds.

Xu et  al. (2019a) extended the work of Bonawitz et  al. (2017) and proposed, Veri-
fyNet, by adding verifiability on top of it using the double-masking protocol for users’ 
confidentiality. In a similar work, Gou et al. (2020) proposed VeriFL, a communication-
efficient verifiable aggregation protocol that can efficiently handle dropouts. Both rely on 
a trusted party to generate public/private key pairs for all clients. Kadhe et  al. proposed 
FastSecAgg (Kadhe et al. 2020), a multi-secret sharing secure aggregation protocol based 
on fast Fourier transform (FFT). Their proposed protocol is robust against dropouts and 
guarantees security against colluding server attacks and adaptive adversaries. Furthermore, 
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FastSecAgg, significantly reduced the communication cost of the aggregation to make the 
system efficient and secure. In another, So et al. (2021) proposed Turbo-Aggregate, another 
fast aggregation algorithm suitable for wireless topologies with unreliable users. Therefore, 
Turbo-Aggregate can handle unreliable wireless networks with reduced communication 
and computation overhead but at the cost of increased round complexity.

Similarly, Beguier et al. proposed SAFER (Beguier and Tramel 2020), another privacy-
preserving secure aggregation protocol based on compression of the model updates and use 
them for aggregation for security. SAFER is more suitable for FL’s healthcare, medical, 
and application areas. However, this protocol assumes a small number of clients without 
any dropouts with identical distributed (iid) data. To overcome the limitations of the previ-
ously discussed aggregator, Tabassum et  al. (2022) proposed another secure aggregation 
protocol named SAFELearn. It is a generic private secure aggregator that defends against 
inference attacks for private FL that does not rely on any trusted third party. It is robust, 
does not requires any complex cryptographic operations, and is computation efficient.

All the above-discussed aggregation algorithms are based on the secret-sharing 
approach for ensuring the secrecy of the model updates sharing. In some other works, 
authors used encryption to achieve security. Truex et al. (2019) proposed an algorithm that 
uses DP and threshold homomorphic encryption to achieve privacy and security. Their pro-
posed method ensured secrecy and privacy but could not tolerate dropouts and added sig-
nificant runtime overhead to the system, making it impractical for the real-time scenario. 
EaSTFfly (Dong et al. 2020) algorithm is another encryption-based approach using pallier-
homomorphic encryption or SSS along with quantization. EaSTFfly offers secure aggre-
gation with privacy preservation. Furthermore, the authors designed an attack strategy to 
analyze the privacy of ternary gradients.

In general, encryption of the local gradients increases the computational and 
communicational overhead of the overall FL system. BatchCrypt (Zhang et  al. 2020) 
proposed a system solution for cross-silo FL to reduce this overhead by encoding a 
batch of gradients and then encrypting them instead of encrypting individual gradients. 
HybridAlpha (Xu et al. 2019b) uses DP with multiparty computations and encryption to 
guarantee security and privacy. POSEIDON (Sav et  al. 2020) encrypts the complete FL 
process using zero-knowledge proof and lattice-based multiparty HE. Additionally, the 
authors used a tree-like network instead of classical star topology to reduce computational 
overhead. Last but not least, BaFFLe (Andreina et al. 2020) and FLGUARD (Nguyen et al. 
2021c) are secure aggregation protocols that provide security and a strong defense against 
backdoor attacks.

Li et  al. (2020d) proposed an enhanced version of the FedAvg algorithm using DP 
gaussian noise for secure aggregation. Madi et al. (Madi et al. 2021) combined HE with 
verifiable computing to perform aggregation in the encrypted domain and then verified the 
results to confirm the valid updates. Their proposed approach showed secured and privacy-
preserving global model aggregation. Shayan et al. (2021) proposed another aggregation 
algorithm for fully decentralized peer-to-peer (P2P) FL settings. It uses blockchains and 
cryptographic techniques for peer-client coordination and privacy preservation. In (Wu 
et al. 2020), authors achieved secure aggregation by encrypting only the inner product of 
model updates instead of encrypting entire updates altogether. They achieved efficient and 
secure aggregation of the model. Zhao et al. (2021a) is a secure and efficient aggregation 
framework for robust byzantine FL. SEAR relies on the trusted execution environment 
(TEE), Intel SGX, to protect clients’ privacy.
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5.3.6  Recommendation systems

Recommendation systems are now integral to various applications we use on the internet, 
such as social media, e-commerce, or any other online activity. These systems are trained 
on users’ internet behavior, choices, interests, and search patterns. Therefore, it becomes 
crucial to protect users’ data and private information from malicious activity. FL is a suit-
able framework for training a recommendation system without compromising users’ pri-
vacy. Here, we have discussed the major work done by researchers for an efficient recom-
mendation system using FL.

Li et al. (2020e) proposed an FL-based wireless recommendation system for consumers 
using a combination of DP and multiagent bandit learning. They experimented in both 
“master-worker” and “fully decentralized” FL setting to maintain privacy and explored 
how the addition of noise affects the learning and decision of an aggregator to the 
following recommendation. In another work, Zhao et  al. (2020e) proposed Fed4Rec, a 
privacy-preserving online page recommendation system using FL and model-agnostic 
meta-learning. In model-agnostic meta-learning, the model is trained on data from public 
users (who share data with servers) and private users (who do not share data with users). 
Fed4Rec aggregates recommendations for public users on the servers and the local devices 
for private users. Results showed that Fed4Rec outperformed the baseline recommendation 
system.

Similarly, Lin et al. (2020) proposed FedRec, a federated recommendation system for 
rating predictions of items for customers from explicit feedback without sharing any rating 
behaviors or records of users with the centralized server or other users. They proposed and 
utilized user averaging (UA) and hybrid filling (HF) to protect users’ privacy. In another 
work, Zhou et al. (2019) proposed a privacy-preserving distributed personalized social rec-
ommendations system in a centralized FL setting to avoid unreliable network connections 
in the distributed FL approach. They used DP to handle the users’ privacy. Blockchain is 
not limited to banking and financial sectors only. It is now used in several other application 
areas, such as IoT, smart grids, UAVs, and healthcare. Hai et al. (2022) used Blockchain in 
the healthcare management system to ensure the privacy and security of electronic medical 
and health records. Their proposed BVFLEMR, a blockchain vertical FL e-medical recom-
mendation system, recommends a tailored treatment to patients after analyzing their health 
records in an electronic health record database.

In a similar work, Ammad et al. (Ammad-Ud-Din et al. 2019) proposed a personalized 
recommendation system using federated collaborative filtering (Fed-CF) to protect users’ 
privacy. The authors claimed to be the first to use collaborative filtering for privacy preser-
vation that models interactions between uses and sets of items. Experiments showed Fed-
CF achieved similar recommendation performance with state-of-the-act systems without 
compromising users’ privacy. In contrast to the above work Jian et al. (2020) focussed on 
the security threat caused by shilling attack (Lam and Riedl 2004) in the FL environment 
and proposed FSAD, a federated shilling attack detector. It is a well-known and studied 
attack in the recommendation system that influences the prediction of the recommenda-
tions system by generating fake or malicious user accounts that assign random or pre-
decided ratings to an item to increase or decrease its sale. They utilized a semi-supervised 
Bayes classifier to identify malicious attackers among genuine users. Table 20 compared 
the above-discussed research in recommendation systems using FL.
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5.3.7  Trusted execution environment

A trusted execution environment (TEE) is a defense mechanism in FL for security. TEE 
is a secure and trusted environment for execution. It is a secure hardware technique for 
computation in an untrusted environment without exposing sensitive data or processing to 
threats. From the FL scenario, TEE establishes a digitally secure end-to-end connection 
between connected devices (between client, server) (Sabt et al. 2015). It protects against 
malware, data breaches, and hacking attacks on servers or clients. TEE uses cryptographic 
encryptions for end-to-end security. Last but not least, it provides a tamper-resistant iso-
lated processing environment ensuring confidentiality, privacy, authenticity, integrity, and 
data access rights, as shown in Fig. 18. Zhang et al. (2021) proposed shuffleFL, a gradi-
ent preserving system that uses a TEE through SGX-processors to combat side-channel 
attacks.

In another work, Mo et  al. (2021) proposed and implemented PPFL, a privacy-
preserving FL framework for mobile systems to protect against privacy leakage. They 
utilized TEEs on mobile clients for local training and on the server for secure aggregation. 
Similarly, Mo and Haddadi (2019) proposed TEE implementation for edge devices such as 
mobile phones or other devices with limited computing resources using FL. They used DP 
for privacy protection and a data-oblivious algorithm to defend against tracking. In another 
work, Keto et al. (2022) analyzed and proposed countermeasures against the vulnerability 
of TEE on the server side. They proposed OLIVE, oblivious differentially private FL on 
TEE, to ensure secure mode aggregation on an untrusted server. It makes sure that only 
differentially private models are observable by the server. They also designed an attack 
that violated the privacy of training data and used the proposed system to justify the risk 
through experiments on real-world datasets. The oblivious algorithm also guaranteed 
security on TEE. Table 21 summarizes the proposed work using TEE.

Fig. 18  Trusted execution environment
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5.3.8  Healthcare

The healthcare industry is being revolutionized by technological development such as 
smart wearables, wristbands, smartphones, etc. They have the potential for early detection 
of several diseases Chaudjary et  al. (2022). Furthermore, ML models enable doctors to 
detect and predict severe diseases like cancers, tumors, and Parkinson’s at an early stage. 
Chen et  al. (2020a) conducted their research in integrating FL with healthcare and pro-
posed FedHealth, an FTL framework for wearable healthcare. Fedhealth aggregates data 
from various organizations to achieve personalized model learning without compromising 
the privacy and security of users Patel et al. (2022b).

In an another work, Aich et  al. (2021) proposed a robust AI-based model during the 
COVID-19 pandemic. The authors used blockchain and AI-based FL to build a generalized 
prediction model for predicting COVID symptoms, reasons for the spread, and treatments 
from patients’ data across various healthcare organizations that do not want to share their 
private data. Their proposed model offers real-time application use. One of the major 
concerns in FL schemes is irrelevant updates affecting the model’s global convergence. 
To deal with this issue, Chen et  al. (2020b) proposed PFL-IU, a privacy-preserving 
FL framework, to deal with these irrelevant updates, thereby accelerating the model 
convergence and improving model accuracy. They proposed a sign-method to identify the 
relevant local updates and a secure aggregation protocol.

In another work, Passerat-Palmbach et al. (2020) presented a novel framework for FL 
using a blockchain-orchestrated ML platform. Their proposed platform uses blockchains 
and can track the incentives for good quality data and best model contribution for enhanced 
security, improved health outcomes, and patient trust in the learning healthcare system. 
Similarly, Schneble and Thamilarasu (2019) designed and implemented an IDS using FL 
for a medical cyber-physical system (MCPS). It is a networked system of medical devices 
that enables continuous monitoring and treatment for patients in healthcare Iqbal et  al. 
(2020). The proposed design protects against attacks such as DoS, data modifications, and 
injection. It achieved a high detection accuracy of 99.6% with reduced network communi-
cation overhead Gupta et al. (2020).

Shah et al. (2021) presented FL as a technological solution to data security and privacy 
concerns for patients’ private medical data as electronic medical records are vulnerable to 
various attacks. The authors showed the potential of FL in this domain when stringent laws 
do not allow the collection and sharing of the patient’s data. Similarly, Ma et al. (2021) pre-
sented a secure and privacy-preserving FL for collaboration between multiple health insti-
tutions for any time diagnosis to the patients, known as “pocket-diagnosis.” It is installed 
on smart devices like smartphones to help users all the time. Rahman et al. (2020b) used 
blockchain-managed lightweight hybrid FL framework on the internet-of-health things 
(IoHT) devices used in daily health management. They also employed DP and noise addi-
tion to avoid data leakage.

Li et  al. (2021b) exploited FL capabilities for early-stage detection of dementia dis-
ease with IoT devices installed at the patient side in their smart homes. The authors use 
DP to enhance the privacy of data shared among IoT devices. On the other hand, Xing 
et al. (2020) proposed Jupiter, an easy-to-use and secure FL platform for regional medical 
care. It provides a high-performance infrastructure for secure parameter aggregations with 
dedicated links between aggregators and hospitals. For secure aggregation, they used Intel 
SGX, a popular TEE technology, to guarantee confidentiality for end-to-end parameter 
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sharing. All the above-discussed research work has been compared and summarized in 
Table 22.

5.3.9  Web/internet services

To provide security-as-a-service (SaaS), ML models are in trend, but they rely on lots of 
data. Small organizations need to improve in this scenario. Because with insufficient data, 
a machine-learned threat-detection system will not perform as efficiently as in the case of 
a larger organization. Khramtsova et al. (2020) used FL to detect malicious URLs in the 
network traffic. So, in this collaborative environment, a model can learn better and improve 
performance for small service providers.

In another work, in web services, Fan et al. (2020b) proposed SPSD-FL, a novel smart 
Ponzi scheme detection framework using FL. Ponzi is a form of fraud launched on websites 
to lure investors. Detecting a Ponzi scheme requires lots of data to learn the patterns of 
the schemes. But websites do not share their data out of data security and privacy norms. 
Therefore, the authors proposed FL based solution framework that allowed secure 
aggregation and no sharing of data for smart Ponzi detection. Table 23 describes security 
and privacy measures in web-based application areas.

5.3.10  Bank services

As discussed above, FL has attracted lots of attention from various business organizations 
such as banks, pharmaceuticals, smart industries, etc. Liu et al. (2021) focused their work 
on secure data sharing of client’s information with distributed banks to enhance the quality 
of service while preserving the privacy of the clients. The authors proposed secure and 
distributed privacy-preserving FL solutions for banks by combining cryptographic and 
blockchain techniques. They used the MPC algorithm with multi-key fully-HE and allowed 
blockchain consensus protocol. Zhao et  al. (2021b) proposed anonymous and privacy-
preserving FL with big industrial data. They tried to leverage the gaussian mechanism DP. 
Furthermore, employed proxy servers as the middle layer between participants and servers 
to achieve anonymity, thereby preserving strict privacy with Industrial Big Data.

Table 23  Survey and comparison of proposed FL security and privacy measures in Web/Internet applica-
tions deploying FL

EP evaluation parameters, URL uniform resource locators, NN neural network, DP differential privacy, Acc 
accuracy, P precision, R recall, TAcc test accuracy, Fs F1-Score
**Dataset collected (from URL Hans, OpenPhish, and HackerNews Post URLs)

References Area Proposed work Privacy/security 
approach

Base 
model

Data- 
sets

EP Achievements

Khramtsova 
et al. (2020)

Web FL for Cyber 
Security

Malicious URL 
Detection

NN ** TAcc, Higher Detection 
Rates

Suitable for Real-
world scenarios

Fan et al. 
(2020b)

Web Smart Ponzi 
Scheme 
Detection 
using FL

DP, Secure 
Aggregation

– Real 
time

Acc, P, 
R,Fs

Data Privacy
Security 

using secure 
aggregation
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5.3.11  Miscellaneous

Smart farming is an emerging field that refers to managing and performing farming with 
the help of technology such as drones, IoT, and robotics. Smart farming focuses mainly on 
better production and efficient human labor utilization. In the farming context, timely data 
analysis is crucial for efficient production. Vimalajeewa et al. (2021) deployed FL in the 
context of smart farming. They jointly used neural networks with FL for better predictions 
and sustainable farming practices. They proposed a neural network and partial least 
square-based joint FL model (FL-NNPLS) for milk quality analysis. The proposed model 
performed efficiently better than centralized state-of-the-art approaches. In another work, 
Friha et al. (2022) proposed FELIDS, an FL-based IDS system for a secured agricultural-
IoT (Agri-IoT) network, which is an essential part of the “smart agriculture” system. They 
used blockchain to enhance the system’s security and encryption for privacy preservation. 
To evaluate the performance, three real-time datasets have been used, including both 
malicious and benign network traffic.

Smart Mobile devices are one of the edge devices used in FL. So, it’s quite obvious 
that they are also vulnerable to security breaches and privacy threats. Wang et al. (2019) 
launched a reconstruction attack named mGAN-AI, using GANs on the federation of 
mobile devices to infer class representations of victim clients. In another work, Hsu et al. 
(2020) focused their work on malware detection for android devices using FL. They build 
their detection system using a support vector machine (SVM) and secure MPC method. 
Khazbak et al. (2020) proposed MLGuard, an FL-based poisoning attack mitigation tech-
nique for a network with many mobile edge devices. Their proposed model is suitable for 
security and privacy in resource-constrained mobile devices. Malware is one serious secu-
rity threat in the internet world. Therefore, researchers are experimenting with FL for mal-
ware detection, like Gâlvez et  al. (2020) deployed FL on android devices and proposed 
Lim, an FL-based malware classification framework to detect and classify malicious appli-
cations without compromising privacy. Table 24 summarizes these remaining few applica-
tion areas.

5.3.12  Take Away

This subsection discussed security and privacy in ground-based FL applications, including 
IoT networks, vehicular networks, healthcare, smart city infrastructure, agriculture, TEE, 
recommendation systems, and others. It is evident from the survey that the FL architecture 
is a secure and optimal solution for applications involving multiple clients. Many research 
efforts are dedicated to DP, HE, and authentication protocols (AP) for privacy protection, 
but at the expense of performance and computational efficiency and cannot sustain com-
plex operations Banerjee et al. (2018). Blockchain has also been incorporated into various 
applications for privacy and security, but it also has research gaps and challenges that need 
further research. In IoT-based application areas, researchers highlighted the design of the 
asynchronous FL model for a more scalable, adaptable, and secure IoT-federated ecosys-
tem. The ML models are trained on client data, and research has shown that using diverse, 
real-world data has a considerable positive impact on the model’s performance. Therefore, 
new secure incentive mechanisms are needed to encourage users to participate with their 
high-quality data in supervised and unsupervised scenarios. And, of course, that would fur-
ther need more robust privacy preservation techniques. Studies suggested that ML models 
must be redesigned to have inherent privacy and security capabilities. Adversarial attacks 
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are another issue that needs further research beyond existing countermeasures (secure 
aggregators), as a single malicious client in the federation can ruin the entire model. A 
proper evaluation of their impact in unsupervised scenarios should be a research focus. 
Many research works highlighted the importance of understanding the attacks by launching 
the attack through a client, communication channel, or server, then formalizing a coun-
termeasure for that attack. Furthermore, fifth-generation (5G) and beyond (6G) networks 
bring new levels of privacy and security vulnerabilities (zero-day attacks) to the system. 
Thus addressing these issues is essential for the future federation. Thus, further research is 
needed to exploit FL capabilities in real-life applications to their full potential. Tables 11, 
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 24 summarizes most of the proposed 
work in FL security and privacy preservation in various application areas. Tables 26 and 27 
show the majority of security and privacy defenses discussed in this section. In the follow-
ing subsection, we have discussed underwater-based applications deploying FL.

5.4  Security and privacy in FL‑based applications covering underwater

In the last few decades, advancements in communicational technologies allowed research-
ers to conduct research in extreme-area such as deep underwater oceans, deep inside the 
earth, spaces, etc. To tackle these challenges, researchers take the help of intelligent sensors, 
the internet-of-things (IoT), etc. Our planet’s surface is covered with several water bodies: 
oceans, seas, lakes, rivers, ponds, and wetlands. The world is facing “Global Water Crises” 
for several reasons, especially climate change, droughts, water wastage, groundwater deple-
tion, water pollution, and many more. Similarly, when discussing oceans, the most signifi-
cant resource of life on the planet, sadly face numerous challenges, such as overfishing, gar-
bage, acidification, mercury pollution, ocean warming, habitat destruction, and coral reefs. 
Therefore, there is an urgent need for an efficient system that can cover the entire planet and 
help us overcome these challenges and save our planet.

We are talking about vast geographical areas here, so IoTs-based smart sensors are 
used to monitor and collect the necessary samples in various situations. ML and DL-based 
research solutions efficiently analyze different environmental situations trained on the data 
collected from distributedly installed IoT sensors. FL is the best approach to enhance the 
overall system’s capability. FL is not yet explored much in this area despite offering many 
capabilities. Researchers are exploring and trying its capabilities with enhanced secu-
rity and privacy features. Very recently, Kwon et al. (2020) proposed a novel multiagent 
DDPG-based algorithm for deep reinforcement learning with internet-of-underwater-things 
(IoUTs) devices using FL. To work in the ocean environment, with a communication fad-
ing effect compared to air- communications, the authors proposed a multiagent deep deter-
ministic policy gradient (DDPG) for resource allocation and reliable delivery of parameters 
from IoT devices to the central FL server. Their proposed FL approach showed improved 
performance and privacy preservation.

In another work, Moubayed et  al. (2021) discussed FL-based architectures for water 
leakage detection problems in pipelines, especially in manufacturing and industry settings. 
Leakage detection is a major concern for various industrial and governmental stakehold-
ers. The authors suggested FL deployment due to its privacy-preserving and distributed 
approach. Sensors installed within the transmission pipelines or colling pipes of furnaces 
provide a massive amount of data for training a global leakage detection model from vari-
ous local model updates, allowing the knowledge to be distributed to a wide area while 
maintaining the privacy of the data.
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Additionally, Park et  al. (2021) proposed an FL-based network model for large-scale 
water quality prediction to predict green-tide phenomena. Green tide is one of the severe 
water pollution problems due to the overpopulation of algae, directly affecting human 
health and the underwater ecosystem. To train a model, the authors collected a huge 
amount of data through smart sensors distributed across rivers and lakes in South Korea to 
collect water-quality-related indicators. Furthermore, they presented an optimal fair sched-
uling algorithm for efficient data transmissions between sensors and servers to avoid over-
fitting in a privacy-preserving manner. Zhou et al. (2020) used FL in water demand fore-
casting in a smart water grid. To achieve privacy, the author used zero-knowledge proof 
to verify users. Blockchain (BC) has been used to prevent malicious updates in the model 
to ensure security. On the contrary, Chen et al. (2021) used FL in oil–water layer identi-
fication, a vital process for petroleum explorations. They proposed an FL-based dynamic 
weighted fusion strategy for ensuring data security.

For a secure aggregation deep under the ocean’s difficult circumstances, Meng et  al. 
(2020) proposed FedMONN, Meta Operation Neural Network, that performs basic opera-
tions in an encrypted way and generates results in plaintext. They used neural networks 
for encryption and decryption using an encoder and meta-operation decoder. Experiments 
showed that their approach provides higher security than state-of-the-art aggregation 
methods.

5.4.1  Take away

This subsection discussed the major privacy and security concerns and the proposed solu-
tions in underwater-based applications covering oceans, rivers, lakes, petroleum extraction, 
and pipelines having wide geographical coverage. In these applications, to collect infor-
mation, a large number of sensors or edge devices are installed to cover the whole area. 
Moreover, they may be placed in difficult positions, such as deep under the sea, in furnaces, 
pipelines, or strong-flow rivers. In such scenarios, gathering this huge amount of data to 
train an ML/DL model is challenging. Due to its privacy-preserving capabilities and dis-
tributed nature, the FL paradigm can be a desirable characteristic to handle the situation. 
The beauty of this architecture is that it leverages the capacities of its participating edge 
devices to train a deep and generalized model in a distributed manner. FL shows a huge 
scope in this area but needs to handle the difficult conditions discussed above. Therefore, 
new approaches, like cluster-based or hierarchical distributed muli-level based, are needed 
to group the geographically distributed devices to have balanced participation in the train-
ing of global ML models. Similarly, future work could be focused on secure global aggre-
gation schemes, positioning network components, communication channel qualities, and 
balanced data, together with their safe and reliable operations. Additionally, special meth-
ods for the privacy of real-time data of clients/edge devices, the security of local param-
eters, and gradients sent for model aggregation in FL for water-based areas under difficult 
scenarios are needed. Table  25 summarizes the work done for safe and secure working 
with FL in this area. Tables 26 and 27 show the majority of security and privacy defenses 
discussed in this section. Table 28 listed the reference papers focused on the specific type 
of attack/threat. Figure 19 shows the year-wise distribution of the papers included in this 
survey paper.



11374 D. Sirohi et al.

1 3

Ta
bl

e 
25

  
Su

rv
ey

 a
nd

 c
om

pa
ris

on
 o

f p
ro

po
se

d 
FL

 se
cu

rit
y 

an
d 

pr
iv

ac
y 

m
ea

su
re

s i
n 

un
de

rw
at

er
-b

as
ed

 a
pp

lic
at

io
n 

ar
ea

s

EP
: e

va
lu

at
io

n 
pa

ra
m

et
er

s, 
C

N
N

 c
on

vo
lu

tio
na

l n
eu

ra
l n

et
w

or
k,

 L
ST

M
 lo

ng
 s

ho
rt 

te
rm

 m
em

or
y,

 B
C

 b
lo

ck
ch

ai
n,

 Z
K

P 
ze

ro
-k

no
w

le
dg

e 
pr

oo
f, 

Ac
c 

ac
cu

ra
cy

, F
s 

F1
-S

co
re

, M
SE

 
m

ea
n 

sq
ua

re
 e

rr
or

, T
S 

tra
in

in
g 

sp
ee

d

Re
fe

re
nc

es
A

re
a

Pr
op

os
ed

 w
or

k
Pr

iv
ac

y/
se

cu
rit

y 
ap

pr
oa

ch
B

as
e 

m
od

el
D

at
a-

se
ts

EP
A

ch
ie

ve
m

en
ts

K
w

on
 e

t a
l. 

(2
02

0)
O

ce
an

M
ul

tia
ge

nt
D

D
G

P 
ba

se
d 

D
L 

fo
r 

Sm
ar

t O
ce

an
 F

L 
Io

U
T 

 N
/W

   
  

Pr
iv

ac
y 

by
 D

es
ig

n
D

N
N

Re
al

 T
im

e
–

Pr
iv

ac
y-

Pr
es

er
vi

ng
Fi

rs
t t

o 
co

ns
id

er
FL

 
fo

r s
m

ar
t O

ce
an

 
A

pp
lic

at
io

n
En

ha
nc

ed
 

Pe
rfo

rm
an

ce
M

ou
ba

ye
d 

et
 a

l. 
(2

02
1)

Pi
pe

lin
es

 fo
r F

lu
id

, 
G

as
 T

ra
ns

m
is

si
on

FL
 B

as
ed

 W
at

er
 

Le
ak

ag
e 

D
et

ec
tio

n
Pr

iv
ac

y 
by

 D
es

ig
n

–
Re

al
 T

im
e

–
Se

cu
re

 a
nd

 P
riv

ac
y 

Pr
es

er
vi

ng
 W

at
er

 
Le

ak
ag

e 
D

et
ec

tio
n 

Sy
ste

m
Pa

rk
 e

t a
l. 

(2
02

1)
R

iv
er

s, 
La

ke
La

rg
e-

Sc
al

eW
at

er
 

Q
ua

lit
y 

Pr
ed

ic
tio

n 
(W

at
er

-P
ol

lu
tio

n)

N
o 

D
at

a 
Sh

ar
in

g
D

N
N

Re
al

 T
im

e 
B

ig
 D

at
a

A
cc

In
cr

ea
se

d 
Pr

iv
ac

y,
Se

cu
re

 A
gg

re
ga

tio
n,

H
ig

he
r A

cc
ur

ac
y 

R
at

es
,

Fa
ir 

Sc
he

du
lin

g
M

en
g 

et
 a

l. 
(2

02
0)

O
ce

an
M

et
aO

pe
ra

tio
n 

N
eu

ra
l N

et
w

or
k 

in
 F

L

Se
cu

re
 F

ed
er

at
ed

 
A

gg
re

ga
tio

n,
 

En
cr

yp
tio

n

C
N

N
M

N
IS

T,
 C

IF
A

R-
10

A
cc

In
cr

ea
se

d 
D

at
a 

Pr
iv

ac
y,

-s
ec

ur
e 

th
an

 st
at

e-
of

-
th

e 
ar

t a
gg

re
ga

to
rs

Zh
ou

 e
t a

l. 
(2

02
0)

Sm
ar

t W
at

er
 G

rid
W

at
er

 D
em

an
d 

Fo
re

ca
sti

ng
ZK

P,
 B

C
B

i-d
ire

ct
- i

on
al

 
LS

TM
 (B

-L
ST

M
)

Pu
bl

ic
 D

at
as

et
M

SE
Se

cu
rit

y
Pr

iv
ac

y 
Pr

es
er

va
tio

n
C

he
na

 e
t a

l. 
(2

02
1)

Pe
tro

le
um

 
Ex

pl
or

at
io

n
O

il–
w

at
er

 la
ye

r 
id

en
tifi

ca
tio

n
D

yn
am

ic
 w

ei
gh

te
d 

fu
si

on
 st

ra
te

gy
 

(D
W

FS
)

Tr
an

sf
or

- m
er

s, 
Fu

si
on

 M
et

ho
d

3W
 D

at
as

et
A

cc
, F

s, 
TS

En
su

re
d 

D
at

a 
se

cu
rit

y
Pr

iv
ac

y 
Pr

es
er

va
tio

n



11375Federated learning for 6G‑enabled secure communication systems:…

1 3

Ta
bl

e 
26

  
Su

m
m

ar
iz

at
io

n 
of

 m
aj

or
 p

riv
ac

y-
pr

es
er

va
tio

n 
ap

pr
oa

ch
es

 in
 F

L

D
ef

en
se

 a
pp

ro
ac

h
M

et
ho

do
lo

gy
D

ef
en

se
 a

ga
in

st

Se
cu

re
 m

ul
tip

ar
ty

En
cr

yp
tio

n 
of

 th
e 

pa
ra

m
et

er
s u

pl
oa

de
d 

by
 c

lie
nt

s
In

fe
re

nc
e 

A
tta

ck
Re

co
ns

tru
ct

io
n

C
om

pu
ta

tio
n

D
iff

er
en

tia
l p

riv
ac

y
A

dd
in

g 
ra

nd
om

 n
oi

se
 to

 th
e 

up
lo

ad
ed

 p
ar

am
et

er
s.

Ev
as

io
n 

A
tta

ck
Po

is
on

in
g 

A
tta

ck
In

fe
re

nc
e 

A
tta

ck
Ve

rif
yN

et
A

ch
ie

vi
ng

 p
riv

ac
y 

pr
es

er
va

tio
n 

us
in

g 
do

ub
le

-m
as

ki
ng

, e
nc

ry
pt

io
n,

 se
cr

et
 sh

ar
in

g,
 a

nd
 v

er
ifi

ca
tio

n 
of

 
ag

gr
eg

at
ed

 re
su

lts
.

Ev
as

io
n 

A
tta

ck
Po

is
on

in
g 

A
tta

ck
In

fe
re

nc
e 

A
tta

ck
Re

co
ns

tru
ct

io
n 

A
tta

ck
A

dv
er

sa
ria

l t
ra

in
in

g
In

cl
ud

in
g 

ad
ve

rs
ar

ia
l t

ra
in

in
g 

sa
m

pl
es

 fo
r t

ra
in

in
g 

an
d 

al
te

rn
at

iv
el

y 
up

da
tin

g 
th

e 
m

od
el

 p
ar

am
et

er
s.

Ev
as

io
n 

A
tta

ck
H

om
om

or
ph

ic
En

cr
yp

tio
n 

te
ch

ni
qu

e 
th

at
 a

llo
w

s c
om

pu
ta

tio
ns

 o
n 

en
cr

yp
te

d 
da

ta
 th

er
eb

y 
al

lo
w

in
g 

m
od

el
 u

pd
at

es
 e

xc
ha

ng
es

 
be

tw
ee

n 
cl

ie
nt

s a
nd

 se
rv

er
s i

n 
en

cr
yp

te
d 

fo
rm

.
Po

is
on

in
g 

A
tta

ck
In

fe
re

nc
e 

A
tta

ck
 E

nc
ry

pt
io

n
G

ra
di

en
t c

om
pr

es
si

on
En

co
di

ng
 a

nd
 D

ec
od

in
g 

of
 e

ve
ry

 g
ra

di
en

t u
pd

at
es

 o
n 

cl
ie

nt
 a

nd
 se

rv
er

 si
de

s r
es

pe
ct

iv
el

y.
Po

is
on

in
g 

A
tta

ck
In

fe
re

nc
e 

A
tta

ck
Re

co
ns

tru
ct

io
n 

A
tta

ck
D

at
a 

pe
rtu

rb
at

io
n

A
dd

in
g 

no
is

e 
to

 th
e 

da
ta

 a
nd

 a
vo

id
in

g 
or

ig
in

al
 d

at
a 

tra
ns

m
is

si
on

s o
n 

bo
th

 c
lie

nt
 a

nd
 se

rv
er

 si
de

s 
re

sp
ec

tiv
el

y.
Po

is
on

in
g 

A
tta

ck
In

fe
re

nc
e 

A
tta

ck
Re

co
ns

tru
ct

io
n 

A
tta

ck
 M

ec
ha

ni
sm



11376 D. Sirohi et al.

1 3

Ta
bl

e 
27

  
Su

m
m

ar
iz

at
io

n 
of

 m
aj

or
 se

cu
rit

y 
de

fe
ns

es
 in

 F
L

D
ef

en
se

 a
pp

ro
ac

h
M

et
ho

do
lo

gy
D

ef
en

se
 a

ga
in

st

A
no

m
al

y 
de

te
ct

io
n

Ex
pl

ic
itl

y 
m

on
ito

rin
g 

an
d 

de
te

ct
in

g 
su

sp
ic

io
us

 c
lie

nt
 u

pd
at

es
Po

is
on

in
g 

A
tta

ck
s

Fr
ee

-r
id

in
g 

A
tta

ck
s

Tr
us

te
d 

en
vi

ro
nm

en
t

A
 h

ig
h-

le
ve

l a
nd

 tr
us

te
d 

en
vi

ro
nm

en
t f

or
 e

xe
cu

tio
ns

 o
n 

se
rv

er
s t

ha
t p

ro
vi

de
s p

riv
ac

y,
 in

te
gr

ity
, a

ut
he

nt
ic

ity
 

an
d 

co
nfi

de
nt

ia
lit

y
C

om
pr

om
is

ed
 S

er
ve

rs
M

od
el

 P
ar

am
et

er
s m

an
ip

ul
at

io
n

C
om

pr
om

is
ed

 F
L 

D
ist

rib
ut

ed
 

co
m

pu
ta

tio
ns

 E
xe

cu
tio

n
Pr

un
in

g
Re

du
ci

ng
 n

eu
ra

l n
et

w
or

k’
s m

od
el

 si
ze

 to
 im

pr
ov

e 
ov

er
al

l a
cc

ur
ac

y 
an

d 
to

 d
is

ab
le

 b
ac

kd
oo

rs
C

om
m

un
ic

at
io

na
l b

ol
lte

ne
ck

s
B

ac
kd

oo
rs

 A
tta

ck
s

Ro
bu

st 
ag

gr
eg

at
io

n
Se

cu
re

 a
nd

 ro
bu

st 
ag

gr
eg

at
io

n 
al

go
rit

hm
 fo

r a
 fa

ir,
 re

lia
bl

e 
gl

ob
al

 m
od

el
Po

is
on

in
g 

A
tta

ck
s

B
ac

kd
oo

rs
 A

tta
ck

s
C

lie
nt

’s
 D

ro
po

ut
N

on
-R

ob
us

t A
gg

re
ga

tio
n

Ze
ro

-k
no

w
le

dg
e 

pr
oo

fs
C

ry
pt

og
ra

ph
ic

 a
pp

ro
ac

he
s t

o 
ve

rif
y 

cl
ie

nt
 u

pd
at

es
M

an
-in

-th
e 

m
id

dl
e

Po
is

on
in

g 
A

tta
ck

s
B

ac
kd

oo
rs

 A
tta

ck
s

M
ov

in
g 

ta
rg

et
 d

ef
en

se
In

tro
du

ci
ng

 ra
nd

om
iz

at
io

n 
to

 th
e 

FL
 sy

ste
m

 m
od

ul
es

 to
 av

oi
d 

at
ta

ck
s o

n 
FL

In
fe

re
nc

e 
A

tta
ck

s
Re

co
ns

tru
ct

io
n 

A
tta

ck
M

an
-in

-th
e 

m
id

dl
e

Re
co

gn
iz

in
g 

va
lid

 c
lie

nt
s

To
 id

en
tif

y 
th

e 
ge

nu
in

e 
cl

ie
nt

s a
m

on
g 

al
l t

he
 p

ar
tic

ip
an

ts
 th

at
 a

re
 a

ct
ua

lly
 c

on
tri

bu
tin

g 
to

 th
e 

gl
ob

al
 m

od
el

 
tra

in
in

g
Po

is
on

in
g 

A
tta

ck
s

B
ac

kd
oo

rs
 A

tta
ck

s
Fe

de
ra

tio
n 

di
sti

lla
tio

n
Th

is
 a

pp
ro

ac
h 

in
cl

ud
es

 k
no

w
le

dg
e 

sh
ar

in
g 

th
ro

ug
h 

m
od

el
 p

re
di

ct
io

ns
 ra

th
er

 th
an

 g
ra

di
en

ts
 o

r p
ar

am
et

er
s. 

sh
ar

in
g

In
fe

re
nc

e 
A

tta
ck

s
Re

co
ns

tru
ct

io
n 

A
tta

ck
M

an
-in

-th
e 

m
id

dl
e

C
om

m
un

ic
at

io
na

l b
ol

lte
ne

ck
s

B
lo

ck
ch

ai
n

B
lo

ck
ch

ai
n 

is
 a

 c
om

pl
et

e 
ris

k 
m

an
ag

em
en

t s
ys

te
m

 in
co

rp
or

at
in

g 
cy

be
rs

ec
ur

ity
 fr

am
ew

or
ks

, a
ss

ur
an

ce
 

se
rv

ic
es

, a
nd

 b
es

t p
ra

ct
ic

es
 to

 m
iti

ga
te

 th
e 

ris
ks

 o
f f

ra
ud

 a
nd

 c
yb

er
-a

tta
ck

s
In

fe
re

nc
e 

A
tta

ck
s

B
ac

kd
oo

r A
tta

ck
M

od
el

 P
ar

am
et

er
 M

an
ip

ul
at

io
n

Po
is

on
in

g 
A

tta
ck

s



11377Federated learning for 6G‑enabled secure communication systems:…

1 3

6  Conclusion

FL is a new learning paradigm for ML models that allow access to unlimited and versa-
tile data in a distributed and privacy-preserving manner. This survey paper presents the 

Table 28  Threat specific categorization of the research papers surveyed in Sect. 5

Attack/threat References

Intrusion detection system Li et al. (2020c), Fang et al. (2021), Zhao et al. (2020f), Lu et al. 
(2019b), Yuan et al. (2021), Issa et al. (2022), Zhao et al. (2020b), 
Khoa et al. (2020), Jiang et al. (2020b), Chen et al. (2020a)

Poisoning attack Mowla et al. (2019), Wang et al. (2020a), Sun et al. (2020b), Lyu et al. 
(2020b), Triastcyn and  Faltings (2019), Jiang et al. (2019), Bai and 
Fan (2021), Song et al. (2020b), Pan et al. (2021), Khoa et al. (2020), 
Wazzeh et al. (2022), Iqbal et al. (2020)

Backdoor attack Mowla et al. (2019), Paul et al. (2020), Nasr et al. (2019), Qin et al. 
(2020), Xu et al. (2019a), Guo et al. (2020)

Anomaly detection Domingo-Ferrer and Torra (2005), Lu et al. (2019a), Brüß (2021)
Inference attack Triastcyn and Faltings 2019), Li et al. (2018), McMahan et al. (2017)
Malicious updates identification Yao and Ansari (2021), Lyu et al. (2020b)
Adversarial attacks Song et al. (2020a), Zhao et al. (2020c), Wang et al. (2020c), Truex et al. 

(2019)
Malware detection Al-Marri et al. 2020), Schneble and  Thamilarasu (2019)
Jamming attack Saraswat et al. (2022)
Anomalous behavior Maniak et al. (2018), Lu et al. (2020b)
Server attack Domingo-Ferrer et al. (2021)
Data reconstruction/modification McMahan et al. (2017), Jiang et al. (2020b)
Cyber attack Khoa et al. (2020), Zhang et al. (2020c), Kato et al. (2022)
DoS attacks Li et al. (2020c), Mowla et al. (2019), Majeed et al. (2021), Jiang et al. 

(2020a)
Trapdoor Zhao et al. (2020a)
Free-riding Mowla et al. (2019)
Eavesdropper and hackers Pan et al. (2021)
Data leakage Kong et al. (2019), Khoa et al. (2020)
Device tracking attack Li et al. (2020e)

Fig. 19  Year-wise papers count 
included in the Sect. 5
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basics of the FL concept, major vulnerabilities, attacks, and threats in the FL environment 
to air, space, ground, and underwater communication scenarios. Moreover, we conduct 
a detailed, comprehensive survey of the FL landscape’s privacy and security issues and 
defenses. Because identifying these threats, mass adoption of FL is easier in the aforemen-
tioned environments. Therefore, our work is dedicated to comprehensively surveying the 
majority of the research done in security and mitigating privacy techniques proposed over 
the years; without restricting ourselves to any specific field, area, or domain, we included 
FL-based applications areas in space, air, ground, and underwater. Subsequently, we pro-
vide a discussion on the latest deployments of the FL in various applications in different 
domains and proposed privacy and security measures in them, including smart cities, smart 
buildings, transportation, smart healthcare, internet/web, internet-of-things (IoT), UAVs, 
internet-of-underwater devices, etc. FL adoption to a wide range of smart applications is 
also explored in detail to various constraints. To further optimize the learning process in 
FL, secure and robust aggregators must be designed to handle various situations like disas-
ters, deep under oceans, space, etc. Lastly, we highlight the limitations and challenges for 
various FL techniques’applicability in a wide range of applications.

Data availability Data sharing not applicable to this article as no datasets were generated or analysed during 
the current study.
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