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Abstract
Medical instrument detection is essential for computer-assisted interventions, since it 
facilitates clinicians to find instruments efficiently with a better interpretation, thereby 
improving clinical outcomes. This article reviews image-based medical instrument detec-
tion methods for ultrasound-guided (US-guided) operations. Literature is selected based 
on an exhaustive search in different sources, including Google Scholar, PubMed, and Sco-
pus. We first discuss the key clinical applications of medical instrument detection in the 
US, including delivering regional anesthesia, biopsy taking, prostate brachytherapy, and 
catheterization. Then, we present a comprehensive review of instrument detection method-
ologies, including non-machine-learning and machine-learning methods. The conventional 
non-machine-learning methods were extensively studied before the era of machine learning 
methods. The principal issues and potential research directions for future studies are sum-
marized for the computer-assisted intervention community. In conclusion, although prom-
ising results have been obtained by the current (non-) machine learning methods for differ-
ent clinical applications, thorough clinical validations are still required.

Keywords  Ultrasound-guided interventions · Medical instrument detection · Ultrasound · 
Review

1  Introduction

With the increasing financial pressure on the healthcare system, a general trend exists 
toward efficient workflow, shortening procedure time, and higher clinical outcomes in 
the treatment, resulting in fewer repeats for any given intervention or surgery. To guide 
interventional operations, e.g., cardiac intervention and needle biopsy, advanced medi-
cal imaging systems such as ultrasound (US) and fluoroscopy are utilized. The imag-
ing system can display the interventional activities inside the patient’s body. It not only 
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offers clinicians the visualization and measurement of anatomical structures, but also 
enables the guidance of medical instruments inside the patient’s body without an open 
incision. This approach is commonly known as image-guided minimally invasive inter-
vention (Douglas et al. 2001; Germano 2002; Peters 2006; Cleary and Peters 2010), and 
is being increasingly adopted in many treatments and surgical applications because of 
its lower risk of complications, shorter patient recovery time, and therefore lower cost.

Among the key imaging modalities used in image-guided minimally invasive surgery, 
US imaging has received significant attention in recent years because of its advantages 
of being widely available, non-ionizing, and having real-time performance (Douglas 
et  al. 2001). Furthermore, the US offers the unique benefit of having a wide range of 
transducers that can be used in different application scenarios from the operation room 
to emergency medical units (Scanlan et al. 2001). As a consequence, US-guided inter-
ventional procedures have been investigated and utilized in different clinical fields, such 
as biopsy (Hatada et al. 2000; Coplen et al. 1991), regional anesthesia (Barrington and 
Kluger 2013), ablation therapy (Sheafor et al. 1998; Machi et al. 2001), prenatal diagno-
sis and therapy (Oepkes et al. 2007) and cardiac interventions (structural and congenital 
heart disease) (Spencer et al. 2013; Jan et al. 2020).

There are commonly two US formats being used, i.e., 2D images or 3D volumes, 
which face different challenges for instrument guidance in clinical practice. As for 2D 
images, the alignment of the 2D US plane and the instrument is the most challenging 
part for the clinician. For example, in needle-based anesthesia, as shown in Fig. 1, the 
US plane needs to be placed parallel to the needle to visualize the instrument in the US 
image. Thus the clinical staff has to carefully align the needle and the US plane while 
looking at the screen for the operation. Besides the above alignment difficulty, it is still 
challenging for clinicians to distinguish the instrument from the background tissue in 
the B-mode images, which requires extra training to achieve the instrument interpre-
tation, such as Fig. 1c. Regarding the 3D US, the 3D volumetric data is rendered and 
projected on the 2D display with compromised spatial information, which is hard to be 
interpreted directly. As a consequence, a common practice is to manually extract the 
slice containing the instrument from the volumetric data, which is time-consuming and 
unfavorable in clinical practice. An example is shown in Fig. 2, which demonstrates a 
rendered 3D volume and a sliced plane containing the instrument for cardiac interven-
tion. Even if the slice is obtained, localizing the tiny instrument in the US image is still 
difficult. Therefore, automatic instrument detection and tracking could reduce procedure 
time for US-guided interventions. It would simplify the manipulations of the US trans-
ducer and reduce the total complexity, which would benefit to both patients and inter-
ventionalist. When comparing 2D US and 3D US for instrument guidance, it is easier to 
achieve real-time performance with the 2D US. This benefit is because the 2D US has a 
much lower amount of data to be processed. Many algorithms have been designed dur-
ing past decades for the 2D US. From a financial perspective, 2D US imaging is much 
cheaper and accessible in most hospitals. In addition, it is not easy to navigate the US 
volumes, since sonographers are applying multi-planar slices to visualize an arbitrary 
slice in the volume, which requires time-consuming user manipulation. Therefore, the 
advantages of efficient intervention guidance are compromised. For these reasons, the 
2D US is more widely utilized for procedure guidance than the 3D US. However, in 
contrast to 2D, 3D US provides better spatial information of the instrument position 
in the global view, and can better help the clinicians plan and make the decision in 
the procedures  (St-Amant et  al. 2016). With the recently developed algorithms in the 
3D US, the slices containing the instrument can be automatically extracted from the 
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Fig. 1   US-guided needle therapy 
(Pourtaherian 2018): a the clini-
cal staff has to manage the multi-
fold coordination of 1  needle, 
2  US transducer, while 3  look-

ing at the US screen (Courtesy 
of Philips Ultrasound).  b Sche-
matic representation of guiding 
a needle using US imaging, 
depicting an example situation 
for regional anesthesia, where the 
needle tip is outside the imaging 
plane and is approaching an erro-
neous target area.  c B-mode US 
slice contains the needle, pointed 
by the green arrow

Fig. 2   Example of 3D US imaging in cardiac operations.  a A rendered 3D volumetric data, where it is hard 
to interpret the image and localize the instrument in the volume.  b The manually sliced b-mode image from 
the 3D volume, contains the instrument for cardiac operation (pointed by green arrow)
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complex 3D volumetric data, which drastically reduces the inefficiency of user manipu-
lation (Pourtaherian et al. 2017a; Arif et al. 2019; Yang et al. 2020b).

Existing approaches for instrument detection can be classified into two types: (1) instru-
ment detection based on external or internal sensing devices (hardware-based), such as 
optical fiber sensing (Xia et al. 2015), electromagnetic tracking (Krücker et al. 2007), and 
robot-guided detection (Nadeau et  al. 2014); (2) image-based approaches, without using 
any additional sensors or devices. Although sensing-based methods have achieved promis-
ing results, they have relatively high equipment costs, and the involved sensors complicate 
the system setup in the operation room. Therefore, a broad acceptance of the sensing-based 
approaches is hampered in clinical practice. In contrast, image-based approaches have been 
proposed to detect medical instrument in US images. Several relevant computer vision 
tasks are studied in the literature for image-based instrument detection. First, classifica-
tion is commonly defined as the prediction of the type of object in the given images, such 
as whether the instrument exists or not. In addition, localization and detection are used 
to describe the task of finding the instrument’s position in the US images, such as find-
ing the instrument tip point or its skeleton in the images. Finally, the most challenging 
task is image semantic (instance) segmentation, assigning the semantic class to each image 
pixel. Based on the segmentation results, instrument detection and localization can be eas-
ily achieved.

Various approaches have been introduced since the first literature on instrument mod-
eling by Draper et al. (2000), including the latest deep learning-based methods. As illus-
trated in Fig. 3a, the first work on medical instrument detection appeared in 2000, but the 
related papers only grew rapidly after 2012. With these fast developments, it is necessary 
to have a dedicated review and summarize the current trends and directions in the research 
field. This paper presents a comprehensive review of image-based instrument detection in 
the US for minimally invasive interventions. To the best of our knowledge, this is the first 
review paper on medical instrument detection in US imaging. Recently Beigi et al. (2020) 
published a review on needle localization and visualization in US imaging. In contrast, our 
paper has a much broader scope, covering medical instrument detection in general, includ-
ing the non-needle tool, such as a catheter. The non-needle tools (e.g., catheters) have a 
deformable shape compared to the rigid needle. Due to the different reflection patterns 
between metal and plastic, the catheter has a distorted thicker appearance than the needle. 
Moreover, the cardiac US image usually has a lower resolution than commonly used US 
images. All these challenges make instrument detection in the US more difficult.

The object of this paper is to review the state-of-the-art of medical instrument detec-
tion in the US. The main methods, from the conventional image processing methods to 
the latest deep learning methods, are discussed and compared. Key clinical applications 
are also introduced. This review article is organized as follows. Section  2 describes the 
literature selection method for this review article; an exhaustive literature search is per-
formed to include all related papers. Section  3 discusses the main clinical applications 
before introducing the detailed technical methods, including needle anesthesia, biopsy, 
prostate brachytherapy, and cardiac interventions with catheters. A literature overview is 
summarized in Fig. 3b. Section 4 reviews the instrument detection methodologies, which 
clusters the related literature into non-machine-learning approaches and machine-learning 
approaches based on their key contributions. More specifically, non-machine-learning 
methods are grouped into physical space-based methods and projection space-based meth-
ods, while machine learning methods can be categorized into handcrafted feature-based 
methods and recent deep learning-based methods. The published papers, categorized based 
on the adopted taxonomy, are summarized in Fig. 3c. Section 5 systematically introduces 
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the evaluation metrics, datasets, and experimental results of these papers. Section 6 sum-
marizes the best-performing methods and discusses the remaining key issues and future 
research directions. Conclusions are given in Sect. 7.

2 � Literature selection

We performed the literature search in the key search engines and indexing databases, 
including Google Scholar, PubMed, and Scopus. We utilized the search criteria ’(Needle 
OR Catheter OR Instrument) AND (Detection OR Segmentation OR Localization) AND 
Ultrasound’. We reviewed all the searched papers by title and abstract to ensure the con-
tent was relevant. If there is uncertainty, we read the paper to see if it is related. We also 
checked these papers’ references to ensure the related literature is not missing. The associ-
ated articles are mainly published in the journals of IEEE TMI, IEEE TBME, IEEE JBHI, 
IEEE TUFFC, Medical Physics, MedIA, IJCARS, Ultrasound in Medicine and Biology, 

Fig. 3   Breakdown of the papers 
included in this review according 
to a the year of publications until 
the beginning of 2022, b major 
clinical applications (Sect. 3), 
and c instrument detection meth-
ods (Sect. 4, this article focuses 
on the region within the green 
dash line)
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etc. and the conference proceedings of MICCAI, SPIE Medical Imaging, IEEE ISBI, 
IPCAI, IEEE IUS, IEEE ICIP, and IEEE EMBC.

3 � Clinical applications

This section discusses the main clinical applications related to medical instrument detec-
tion. The four clinical applications receiving the most attention in the literature are 
reviewed, as shown in Fig. 3b.

3.1 � US‑guided regional anesthesia

Needle-based regional anesthesia or imposing blockade is essential in current clinical prac-
tice, which provides a safer and more accurate intervention for further procedures. Con-
ventional regional anesthesia requires experienced clinicians to deliver the medicine to the 
correct region, commonly guided by US imaging since it provides clinical staff with a fast 
and convenient visualization solution. However, as shown in Fig. 1, multi-fold coordination 
of the US screen, needle, and US probe complicates the procedure and hampers the opera-
tion outcomes with higher risks. As a result, extensive training is required to achieve a suc-
cessful therapy under the guidance of the US.

To visualize the needle during the US-guided regional anesthesia or blockade, an essen-
tial condition should be achieved in conventional 2D US imaging: the needle should be 
positioned in-plane in 2D images, where the needle is visualized as a bright line, requiring 
the alignment between the instrument and the US plane (Mwikirize et al. 2016). However, 
this 2D US-guided therapy faces the challenges of the instrument being invisible (Beigi 
et  al. 2017b) or the instrument being out of the plane (Pourtaherian et  al. 2017a). Con-
sequently, the 3D volumetric US has been gradually adopted in clinical practice because 
it can provide richer spatial information about the needle. However, the complicated 3D 
image visualization hampers the efficiency of the clinicians when they are searching for 
the needle and guiding it to the target region. Consequently, automatic needle detection 
in the US has been investigated to facilitate clinical interventions and improve operational 
outcomes.

Automated needle detection for anesthesia or blockade has been studied on clini-
cal datasets  (Mwikirize et al. 2016; Pourtaherian et al. 2017a). A needle tip localization 
method for the 2D US image is validated on bovine, porcine, kidney, and liver datasets 
(Mwikirize et al. 2016), which achieved a mean localization error of 0.3 ± 0.06 mm. Simi-
larly, the Gabor-based needle detection method in the 3D US was validated on the patient 
dataset, which achieved a detection error of 0.68 mm (Pourtaherian et al. 2017a). These 
studies demonstrated good results from the clinical aspect, and needle detection in the US 
is proven to be a promising solution to facilitate this type of regional intervention. Never-
theless, these limited offline validations with small clinical datasets are insufficient; further 
extensive clinical validation is needed. In particular, clinical trials for online validation are 
necessary to validate the algorithm’s effectiveness for operation guidance.

3.2 � US‑guided biopsy

Biopsy, i.e., taking a small sample of body tissue, is essential for diagnosis, such as liver, 
breast, or prostate biopsy, especially for finding the malignant tissue, as shown in Fig. 4. 
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To obtain the tissue samples, needle biopsy or open surgical biopsy is considered, based 
on the suspected pathology, patient health condition, and procedure complexity. Although 
conventional open surgery biopsy provides good diagnostic results, the less invasive nee-
dle-based biopsy becomes attractive. Historically, a needle-based biopsy was performed by 
clinicians in special procedure rooms with interventional radiology suites, which is, how-
ever, gradually replaced by a US imaging system because of its lower cost, higher health-
care efficiency, and better tissue characterization. But the drawbacks of US imaging need 
to be addressed, like difficult interpretation, lower image contrast than traditional X-Ray 
imaging, and extra training required for clinicians (Patel et al. 2019).

Similar to the above regional anesthesia, multi-fold coordination has complicated the 
procedure of US-based needle guidance. As a result, automatic instrument detection is 
desired to help clinicians perform their tasks. Moreover, US imaging is also increasingly 
used for tissue characterization or abnormality detection, facilitating biopsy procedures 
and instrument detection. By providing richer 3D spatial information, 3D US can better 
support the clinicians to perform the operations and reduce the risk for patients.

Arif et  al. (2019) have validated the automated needle detection on the liver biopsy 
dataset, where the needle can be detected with the mean error of 1 mm (position) and 2 ◦ 
(orientation), respectively. This experimental result indicates that robust needle detection 
is possible for 3D US-guided liver biopsy taking. Nevertheless, their dataset is relatively 
small, including only 8–9 patient images. Because deep learning-based methods can easily 
overfit the background anatomical tissues when they are trained with limited data, further 
extensive validation on a large patient dataset is needed for clinical evaluation and practice.

3.3 � US‑guided prostate brachytherapy

Prostate brachytherapy is one of the popular treatments for patients at the early stage of 
cancer development. It delivers high-dose-rate (HDR) radiation or low-dose-rate (LDR) 
radiation to the tumor without affecting the normal tissue around abnormal areas. The nee-
dles or catheters are utilized to place radioactive sources in the tumor regions, as shown 
in Fig. 5. In practice, radioactive particles (i.e., small-size seeds) are only placed for LDR 
procedures. For HDR, catheters are inserted and a single radioactive source is brought to 
planned positions with those catheters. Transrectal Ultrasound (TRUS) has been utilized 
since the 1980s (Banerjee et al. 2017) to perform the operation, which is the key imaging 
modality for the radiologist to visualize the region-of-interested for the operation.

In contrast to other applications, prostate brachytherapy requires that multiple instru-
ments are inserted into the prostate, so that multi-instrument detection in TRUS is essen-
tial for successful operation planning (commonly 12–20 instruments inserted into the 

Fig. 4   Example of US-guided 
needle biopsy. With the guidance 
of US imaging, the needle is cor-
rectly placed in abnormal regions 
for performing a biopsy, such as 
a breast biopsy or thyroid nodule 
biopsy



4370	 H. Yang et al.

1 3

prostate (Zhang et al. 2020d)). However, because of this requirement and instrument place-
ment condition, i.e., needles are close to each other, the detection algorithms need to be 
stable and accurate enough to detect multiple objects, which is rarely studied in state-of-
the-art solutions. Moreover, besides this multi-detection challenge, an efficient detection 
algorithm is required because the typical operation time is around 90 minutes for prostate 
brachytherapy (Banerjee et al. 2017). Zhang et al. (2020c) have validated the needle detec-
tion on the patient dataset, which demonstrates the instrument detection procedures can be 
accelerated to a half minute with a tip location error of around 1 mm. In contrast, conven-
tional needle digitization takes around 15-20 minutes by an experienced physician. There-
fore, automated instrument detection can facilitate clinicians to find the instrument during 
the procedures.

3.4 � US‑guided catheterization

US-guided catheterizations have been utilized in clinical practice, especially for cardiac 
applications such as RF-ablation and Transcatheter Aortic Valve Implantation (TAVI) pro-
cedures. Similar to US-guided needle therapy, US-guided catheterization faces the chal-
lenge of multi-fold coordination. Moreover, due to complex anatomical structures in the 
heart chambers, clinicians have to localize the less obvious catheter (than the metal nee-
dle) in 3D volumetric data using a slice-by-slice tuning procedure, which is time-consum-
ing and complicates the operation. Nevertheless, 3D US is attractive for catheterizations 
because it is radiation-free and easy-to-use, and offers more spatial information for tissues 
(Yang et  al. 2019e). As a result, it has been investigated as a good choice to replace or 

Fig. 5   Example of US-guided 
prostate brachytherapy. Needles 
are guided by US images to 
place radiation seeds for prostate 
cancer (source: Understand-
ing Brachytherapy for Prostate 
Cancer from https://​www.​prost​
ate.​org.​au/)

https://www.prostate.org.au/
https://www.prostate.org.au/
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support the current X-Ray imaging for cardiac interventions. An example of cardiac cath-
eter detection in 3D volumetric data is shown in Fig. 6. 

Several solutions have been proposed to detect the catheter in 3D US images (Cao et al. 
2013; Yang et al. 2019e, 2020a), which employed different methods as reviewed in Sect. 4. 
However, several challenges still need to be addressed in future work: (1) US-guided cath-
eterization is not widely accepted for clinical practice, so expert knowledge is limited by 
experience. Furthermore, it is unclear how accurate and fast instrument detection should 
be. (2) Due to the hardware limitations of the US probe, the 3D volumetric data only 
focuses on a small field-of-view of the heart chamber. So the 3D US cannot provide the 
guidance before the instrument is inserted into the target region, thus X-ray imaging is still 
required to perform catheter guidance in the vein, hampering the flexibility of US-guided 
interventions. (3) Only limited studies have been performed on US-guided catheterizations 
compared to needle-based interventions, which makes US-guided catheterizations less 
mature in the field of computer-assisted interventions.

4 � Instrument detection methods

The systematic pipeline of the image-based instrument detection is shown in Fig.  7. As 
can be seen, the input US image is usually first pre-processed, such as region-of-interest 
(ROI) selection, image enhancement, and other transformations to prepare the image for 
the next steps. The instrument detection or segmentation algorithm is then applied to local-
ize the instrument. Specifically, the detection is defined as localizing the instrument in the 
US image with, e.g., a bounding box, axis, or skeleton. Alternatively, the segmentation 
algorithm derives a more precise result by assigning each image pixel (voxel) a category, 
i.e., the instrument or not. Therefore, instrument segmentation is more complicated than 
instrument detection in most cases. In this article, detection is a more generalized term 
than segmentation since it is easy to obtain detection results based on segmented images. 
Finally, the post-processing steps can be applied to the detection or segmentation results 
to refine the output of the algorithm, such as model-fitting and bounding box refinement, 
which improves the accuracy of instrument detection.

Fig. 6   Example of cardiac catheterization under US guidance. The US probe captures the 3D volumetric 
data of the heart chamber, which contains an RF-ablation catheter. The catheter detection method outputs 
the detection results and automatically visualizes the results in 2D slices for a better view
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In this section, the detection step is considered as the key component of the instrument 
detection pipeline, and the existing detection methods are divided into two classes: non-
machine-learning methods and machine learning methods. Most of the non-machine-learn-
ing publications originate from the period before the era of machine learning. Later on, 
driven by the rapid development of machine learning methods, high-performance comput-
ing, and advanced US imaging systems, instrument detection methods have shifted toward 
machine-learning-based methods.

4.1 � Non‑machine‑learning methods

As for non-machine-learning approaches for instrument detection, there are two major 
classes based on how a priori knowledge is used: physical space methods and projection 
space methods. The physical space methods perform mathematical or geometrical mod-
eling in the physical space with the standard spatial coordinate system in a straightfor-
ward manner. In contrast, the projection space methods first apply the specific spatial trans-
formation or projection on the US image (after thresholding with the prior knowledge of 
the instrument), i.e., from the physical space to the projection space, and then detects the 
instrument in the projection space.

4.1.1 � Physical space methods

The preliminary study for instrument modeling can be traced back to Draper et al. (2000) 
(for 2D US), Smith et al. (2001), Novotny et al. (2003) and Wei et al. (2005) (all for 3D 
US) with coarse segmentation by using simple thresholding or difference mapping. They 
modeled the instrument as a regional pixel or voxel cluster with the longest and straight-
est connectivity groups, which was implemented based on group connectivity analysis or 

Fig. 7   Systematic pipeline of instrument detection in US image. First, the input US image is pre-processed 
by ROI selection and image enhancement methods. Then, as the key step of the pipeline, a detection or 
segmentation algorithm is applied to localize the instrument in the image, where the methods range from 
the conventional image processing methods to the state-of-the-art deep learning methods. Finally, based on 
the result of the detection or segmentation, the instrument is localized in the image after the post-processing 
step, such as model-fitting and bounding box refinement. Note that in some methods, pre-processing and/or 
post-processing may not be required
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Principal Component Analysis (PCA). After these initial studies, a texture-based instru-
ment segmentation method (Linguraru and Howe 2006; Linguraru et al. 2007), which was 
described by statistical features, was proposed for 3D US images by applying Expectation-
maximization, local texture analysis, and PCA, which iteratively segments the instrument 
from an in-vitro dataset. Zhao et al. (2009) and Qiu et al. (2014) introduced 3D gradient 
orientation to calculate the instrument phase information, which segments the needle by 
applying Line-Support-Region analysis for grouped regions. Similar to this local gradient 
analysis, a histogram analysis method was designed by McSweeney et al. (2014) to thresh-
old the 3D US image, which localizes the needle by morphological operation and line fit-
ting. The Frangi vesselness filter (line filter) (Frangi et al. 1998) was considered to describe 
the instrument better and filter out instrument-related points in 3D US images, based on 
assumptions on the high contrast of instrument edges compared to the background and a 
tubular structure (Ren and Dupont 2011; Mohareri et al. 2013; Zhao et al. 2013a; Male-
kian et al. 2014). Similarly, Yan et al. (2012) proposed segmenting the needle in the 3D 
US by a strong assumption of the instrument tube shape, obtained by shape-based level 
set segmentation. A complex decision-making chain is applied to track the needle with the 
obtained instruments set. Although these methods may include different pre-/post-process-
ing steps, the core idea is to extract tubular-like structures by Hessian matrix analysis for 
local intensity distributions. Further processing steps range from simple thresholding (Ren 
and Dupont 2011; Mohareri et al. 2013; Agarwal et al. 2019) to Random sample consensus 
(RANSAC) model-fitting (Malekian et al. 2014) with Kalman filtering in time sequence-
based 3D US datasets (Zhao et al. 2013a, b). Moreover, the local Hessian matrix is also 
applied to detect the shadow of steep needles in 3D US (Pourtaherian et al. 2016), which 
automatically extracts the 2D slice containing the needle for in-plane visualization.

Besides the above vesselness filter-based methods, a template matching with a pre-defined 
catheter filter was proposed by Cao et al. (2013) for coarse segmentation, which is consid-
ered a 3D catheter template for candidate voxel selection. Similarly, Novotny et  al. (2007) 
proposed to detect the catheter in cardiac 3D US images by GPU-based template matching, 
which achieves fast execution based on the multiprocessing methods. A likelihood map with 
shape measurement optimized the resulting images. Buzurovic et al. (2012) proposed calculat-
ing the image’s vertical and horizontal gradients to enhance the needle-related information 
thresholded and fitted by transformation methods to detect the needle in the prostate brachy-
therapy 3D US images. Similarly, automatically optimized Gabor filter methods (Kaya and 
Bebek 2014a, b; Kaya et al. 2015; Hacihaliloglu et al. 2015; Mwikirize et al. 2016; Kaya et al. 
2020) were used with different image processing steps for needle segmentation in the 2D US. 
Specifically, Kaya and Bebek (2014a, 2014b), Kaya et al. (2015, 2020) proposed to employ a 
two-stage method for needle localization based on Gabor filtering with an optimized insertion 
angle estimation. First, the Otsu’s method is applied to obtain the binary image. Then, the nee-
dle in the binarized image is localized by RANSAC model-fitting, which generates the region-
of-interest (ROI) for needle-tip probability mapping and localizes the tip. Their methods were 
validated with static images (Kaya and Bebek 2014a) and real-time video (Kaya and Bebek 
2014b). They further implemented a simulation platform for needle tracking (Kaya et al. 2015) 
for real-time localization. In contrast to Kaya et al. methods with complex post-processing, 
Hacihaliloglu et al. (2015) employed log-Gabor filters to extract phase-symmetry information, 
automatically selecting the scale, bandwidth, and orientation parameters to enhance the con-
trast of the needle. The needle is then detected by a modified Maximum Likelihood Estimation 
SAmple Consensus (MLESAC) method (Torr and Zisserman 2000). Furthermore, Mwikirize 
et al. (2016) proposed to localize the needle by introducing signal transmission maps for the 
2D US, which firstly enhances the visibility of the needle in noisy US images. The needle is 
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then localized by applying the algorithm from Hacihaliloglu et al. (2015). Like Gabor-based 
filtering, Qiu et al. (2014) proposed considering phase domain by applying Sobel operations, 
which are then grouped for needle segmentation by combining with model-fitting or image 
projection, such as least-squares fitting or Hough transform for the 3D US. For another recent 
method of needle detection in 3D imaging, Gillies et al. (2019) proposed to employ user-based 
supervision to guide the algorithm to find the instrument with an interactive approach, which 
shows promising results by considering human observation constraints.

In contrast to the above methods for static US images, some papers have focused on 
exploiting temporal information. Kaya et al. (2016) proposed to track the needle tip by apply-
ing a dynamically updated template to a 2D US video, which measures the similarity between 
the template and US images to identify the target. This method avoids needle localization in 
each 2D US video frame but requires a defined template. Beigi et al. (2015, 2016a, b) inten-
sively studied needle detection by applying spectral analysis, using spatiotemporal information 
from natural hand tremors. This periodic pattern is hardly observed by human eyes but can be 
captured by spectral analysis of 2D B-mode images, which leads to a better result than static 
images. However, these image modalities were only applied to 2D+T format due to hardware 
constraints and complex filtering steps or real-time requirements for 3D imaging. Although a 
recent study focuses on 3D volumetric data with temporal information (Daoud et al. 2018a), 
they considered an extra camera for supporting information.

The above methods follow an algorithm pipeline, denoted as segmentation-modeling pipe-
line. First, carefully designed filters or instrument templates are applied to extract or enhance 
the instrument-related information in the image. The optimized thresholding is then applied to 
binarize the images to coarse segment the instrument from the data. Second, post-processing 
methods, such as model-fitting in the 2D/3D images can are applied to localize the target. 
Although the processing steps can be different, most of the above methods indicated that a 
successful segmentation method is a key step in detecting the instrument in challenging US 
images, which heavily depends on the first steps. However, these segmentation methods are 
limited by prior knowledge of the instrument and are sensitive to image modality or appear-
ance. Moreover, simple thresholding with prior or empirical knowledge also limits the seg-
mentation performances in different application cases. To better describe the instrument-
related information and obtain more accurate segmentation results, machine learning methods 
have been exploited to better describe the instrument with knowledge learned from the data. 
As shown by Yang et  al. (2020a), the physical space methods cannot handle the complex 
cardiac US images with noisy backgrounds and deformed instruments in the 3D US images, 
leading to much worse detection accuracy. It is mainly due to the limited discriminative infor-
mation representation ability. However, Yang et al. (2019d) indicate that these conventional 
methods can be adopted in the pre-processing step to find the interest regions for further fine 
detection. Finally, it is worth mentioning that the above methods are general approaches, 
which can be applied to both 2D and 3D US images, even the initial proposals were 2D 
images for some methods, because of the advanced hardware in the current research, these 2D 
methods can easily be extended to 3D formate with proper software implementations.

4.1.2 � Projection space methods

Besides the straightforwards studies in a common physical space, other explorations in 
space transformation were studied, denoted as projection methods. The methods in this cat-
egory apply a spatial projection on US images with prior shape knowledge of the instru-
ments, assuming, e.g., a straight or curved line in the 2D or 3D space. With the prior shape 
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information, the instrument has a strong response after some projection-based spatial trans-
formations, which accumulates the pixel or voxel intensities along the instrument propa-
gation with respect to spatial location and direction. Here, it is assumed that the instru-
ments yield a higher intensity value than the background in the B-mode or thresholded US 
images. Ding et al. (2002, 2003), Ding and Fenster (2004) proposed to segment a needle 
in the 3D US by applying spatial projection from 3D to 2D thresholded volumetric data, 
which iteratively adjusts the projection direction in 3D space to minimize the projected 
needle area in the 2D plane.

Ding and Fenster (2003) introduced the 2D Hough Transformation with prior knowl-
edge of the needle insertion angle. The pixel values along the estimated direction are accu-
mulated to generate a histogram of the projected voxels, which produces the corrected nee-
dle direction with post-processing, including iteratively direction rotation, points rejections, 
etc. Zhou et al. (2007, 2008), Qiu et al. (2013), and Hrinivich et al. (2017) presented the 
3D Hough Transformation-based methods on a thresholded volumetric image, which select 
the highest accumulated values in the transformed space as the spatial parameters of the 
needle, which are mainly based thresholded images (with or without filtering). Similarly, 
Radon Transformation-based Parallel Integral Projection (Barva et al. 2008) on the voxel 
intensity was introduced by Barva et al. to detect the straight electrode in 3D US images. 
The instrument is detected as the maximized response point in the Radon projection space, 
accumulating the voxel intensity values along with the propagation of the instrument. 
However, the essential insight of their methods is similar to the Hough Transformation-
based approaches, except for the case of thresholding. Later on, the Hough Transformation 
method was also applied to the 2D images by projecting 3D images using a ray-casting 
approach (Aboofazeli et  al. 2009). Some recent literature also proposed transform-based 
methods with software-based optimizations. For example, Rodgers et al. (2020b) proposed 
combining filter-based edge enhancement with randomized 3D Hough transform, imple-
mented based on CPU with GPU accelerations. The results show comparable performance 
to experience clinicians on brachytherapy operations. Similarly, Neshat and Patel (2008) 
also proposed implementing the 3D Radon/Hough transformation by GPU acceleration 
by employing the CUDA library, which is now commonly used for deep learning accel-
erations. Recently, Beigi and Rohling have employed temporal information to enhance the 
ability of the Hough Transformation (Beigi and Rohling 2014), which detects the needle in 
the 2D+T(time) US images. Daoud et al. (2018b) also applied the 2D Hough Transforma-
tion technique to needle localization in 2D B-mode images, where they introduced Power 
Doppler as a supporting modality to improve performance.

The above methods have some prior knowledge or requirement for instrument detec-
tion: (1) instruments are straight or a little bit curved in the images, which can be mod-
eled by accumulating the values along the instrument axis through a spatial transfor-
mation; (2) the instrument has higher intensity values than the background such that a 
simple threshold or intensity-based transformation can be directly applied to detect the 
target. With the previous assumptions, most methods were validated based on computer 
simulations (Barva et  al. 2008) or phantom environment (in-vitro) (Ding et  al. 2002; 
Okazawa et al. 2006; Zhou et al. 2007, 2008; Qiu et al. 2013); the challenges and diffi-
culties were underestimated for instrument detection in noisy B-mode images. Although 
there are some studies (Ding et al. 2002; Zhou et al. 2007; Qiu et al. 2013; Beigi and 
Rohling 2014) consider more challenging datasets from isolated tissue or even patient 
data, i.e., ex-vivo and in-vivo datasets, the simplified voxel thresholding without con-
sidering sufficient local or contextual information hampers the capacity of the detec-
tion algorithms, leading to many outliers or an under-segmented instrument. In contrast, 
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instrument model-fitting methods with proper pre-processing, such as better segmenta-
tion, could be more suitable to model the instrument in B-mode images and improve the 
detection performance (Zhao et  al. 2017). With the above considerations and conclu-
sions from the previous physical space methods, the conventional non-machine-learning 
methods should be re-designed with more complex mathematical modeling in order to 
better handle more complex images. Possible improvement can be the combination of 
projection and physical spaces for a stable instrument estimation.

4.2 � Machine learning methods

In recent years, machine learning methods have been intensively exploited in computer 
vision and medical image analysis areas. The main idea of machine learning methods 
is to model task-related information by designing a proper mathematical representa-
tion from the training dataset, e.g., feature vector and pre-trained classifier, which is 
then used to make a prediction or decision. There are two kinds of approaches in the 
literature. The first is a handcrafted feature design with a machine learning classifier, 
depicted in Fig.  8. This method employs feature vector extraction and task classifica-
tion, commonly applied at the pixel(voxel) level for instrument segmentation. Specifi-
cally, the segmentation-modeling pipeline is often utilized, where the model fitting is 
applied on the pixel(voxel)-level classification results to obtain the final instrument 
segmentation result. However, the design of handcrafted features requires task-related 
knowledge and experience, which hampers the classification performance. The tradi-
tional machine learning approach is gradually replaced by the recently developed deep 
learning technology. Deep learning is a kind of machine learning method that combines 
feature extraction and classifier training in a fully automated information learning style. 
Deep learning methods can automatically learn task-related information from the pro-
vided data, and with well-designed network architecture and sufficient training data, 
they can learn more powerful representations than handcrafted feature design methods. 
However, as argued in the literature, the ability of model explanation is one key limita-
tion of the deep learning methods, as the learned features are less understandable than 
the handcrafted features.

Fig. 8   A systematic overview of the machine learning-based instrument detection pipeline. In the training 
stage, the machine learning model is constructed based on the training data. In the testing, the feature vector 
of the input data is extracted and classified by the pre-trained model
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4.2.1 � Handcrafted feature‑based methods

Because machine learning methods provide better instrument segmentation perfor-
mance  (Krefting et  al. 2007; Uherčík et  al. 2013) than conventional image processing 
methods, e.g., Hough transformation methods, they have been intensively studied in recent 
years. Uherčík et al. (2013) proposed the use of voxel intensity, Frangi vesselness response 
and axis descriptors as the discriminating features, categorized by a cascade classifier for 
needle detection. Compared to the non-machine-learning methods, such as Parallel Inte-
gral Projection and Random Hough Transformation, the voxel-level classification provides 
a higher detection accuracy because a better segmentation result can be obtained. Similar 
to Uherčík, Hatt et al. (2015) proposed to describe the pixels in 2D US images with the 
second-order Gaussian derivative filters, which are classified by AdaBoost for segmenting 
the needle. Their results demonstrated their method achieved better performance than the 
straightforward thresholding methods like intensity thresholding, filtered thresholding, or 
Frangi vesselness thresholding.

Pourtaherian et al. extensively studied needle segmentation by applying 3D orienta-
tion-invariant Gabor features with Linear Support Vector Machine (LSVM) (Suykens and 
Vandewalle 1999), where the segmentation results are further processed by a RANSAC 
algorithm to localize the instrument (Pourtaherian et al. 2015a, b, 2017a). Specifically, the 
Gabor filter bank with a pre-defined scale and multiple orientations are applied to the 3D 
volumes. The voxel is classified by the SVM classier to determine whether it is a needle 
or not. With classification on all voxels of the volume, the 3D US is segmented for fur-
ther post-processing, e.g., RANSAC model-fitting. Their studies show that the Gabor filter 
with SVM could adequately capture the spatial information for a long but thin instrument 
in complex 3D US images. Later on, Zanjani et  al. (2018) demonstrated that the Gabor 
features could be simplified by feature selection, and the segmentation performance can 
be boosted by conditional random field (CRF) (Lafferty et al. 2001) compared to a simple 
SVM, which segments the images based on contextual-level information correlation (as 
shown in Fig. 9).

Mwikirize et al. (2017) also considered log-Gabor features as the local phase extractor, 
which is processed by a locally normalized histogram of orientated gradients (HOG) fea-
tures, to describe the needle in 2D US slices. The constructed HOGs are then classified by 
SVM to segment and enhance the needle in 2D US slices. In the meantime, Younes et al. 
(2018) proposed using a Gaussian mixture model-based classifier to segment the needle 

Fig. 9   Block diagram of the CRF-based needle detection (Zanjani et al. 2018). The feature vector for each 
voxel is extracted for classification. At the same time, the feature selection on the vector elements is applied 
for fully-connected 3D CRF processing, which is calculated based on the input image and classified volu-
metric output. With the analysis of spatial correlations for each voxel point, the 3D CRF refines the seg-
mentation outputs
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in 3D prostate brachytherapy US. The needle is finally localized by a standard RANSAC-
based model fitting. To further exploit complex anatomical information in the 3D US for 
catheter segmentation in catheterization, Yang et al. proposed multi-scale and multi-defini-
tion features for supervised learning classifiers, which demonstrated a better discriminating 
information extraction than techniques solely based on Gabor features (Yang et al. 2018a, 
2019e). The segmented instrument was fitted by a more complex Sparse-Plus-Dense 
RANSAC algorithm to fit the curvature instrument in the cardiac chambers.

The above methods are applied to static images because the voxel-level feature extrac-
tion and classification in 3D+T US images are computationally expensive for current hard-
ware. Nevertheless, several papers were proposed to focus on the 2D US with temporal 
information. Beigi et al. (2017b) proposed to detect a hardly visible needle in 2D+T US 
by applying local phase extraction with temporal sequence analysis. More specifically, 
the phase information for each frame is extracted to formulate the element from a time-
sequence-based phase video, which is then processed by the Auto-Regressive Moving-
Average (ARMA) model to extract the feature vector. With classification from a modified 
SVM, the small motion of the needle can be characterized for needle detection. Further-
more, Beigi et al. employed spectral feature analysis on spatiotemporal features derived 
from optical-flow analysis (Beigi et  al. 2017a), which allows detecting and tracking the 
needle in a 2D US video. In contrast to these off-line learning methods, Mathiassen et al. 
(2016) applied online learning, i.e., learning and updating the needle-related information 
during the video progress. They applied the statistical filtering methods, i.e., Kalman filter 
and particle filter, to learn the appearance of the instrument in the video with real-time 
performance.

Besides the above machine learning methods, Zhang et al. (2020b, c) proposed to detect 
multi-needle in 3D brachytherapy by unsupervised sparse dictionary learning. Specifically, 
the needles and tissue information in the 3D images are encoded into latent space, distin-
guished by the sparse dictionary model. Based on the sparse dictionary learning, the needle 
in the 3D space can be captured and reconstructed in the volume so that multiple needles 
can be localized by region-of-interest-based RANSAC.

Even though the above methods achieved promising detection results for the given 
tasks, it is challenging to design the optimal feature representation, which is one of the key 
factors that hamper the segmentation performance. Because of this, complex post-process-
ing is needed to avoid outliers or false positives. Moreover, the designed features can only 
focus on local information while ignoring contextual and semantic information (Zanjani 
et al. 2018). To handle these limitations, many deep learning methods have been studied 
recently (Litjens et al. 2017).

4.2.2 � Deep learning‑based methods

At the beginning of the deep learning era, Geraldes and Rocha proposed using neural net-
works, i.e., the Multilayer Perceptron network (MLP), to segment the needle in 2D US 
images (Geraldes and Rocha 2014; Rocha and Geraldes 2014). The segmented results 
guide the Kalman filter to track the needle tip in the video sequences (Geraldes and Rocha 
2014). These papers demonstrated the feasibility of deep learning to detect a medical 
instrument in challenging US images.

The conventional idea of voxel-based classification was extended into deep learning 
methods, which employed convolutional neural networks (CNN, a famous type of deep 
neural network, DNN) to replace the feature extraction and classification steps in Fig. 8. 
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The CNN model determines the voxels’ category by a classification strategy on the whole 
3D image. A typical approach is the tri-planar CNN method (Pourtaherian et  al. 2017b, 
2018b; Yang et al. 2018b; Min et al. 2020), which segments the instrument in 3D US vol-
ume by voxel-level classification with decomposed 3D local patches. The volume is seg-
mented by classifying all the voxels. Compared to conventional handcrafted feature-based 
methods, this deep learning method automatically learns the discriminative representation 
based on the training data, which better exploits the information for classification. Nev-
ertheless, the exhaustive strategy is time-consuming for the segmentation of each image. 
Later on, this exhaustive strategy was overcome by applying the Frangi vesselness filter as 
a voxel-of-interest (VOI) pre-selection step (Yang et al. 2019d), which is shown in Fig. 10. 
A fast region-based CNN (Fast R-CNN) is combined with a region proposal network 
(RPN) to efficiently detect the needle in 2D US images (Mwikirize et al. 2018). However, 
this method cannot accurately segment and localize the instrument skeleton at the pixel or 
voxel level. To overcome this limited performance and leverage the powerful fully convo-
lutional network (FCN), which assigns the class categories to all the points of the input 
image by using semantic information, semantic segmentation was introduced and studied 
for instrument segmentation.

To semantically segment the instrument in the US, an FCN with a U-Net structure (Ron-
neberger et al. 2015) (shown in Fig. 11) was considered since it exploits the semantic infor-
mation at different image scales with skipping connections for data flow. This approach 
leads to state-of-the-art performance in most applications in the medical imaging area. A 
2D FCN is applied to segment the needle/catheter in 2D US (Lee et  al. 2020; Rodgers 
et al. 2020a; Gillies et al. 2020; Wijata et al. 2021; Liu et al. 2022) and in 3D US where the 
volume is decomposed into stacks of slices (Pourtaherian et al. 2018a; Yang et al. 2019b) 
for segmentation with the U-Net. However, for 3D volumetric data, the decomposition 
approach may limit semantic information usage due to the compromised 3D information 
after slicing. To address this, patch-based 2.5D or 3D U-Net were proposed to segment the 
cardiac catheter (Yang et al. 2019a, c, f, 2020a, c) or prostate needles (Zhang et al. 2020d; 
Andersén et al. 2020) in 3D volumetric data by dividing the image into smaller patches or 
reducing the image size. In this way, the 3D contextual information is preserved and the 
requirement on GPU memory is reduced for 3D deep learning. Nevertheless, this patch-
based strategy limits the whole image contextual information usage. To overcome this 

Fig. 10   Block diagram of VOI-based CNN for catheter detection (Yang et  al. 2019d). The input volume 
is first processed by a Frangi filter to select the VOI voxels, which are then classified by a tri-planar-based 
CNN for voxel-based classification. The RANSAC model-fitting is applied to localize the catheter in 3D 
B-mode images
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limitation, Arif et al. applied an extremely simplified 3D U-Net on a complete 3D image 
to segment the needle in US imaging for the liver (Arif et al. 2019). Although their method 
showed promising results, its generalization and segmentation abilities are constrained by 
the simplified network design (Yang et al. 2019f). Alternatively, a multi-dimensional FCN 
was proposed to decompose the high-level 3D feature maps into 2D space, which simpli-
fies the decoder and reduces GPU usage (Yang et al. 2020b).

Due to the requirements of a large number of training images and high GPU memory 
usage for deep learning, temporal information is not widely investigated in deep learning-
based medical instrument detection. Mwikirize et al. (2019a, b) proposed time-difference-
based regression and classification CNNs to detect the needle in 2D US sequences. The 
differences between two adjacent frames are obtained by applying pixel-wise logical oper-
ation, which captures the subtle motion of the needle and feeds it into CNNs for detec-
tion. Nevertheless, these methods process the temporal information outside the CNN such 
that the deep learning approach may not properly handle the spatial-temporal information. 
Later on, Mwikirize et  al. (2021) further exploited temporal information by employing 
long short-term memory (LSTM) module with CNN, which achieved a 30% performance 
improvement compared to their previous work while achieving the detection rate of about 
15 frames per second (FPS). In contrast to the aforementioned works, Chen et al. (2021) 
made use of temporal information in the CNN’s input channel by employing the adjacent 
frames, which achieved promising results for robot-assisted needle insertion processes.

In addition to commonly used CNNs, convolutional dictionary learning was proposed 
by Zhang et  al. (2020a) as an extension of their work (Zhang et  al. 2020b). Instead of 
sparse dictionary learning, they considered a convolutional sparse coding model to replace 
the sparse dictionary learning method (Zhang et al. 2020a), which used CT images as the 
supervisory signal to create the dictionary for reconstructing the detected needles in the 3D 
volumetric data.

Although the deep learning methods provide superior segmentation performance and 
better information description than the conventional image filtering and/or transforma-
tion methods, these machine learning methods require a large amount of training data with 
annotations. A semi-supervised learning method has been proposed to address this chal-
lenge by jointly considering uncertainty estimation and contextual constraints (Yang et al. 
2020d, 2021). Later on, Yang et al. (2022) also exploited the weakly-supervised catheter 
segmentation in 3D Frustum US imaging, which achieves much lower computational cost 
than commonly considered Cartesian imaging, while the state-of-the-art performances are 
obtained in their study. With the proposed methods, the deep learning network requires 
much fewer annotations than the conventional supervised learning method, while the 
segmentation results are comparable. Nevertheless, this study still has some limitations, 

Fig. 11   A systematic example of U-Net structure. The U-Net includes an encoder and a decoder. The input 
image is encoded by several convolutional and max pooling operations. The intermediate feature maps are 
processed by the decoder via several convolutional and up-convolutional operations. The encoder feature 
maps are skipping connected with the decoder to preserve the low-level information
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which include but are not limited to (1) semi-supervised learning methods that have not 
been validated on the large-scale dataset, (2) these methods have not been extensively com-
pared to state-of-the-art methods. Moreover, most state-of-the-art instrument detection or 
tracking methods are far from real-time performance, so optimizations are still required to 
improve computational efficiency. More specifically, real-time performance is more crucial 
for instrument tracking in clinical practice, while non-real-time performance is accepted 
for instrument detection in some operations (Zhang et al. 2020a, b). These limitations also 
form key issues for employing deep learning for real clinical applications.

To give an overview, the existing papers using non-machine-learning techniques and 
machine learning techniques are summarized in Tables 1, 2, respectively.

5 � Evaluation datasets, metrics and results

5.1 � Evaluation datasets

Various datasets have been utilized in the existing studies on instrument detection. Specifi-
cally, there are four types of data: simulation dataset, in-vitro dataset, ex-vivo dataset, and 
in-vivo dataset.

Simulation: Computer software-based simulation was used to generate US images 
with well-defined instrument information with image content. Field II (Jensen 1996) and 
kWave (Treeby and Cox 2010) are the commonly used simulation platform for US image 
generation. Because they can provide satisfying image results without extra cost for US 
equipment and experiment labs, such as a biological lab for tissue experiments and tar-
get instrument operations, which require extra clinical doctors to guide the experiments. 
As a result, a simulation dataset can be used to validate the scientific idea and perform a 
feasibility study, e.g., mimicking the needle or catheter insertion in 3D US images (Barva 
et al. 2008; Zhao et al. 2013a). Although kWave has ability to model nonlinearities in tis-
sue, which achieves better simulation results than Field II, this simulation approach lacks 
complex anatomical structures of the tissue and is far from the real images from the opera-
tion, which limit the clinical value and stability of the methods, especially for the learning 
methods. This is because the learning algorithm learns all available information from the 
images, while the simulated tissue or background may not be the correct information for 
the learning procedure, which will hamper the generalization of the algorithms. Therefore, 
a thorough validation of the methods, which were validated on simulated datasets only, 
should be performed on clinical datasets.

In-vitro: In contrast to simulation datasets, in-vitro datasets provide a more realistic 
case, which employs polyvinyl alcohol (PVA) or agar phantoms to mimic the human tissue 
(Draper et al. 2000; Okazawa et al. 2006; Zhao et al. 2009). Moreover, these datasets were 
recorded from real US imaging equipment with proper post-processing, which mimics real 
clinical scenarios. However, this approach has a significant limitation: the phantom cannot 
include complex and detailed anatomical structures in clinical applications, such as vessels 
or muscles. Moreover, due to the different physical properties between a phantom and nat-
ural tissue, the US imaging results are also different, limiting the algorithms’ clinical value. 
For instance, a line-filtering-based needle detection algorithm was validated on a phantom 
dataset (Zhao et al. 2009), proving to be unstable for real tissue data (Pourtaherian et al. 
2017a).
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Ex-vivo: Similar to in-vitro data, ex-vivo data is another commonly used dataset type, 
which replaces PVA or agar phantoms with isolated real animal tissue, such as chicken 
breast for needle detection (Pourtaherian et al. 2017a) or porcine heart for catheter detec-
tion (Yang et al. 2018a). These tissues provide a more complex image appearance due to 
anatomical structures, which are more similar to clinical applications. Nevertheless, this 
dataset type still has limitations in recording conditions, such as less complex muscle and 
vessel structure of chicken breast when considering a needle detection for anesthesia or a 
water-filled (rather than real blood) heart chamber for cardiac catheterization. Although 
these limitations hamper the clinical value, they provide a more stable and promising com-
parison than the above non-tissue-based datasets. Because of the data recording difficul-
ties, such as biological experiment certification and support from clinical experts, ex-vivo 
datasets are still important and are considered in a majority of recent papers, which indi-
cates their importance for algorithm validation. In addition, by comparing the performance 
stability, ex-vivo dataset has more challenges than the in-vitro images (Pourtaherian et al. 
2017a; Yang et al. 2018a).

In-vivo: This article defines in-vivo as the off-line dataset from a real clinical operation, 
such as prostate biopsy or live animal dataset, e.g., live porcine for cardiac catheteriza-
tion. Because the datasets were recorded from real clinical usage or mimicking it, these in-
vivo datasets demonstrated important clinical value for the algorithm validation. However, 
recording this type of dataset is challenging compared to the above three dataset types. 
First, the research protocol on data collection needs to be approved by the ethical commit-
tee and the consent form needs to be signed by the patient. The data collection must avoid 
any risk for the patient, and the procedure should be fully accepted in the institution. Sec-
ond, it is difficult to obtain the real patient dataset considering the complex anonymization 
steps taken to avoid privacy issue. Third, cooperation with clinical experts can be challeng-
ing because different clinicians may have different preferences for image appearance and 
configurations, making it difficult to agree on similar image quality and appearance for the 
algorithm.

As can be observed, the early studies on instrument detection were mostly validated 
on the simulation data and in-vitro images. Mainly non-learning methods were investi-
gated in these studies. In recent years, with the development and increasing maturity of 
image-guided operations, instrument detection in ultrasound has attracted more attention, 
and more and more ex-vivo and in-vivo datasets have been collected for validation. At the 
same time, machine learning-based methods have eventually become the mainstream tech-
nique. Therefore, learning-based methods are mostly validated on ex-vivo and in-vivo data-
sets, which produce promising results for clinical applications. The learning-based method 
learns the anatomical structures from the input images, which leads to less generalization 
when it is trained on the simulation and in-vitro datasets. Therefore, a carefully prepared 
dataset, preferably collected in clinical scenarios, is more meaningful for algorithm valida-
tion since the domain gap between technical experiments and clinical practice should be as 
small as possible.

5.2 � Evaluation metrics and performance

As for evaluation metrics, the used metrics and their definitions are summarized in 
Table  3. In the detection algorithm, the instrument detection is successful when the 
detected instrument belongs to the true target (Krefting et al. 2007). Based on this and 
specifically, metrics AE to PE are commonly considered to evaluate the performance 
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of the detection. In contrast, the rest metrics are used to evaluate the segmentation per-
formance. The performances of medical instrument detection algorithms are summa-
rized in Tables 4, 5. To evaluate the detection performance, several validation methods 
are used: (1) non-machine-learning methods are commonly validated on the dataset as 
described, i.e., validating the method on the whole dataset; (2) learning-based methods 
are commonly validated on a testing dataset after using a different training dataset for 
model training. More specifically, cross-validation like leave-one-out cross-validation 
(LOOCV), k-fold cross-validation (k-CV), or a straightforward dataset split (S), i.e., 
dividing the dataset into training, validation, and testing subsets, are commonly used in 
learning-based methods. Some table cells are empty due to unclear descriptions from 
the considered papers.

Although there is no commonly used benchmarking dataset for a fair comparison, 
the detection performance from the literature shows a satisfactory accuracy for clinical 
usage as all the performances are consistent by considering similar evaluation metrics. 
However, in terms of real-time efficiency required in clinical applications for operation 
guidance, it is far from real-time in most papers. Specifically for papers validated on the 
in-vivo datasets, most are far from real clinical use. Most of the articles were validated 
on limited clinical data, e.g., around ten patients or even less, without reporting the time 
efficiency (especially for 3D imaging).

Table 3   Summary of the evaluation metrics used instrument detection

Metric Abbreviation Definition

Axis error AE The average error of each point on the instrument axis
Detection error DE Location-detection error
Diameter mismatch DM Mismatch between diameters of detection and target
Detection rate – Rate of successful detection of the instrument
End-points error EE Average mismatch of instrument tip and tail
Execution time t –
Failure rate – Rate of failed to detect the instrument
Mean square error MSE Average of squares of the detection error
Orientation error OE Instrument-axis direction mismatch
Root-mean-square-distance RMSD

√

∑N

i=1
�
2

i

N  , where � is the distance error
Success rate – Rate of successful detection of the instrument
Tip error TE Instrument-tip mismatch
Tip-to-plane error PE Point-plane distances between the end-points of the 

ground-truth needle and the detected plane
Precision – True positive/(true positive+false positive)
Recall – True positive/(true positive+false negtive)
Dice score DSC 2⋅Precision⋅Recall/(Precision+Recall)
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6 � Discussion

Medical instrument detection in the US has attracted much attention in the last twenty 
years. Particularly much progress has been made in the last ten years, with various 
approaches being reported in the literature. Although promising results have been obtained 
in the literature, some challenges remain, which should be further investigated in the future.

6.1 � Current status

As can be observed in Tables 4, 5, the state-of-the-art methods, mainly deep CNNs, have 
achieved good performance on medical instrument detection in US images. We summarize 
the current progress from the aspect of US imaging format, clinical applications, validation 
strength, and clinical applicability.

6.1.1 � 2D versus 3D US imaging

Regarding the US imaging format considered for instrument detection, 2D US imaging 
is much more studied because of its easy access and wide availability in clinical practice. 
At the same time, because the 2D US images have a smaller data size, it is easier to real-
ize real-time guidance for the clinician, which is a key factor for real clinical applications. 
Moreover, as shown in the above tables, the datasets of the 2D US are commonly much 
larger than the 3D datasets, because of their easier access and lower annotation effort. In 
the current literature, the CNN-based instrument detection methods for the 2D US can 
have an execution speed of around 15–20 FPS (Mwikirize et al. 2021; Chen et al. 2021) 
and sub-millimeter accuracy. In contrast, the state-of-the-art CNN method for the 3D US 
achieves a speed of about 4 FPS with a detection accuracy of about 1–2 mm (Arif et al. 
2019; Yang et al. 2020b). Therefore, medical instrument in the 2D US is more mature than 
3D US-guided operations. Nevertheless, as discussed above, the 2D US has its limitations, 
and the 3D US-based instrument detection is still attractive and important for operations 
like catheterization, anesthesia, and brachytherapy, because it can provide richer spatial 
information and better anatomical structures.

6.1.2 � Clinical applications

As for different clinical applications of medical instrument detection, needle-based opera-
tions (such as anesthesia, biopsy, and brachytherapies) have been widely studied, while 
other instrument-based procedures (e.g., catheter-based) have received less attention. For 
needle-based procedures, since the metal target has high contrast, it is easier to localize 
the needle by image processing and/or learning-based methods. In the current literature, 
the best performing methods for needle localization can achieve high detection accuracy 
of around sub-millimeter by employing CNNs (Zhang et al. 2020d; Mwikirize et al. 2021; 
Chen et al. 2021; Liu et al. 2022) . In contrast, the instrument with a plastic coating, such 
as catheters, instrument detection in the US is more challenging due to the subtle differ-
ence between the target and the background. The best state-of-the-art method of catheter 
detection achieves an accuracy of 2.3 mm with an execution time of about 0.12 sec per 
volume (Yang et al. 2020b). In clinical practice, needle-based operations are more mature 
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with US guidance, which provides more possibility to acquire a large dataset for validation. 
In contrast, catheterization in cardiac intervention or other procedures is less guided by the 
US in practice, which leads to difficulties for data collection and clinical validation.

6.1.3 � Validation strength and clinical applicability

When considering the validation strength and clinical applicability, instrument detection 
in the operations of anesthesia, biopsy taking, and brachytherapies have been extensively 
validated in large ex-vivo and/or in-vivo datasets consisting of more than thousands of 
images (Mwikirize et al. 2021; Chen et al. 2021; Liu et al. 2022). Moreover, the approaches 
for these applications are studied by different groups worldwide, and these studies and their 
performance can be reproduced more easily. Nevertheless, catheter detection, especially for 
US-guided cardiac catheterization, is less studied and not mature for clinical applications 
due to its low validation strength with limited studies (Yang et al. 2022), e.g., small data-
sets with less than 100 images from just 1–2 research groups.

To summarize, needle detection in both 2D and 3D US formats has been extensively 
studied for different clinical applications, which have shown great potential for clinical use. 
These methods can be adopted in operation to provide real-time guidance. However, the 
detection of other instruments such as a catheter (e.g., cardiac catheterization) is less stud-
ied with limited validations, and not mature for clinical use considering its non-real-time 
performance.

6.2 � Challenges and future directions

6.2.1 � Non‑learning versus learning methods

When considering the commonly used segmentation-modeling in both non-machine-learn-
ing and machine learning methods, this is a straightforward method without complex pre- 
and post-processing compared to state-of-the-art methods in computer vision. A successful 
segmentation may lead to better model fitting and detection results, but this approach was 
only validated on limited datasets. Therefore, it cannot ensure generalization and robust-
ness for real clinical applications. For example, US consoles from different vendors with 
different US probes have various US transmit and receive settings, leading to different US 
image appearances and qualities. The lack of standardization forms a challenge for algo-
rithms’ desired robustness and generalization. A standardization in pre-processing, such 
as domain adaptation or image normalization, may be required for future improvement. 
Instead of the popular RANSAC modeling, standardization of model fitting should be 
applied to improve the post-processing efficiency. Meanwhile, this model-fitting method 
has performance limitations when the instrument has a geometry different from a curved 
tube. For example, this occurs when instruments with a ball or circular shape are used in 
cardiology.

As for machine learning methods and especially deep-learning-based methods, algo-
rithms are trained with information from a large amount of annotated data. This may be 
difficult to realize for clinical applications due to the limited access to clinical data. Privacy 
regulations are in place to protect against patient data misuse, and patient informed con-
sent must be present to use clinical data and facilitate the training of supervised learning 
algorithms. To obtain the reliability of learning, sufficient data should be available. In addi-
tion, interpretation of medical data is complex, and only experts can do this, which makes 
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annotated data even more desired, but difficult to collect because of the annotation cost. 
Therefore, it is a tedious and expensive solution to train a satisfying model for clinical prac-
tice, because of the complex network design and the required large data collection. Besides 
the above challenges, the generation of an annotated dataset with one user may have a bias 
and intrinsic variability, which would lead to evaluation bias. Therefore, a multi-annotator 
framework is required to reduce the ground truth bias, and consider different US machines. 
Nevertheless, this consideration would lead to higher data collected expenses.

Besides the above challenges for data collection, how to exploit the available data-
sets, especially for unlabeled images, is important for the deep-learning-based algorithm 
design. Several solutions could be considered to decrease annotated effort and exploit 
unlabeled images. (1) A task-specific CNN design should be employed to decrease overfit-
ting and the total detection time to support a real-time application. (2) Domain adaptation 
may be a solution to address the dataset limitation, which can train a network based on 
extensive in-vitro/ex-vivo datasets and adapt the network to the in-vivo dataset, which has 
a limited clinical data size. This approach is more cost-effective than directly training from 
patient data since it requires less annotation by clinical experts. (3) Semi-supervised or 
weakly supervised learning approach should be considered for the algorithm design, which 
requires fewer annotation efforts and can easily extend the training dataset for a better and 
more stable detection algorithm.

Comparing the above two methods of non-machine-learning techniques and recent 
popular machine learning methods, they have different advantages and limitations. For the 
non-machine-learning techniques, which are mainly based on properly designed image fil-
tering and instrument geometrical modeling. The key advantages can be summarized in 
two key points. First, these methods are designed based on the domain knowledge of the 
instruments, which are easier to be accepted by clinicians. Second, these methods are less 
data-hungry, requiring fewer annotation efforts and reducing implementation costs. With 
proper optimization on GPU, semi-real-time efficiency can be obtained, for example, by 
employing the post-training quantization on trained CNNs (Abadi et al. 2016). However, 
these methods face a limitation of parameter sensitivity, i.e., high requirement of the image 
recording settings. Once images have a different appearance, the algorithm can be failed 
with pre-defined parameters, such as instrument size, dynamic ranges or threshold, etc. As 
for machine learning methods, they are more stable for variation of the image quality, as 
the advanced feature designing and classifiers can better handle the image variation. In 
addition, as the parts of instrument knowledge are obtained from data-driven approaches, 
more instrument discriminative information can be obtained. However, as stated above, the 
limited training data hampers the performances and generalizations to real clinical appli-
cations. From the literature review in this article, the non-machine-learning methods are 
much more mature than machine-learning approaches. In addition, by comparing the per-
formance and efficiency, they are comparable on the validated datasets w.r.t. detection time 
within seconds and accuracy around 1  mm. However, a fair comparison should be con-
ducted in future studies, as some of the methods are specifically designed without publicly 
available sources.

6.2.2 � Clinical requirements in different aspects

Considering the existing literature survey about the clinical applications, most technical 
researchers focus on the most manageable tasks for US-guided interventions, i.e., needle-
based anesthesia delivery, biopsy taking, and prostate brachytherapy, since these datasets 
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are more accessible to obtain than cardiac catheterizations. This trend also reflects that 
these interventions are more mature and widely accepted by hospitals. Nevertheless, 
researchers should cooperate with hospitals and industries to develop instrument detection 
algorithms for different clinical practices and better surgical outcomes. In addition, a more 
intensively survey should be conducted on both medical doctors and technical research-
ers, which can lead to a high agreement on the application scenarios with detailed require-
ments, e.g., make the algorithm easier to be implemented in the operating procedures with 
a minimized learning curve and design the algorithm pipeline in the way of following 
the clinicians’ preference. In addition, as stated at the beginning of the introduction sec-
tion, the financial requirement is one of the reasons for investigating the automatic algo-
rithm design. However, due to the expensive devices of the 3D US probe, conventional 2D 
probes are still widely employed in the common clinical practice for procedure guidance. 
In the future, as the cost of the device is reduced, the 3D image-based algorithm might be 
more applicable for clinicians.

As discussed in this paper, the current literature emphasizes detection accuracy rather 
than time efficiency. For US-guided intervention therapies, real-time execution for device 
detection or tracking is crucial, but the requirement for real-time detection during inter-
ventions is under discussion. Specifically, real-time performance is crucial for instrument 
tracking or guidance-based tasks, such as needle tracking. Alternatively, instrument detec-
tion might require less time efficiency, such as finding the instrument from a complex 3D 
imaging modality. Nevertheless, some tracking algorithms are based on a frame-by-frame 
detection algorithm, which is crucial for detection efficiency. Moreover, it is unclear for 
clinical applications how accurate the detection should be for broad acceptance by clini-
cians, e.g., whether 1 mm detection accuracy or 0.7 DSC segmentation accuracy is suffi-
cient for specific clinical applications. In the future, a more comprehensive study should be 
performed in cooperation with interventionists, which should validate the importance and 
different value settings for detection accuracy and detection efficiency.

Recently proposed solutions for device segmentation are based on US images, which 
implies performing detection algorithms on a frame-by-frame basis for an eventual applica-
tion. However, real-time US imaging is captured as a video sequence in both 2D and 3D 
US formats in clinical scenarios. 3D+time data should be investigated in future research to 
exploit better temporal information, which is currently limited by software and hardware 
implementations. Moreover, most detection algorithms are executed with more than one 
second to find the instrument, which is accepted for instrument localization. Nevertheless, 
this efficiency is far from the requirement of the operation guidance, which asks for a real-
time segmentation or detection result for the radiologist during the operation.

6.2.3 � Public dataset for benchmarking

Finally, it is important to collect public benchmarking datasets for different clinical appli-
cations, such as biopsy, anesthesia, and catheterization. This could enable a fair compari-
son of different methods on their efficiency, robustness, and accuracy. The benchmarking 
datasets can lead to a higher diversity of dedicated solutions and their acceptance in the 
community. Here are a few suggestions on designing and building such public a bench-
marking dataset. First, the dataset should consist of all-aspect of the data distribution, 
including the challenging cases, which is to make the dataset representative and to con-
tain different examples, based on the knowledge from clinical experts. Second, the data-
set should include as wide as possible institution varieties when obtaining the images, 
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including both equipment distributions and end-user preferences, since the domain gaps 
among different institutions are always challenging for state-of-the-art algorithms and this 
issue should be carefully covered. Third, the dataset should cover different regions of the 
world, as different countries have different image appearances due to different equipment, 
operators, and patients.

7 � Conclusion

This article has provided a comprehensive survey of medical instrument detection methods 
in US images used to guide various operations. Different clinical applications are reviewed 
first, showing that most topics are related to needle-based interventions since they have 
been widely used in current clinical practice, ranging from anesthesia to biopsy. In con-
trast, catheter-based interventions are currently less guided by the US, because other image 
modalities can provide a better contrast-to-noise ratio. From the methodology perspective, 
although both machine learning and non-machine learning methods have been studied in 
recent years, the research attentions are more focused on the machine learning methods 
(especially deep learning methods), because of their better discriminative information 
descriptions. Nevertheless, these machine learning methods require a large amount of 
training data with annotations, which is expensive. The public clinical benchmarking data-
sets are necessary for a fair algorithm comparison. Finally, the advantages and limitations 
of US-guided interventions are discussed. Though much progress has been achieved in the 
past decades, there are remaining issues for US-guided instrument detection algorithms. 
This review could encourage other researchers to explore further US-guided intervention 
therapy and pave the way for more mature clinical applications.
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