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Abstract
Spam emails have been traditionally seen as just annoying and unsolicited emails contain-
ing advertisements, but they increasingly include scams, malware or phishing. In order to 
ensure the security and integrity for the users, organisations and researchers aim to develop 
robust filters for spam email detection. Recently, most spam filters based on machine learn-
ing algorithms published in academic journals report very high performance, but users are 
still reporting a rising number of frauds and attacks via spam emails. Two main challenges 
can be found in this field: (a) it is a very dynamic environment prone to the dataset shift 
problem and (b) it suffers from the presence of an adversarial figure, i.e. the spammer. 
Unlike classical spam email reviews, this one is particularly focused on the problems that 
this constantly changing environment poses. Moreover, we analyse the different spammer 
strategies used for contaminating the emails, and we review the state-of-the-art techniques 
to develop filters based on machine learning. Finally, we empirically evaluate and present 
the consequences of ignoring the matter of dataset shift in this practical field. Experimental 
results show that this shift may lead to severe degradation in the estimated generalisation 
performance, with error rates reaching values up to 48.81%.

Keywords  Spam email detection · Dataset shift · Adversarial machine learning · Spammer 
strategies · Feature selection

1  Introduction

Communication media is an essential tool for society and a considerable vector for fraud-
ulent content, like fake rewards, identity fraud, extortion, phishing or malware transmis-
sion. Many cybercriminals design harmful scam messages daily sent to millions of people 
worldwide taking advantage of the technology advances. Email services provide a free, 
possibly anonymous, and quick way of propagating the scams via the Internet (Ferrara 
2019).
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Although email users traditionally see spam just as annoying, unsolicited advertise-
ments or a loss of time, it is increasingly associated with a tricky and potential risk for 
their security, integrity and reliability on the web (Gangavarapu et al. 2020). Additionally, 
Kaspersky Lab1 and Cisco Talos2 place spam emails between 50% and 85% of total world-
wide emails sent in a day, above 200 billion, which turns it into a big scale problem.

Since spam email has been a problem during the last few decades, organisations and 
researchers aim to build robust and efficient filters to stop it. Nowadays, in the literature, 
many models based on machine learning algorithms (Dedeturk and Akay 2020; Saidani 
et  al. 2020) show excellent performance with accuracies over 90% to detect whether an 
email is spam or legitimate (often referred to as ham). However, despite remarkable per-
formance results and enhancements of filters, users are still reporting scams and attacks 
whose roots are spam emails.

Spammers—i.e., any people or organisation sending unwanted emails—obtain a ben-
efit using scams included in emails and, thereby, seek to keep invisible for the filters. To 
accomplish their purpose, they continuously apply new strategies to bypass the spam fil-
ters (Redmiles et  al. 2018), taking advantage of filters weaknesses. They manipulate the 
emails in different ways, like inserting the spam message into an image to avoid being 
detected by textual filters. Thus, spammers may be considered as the adversarial figure in 
this field. From a forensic perspective, investigating spammer strategies in emails may help 
to find out these kinds of disguises in other fields that suffer both an adversarial figure 
and digital crimes (Yu 2015). First, Wang et al. (2013) and, then, Bhowmick and Hazarika 
(2018) already analysed spam trends pointing out the dynamic nature of spam content. The 
authors (Wang et al. 2013) warned that the spam email was not dying, but becoming to be 
more fancy and sophisticated.

This artificial change in data joined with the natural evolution of email data over time 
means that researchers should develop tools for detecting spam emails in a non-stationary 
environment (Mohammad 2020). Approaches using supervised learning are based on the 
assumption that training and test data come from the same distribution. However, effec-
tive strategies able to tackle the dataset shift and adversarial manipulation problems are 
necessary in order to handle security attacks and detect spammer corruption in data (Gan-
gavarapu et al. 2020).

In this paper, unlike classical spam email reviews (Bhowmick and Hazarika 2018; Dada 
et al. 2019; Gangavarapu et al. 2020; Karim et al. 2019), we present a literature revision 
focused on both the analysis of the increasingly sophisticated spammer tricks and the data-
set shift that appears in this practical application. Our goal is to highlight the importance of 
both challenges to build more robust spam filters over time. We pay attention to the main 
spammer strategies, their aim, evolution over the years, properties and presence in the pre-
vious decade emails using datasets provided by Spam Archive of Bruce Guenter.3 We also 
review how researchers deal with detecting and reducing the spammer manipulation effects 
in filters.

Besides, we hypothesise that ignoring the fact that the spam email field is a changing 
environment may lead to severe degradation of generalisation and performance of any 
model. A similar idea was previously used by Pérez-Díaz et al. (2012), proposing an evalu-
ation methodology to anticipate possible filter problems and avoid a drop-in performance 

1  https://​www.​stati​sta.​com/​stati​stics/​420391/​spam-​email-​traff​ic-​share/ Retrieved June 2021.
2  https://​talos​intel​ligen​ce.​com/​reput​ation_​center/​email_​rep Retrieved June 2021.
3  http://​untro​ubled.​org/​spam/ Retrieved June 2021.

https://www.statista.com/statistics/420391/spam-email-traffic-share/
https://talosintelligence.com/reputation_center/email_rep
http://untroubled.org/spam/
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during their operation. In our study, we increased the number of datasets and considered 
the temporal evolution, though. Therefore, we assess the consequences of assuming that 
training samples follow the same distribution as the email samples in the operational envi-
ronment. The spam classifiers we train result from the combination between two frequency 
text encoders: Term Frequency-Inverse Document Frequency (TF-IDF) and Bag of Words 
(BOW) alongside two machine learning algorithms: Naïve Bayes (NB) and Support Vector 
Machine (SVM), both widely used as spam email filters. We use five datasets from 2000 to 
2010: Ling-Spam, SpamAssassin, Enron-Spam, TREC07 and CSDMC, for calibrating dif-
ferent spam filters and, later on, we apply them to categorise email from different scenarios 
using data from 2000 to 2018.

The rest of the paper is organised as follows: Sect. 2 introduces the background of the 
dataset shift problem and the adversarial machine learning approach. We review recent 
spammer strategies in Sect. 3 and spam email filters in Sect. 4. Section 5 includes the data-
sets description, experimentation setup, results and discussion. Finally, in Sect. 6, we pre-
sent our conclusions and future highlights.

2 � Background

2.1 � The problem of dataset shift

A fundamental assumption of supervised learning is that training and test data remained 
the same (although unknown) distribution (Hand 2006). However, it may be some mis-
matches that are likely to appear in real-world scenarios, and as a result, this assumption is 
often violated.

This problem has been referred to with different terms, i.e., dataset shift, concept shift, 
concept drift or just drift (Moreno-Torres et al. 2012; Quionero-Candela et al. 2009) and it 
has attracted increasing attention over the last decade (Biggio and Roli 2018; Gama et al. 
2014; González-Castro et al. 2013; Liu et al. 2020; Simester et al. 2020; Webb et al. 2016).

It is important to highlight that in the presence of dataset shift, classification models 
often fail to generalise in the deployment environment and their performance may dete-
riorate significantly (Alaiz-Rodríguez and Japkowicz 2008; Kull and Flach 2014). A com-
prehensive analysis of the effects of dataset shift on probability distributions has been 
presented in Moreno-Torres et  al. (2012) and Quionero-Candela et  al. (2009) as well as 
a categorisation of the different types of dataset shift: covariate shift (distribution shift in 
features), prior probability shift (shift in classes), concept shift (shift in the relationship 
between features and classes) and other types of shift.

In order to mitigate the problem of dataset shift, different strategies have been proposed 
(Gama et al. 2014; Kadwe and Suryawanshi 2015; Yu et al. 2019): (i) first, to detect the 
presence of dataset shift and categorise it into different types and (ii) to choose the most 
suitable classifier from a pool of calibrated classifiers according to the shift detected.

Spam email filtering has been tackled using different machine learning approaches 
including NB, SVM, Random Forest (RF) or Neural Networks (NN), among others. Some 
of these proposals have reported high performance, i.e. around 90% (Bhowmick and Haz-
arika 2018; Dada et al. 2019; Ferrara 2019). Thus, a recent work in 2020, Dedeturk and 
Akay (2020) developed a spam filter model which achieved an accuracy of 98.70% . How-
ever, the spam and ham messages used for evaluation in that work were extracted from a 
dataset of email examples generated during the 2000–2010 decade. The same applies to 
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(Bahgat et al. 2018; Dedeturk and Akay 2020; Diale et al. 2019; Faris et al. 2019; Gibson 
et al. 2020; Naem et al. 2018; Saidani et al. 2020). It is important to consider that spam 
email has a changing nature due to the evolution of the topics through time and the tech-
niques used by spammers wishing to elude spam filters, leading to shifts in the dataset. The 
presence of dataset shift in this domain suggests that the anti-spam filters presented above 
are likely to fail more than expected on new unseen examples.

Some of the first approaches to handle the dataset shift, also known as concept drift, 
inherent in email spam data, has relied on lazy learners (Delany et al. 2005; Fdez-Riverola 
et al. 2007). Basically, the proposal in Delany et al. (2005) was based on (i) daily taking the 
misclassified by the system cases to update the case-base at the end of each day, (ii) peri-
odically re-training the system and and re-selecting features using the most recent cases. 
Other two techniques were presented in Fdez-Riverola et  al. (2007) for tracking concept 
drift in this domain and using a lazy learner. Firstly, the RTI (Relevant Term Identification) 
technique, which performed a selection of representative terms based on the information 
contained in each email. Secondly, RMS (Representative Message Selection), that selected 
those emails more applicable given the actual context implementation.

A study (Ruano-Ordas et  al. 2018a) has shown different weaknesses of several spam 
filtering alternatives. In particular, the authors have provided a detailed analysis of the real 
impact of different types of concept drift (i.e., sudden drift, re-occurring drift, gradual 
drift, and incremental drift) on the spam-filtering domain. Their study highlighted many 
issues caused by concept drift on this problem: concept drift in ham messages, different 
kinds of concept drift in both ham and spam messages, or topics with multiple concept 
drift types. In addition, they identified the inner causes of concept drift, e.g., changes in 
business activities, the variation in marketing interests along time, communication, lin-
guistic aspect or economy. In this domain, the Dynamic Weighted Majority Concept Drift 
Detection (DWM-CCD) algorithm (Nosrati and Pour 2011) was able to deal with sudden 
and gradual concept drift, but was unsuitable to tackle more complex scenarios of dataset 
shift.

The dynamic characteristics of the spam email domain have also been studied in 
Mohammad (2020). The authors considered a cyclical concept drift appears in this field 
because the list of characteristics used for spam emails may disappear and reappear every 
certain period of time. This paper addressed the concept drift as well as other catastrophic 
forgetting issues, i.e. past strategies from spammers, in order to get a lifelong classifica-
tion model based on the ensemble learning strategy. Their proposal relied on the Early 
Drift Detection Method (EDDM) (Baena-García et al. 2006) to confirm whether a concept 
drift was actually happening and in that case an Ensemble based Lifelong Classification 
using Adjustable Dataset Partitioning (ELCADP) attempted to adapt the spam filter to any 
change in the class distribution. The performance of ELCADP has not been examined with 
a virtual concept drift where the input features are unchanged, however, a new class value 
might appear.

2.2 � Adversarial machine learning

Machine learning algorithms have been applied in many fields with efficient performances 
(Al Nabki et al. 2017; Riesco et al. 2019). However, there is a set of them, such as phish-
ing detection (Sánchez-Paniagua et  al. 2021), spam detection (Lam and Yeung 2008; 
Dedeturk and Akay 2020) or botnet detection (Velasco-Mata et al. 2019) that continuously 
require updating the models due to an adversarial figure. Nevertheless, organizations and 
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researchers should tackle this problem considering the specific nature of each field. For 
instance, phishing has different properties from spam, such as imitating branch logos, ask-
ing for sensitive information or transmitting urgency to users.

The adversary takes advantage of the vulnerability caused by dataset shift and con-
sciously alters the data to mislead the classifiers. Dalvi et  al. (2004) defined the adver-
sarial figure as the one who introduces malicious data to defeat the classifiers. Barreno 
et  al. (2006) created a taxonomy of adversarial attacks through three criteria to identify 
the attack and how to defend a classification model from it. Huang et al. (2011) extended 
the study of Barreno et al. (2006) introducing a deeper analysis of the adversarial features, 
attack taxonomy and adversarial capabilities. Recently, Wang et  al. (2019) presented an 
overview of this field emphasising three challenges for next few years: security in deep 
learning models, effective and efficient data encryption to ensure the model privacy and 
new evaluation mechanisms.

The adversarial classification has been mainly studied from two different perspectives. 
The first one seeks to measure the classifier stability against adversarial attacks (Biggio 
et al. 2013; Goodfellow et al. 2015; Laskov and Kloft 2009; Lu et al. 2020; Nelson et al. 
2011; Paudice et  al. 2018). Following this approach, Nelson et  al. (2011) quantified the 
classifier stability under adversarial training data contamination by introducing a metric 
to classify its robustness. Laskov and Kloft (2009) first, and Biggio et al. (2013) later, pro-
posed frameworks for security analysis and evaluation of classification algorithms which 
simulated attack scenarios. Goodfellow et al. (2015), focused on non-linearity and overfit-
ting problems, inspected examples of adversarial data to find out the weaknesses in the NN 
classifiers. In order to mitigate the effects of poisoning attacks, Paudice et al. (2018) cre-
ated an algorithm for pre-training. Lu et al. (2020) uncovered the remarkable weaknesses 
of quantum machine learning algorithms against the adversarial settings.

Other authors approach this field attempting to evaluate the attack efficiency (Apru-
zzese et  al. 2019; Papernot et  al. 2015a, 2017; Shi et  al. 2019). For instance, Papernot 
et  al. (2015a) formalised the space of attacks against deep NNs and presented an algo-
rithm capable of crafting adversarial samples based on a precise understanding of the map-
ping between inputs and outputs. Papernot et al. (2017) carried out an attack using a black 
box adversary to a real-world deep learning application and demonstrated the viability of 
evading the defence strategies. Apruzzese et al. (2019) explored the possible damages that 
an attack, based on poisoning and evasion strategies, can cause to a cyber-detector. They 
highlighted the need to develop more robust machine learning techniques, in cybersecu-
rity terms. Shi et  al. (2019) assessed an effective poisoning attack to spectrum recogni-
tion applications. The adversarial classification seems to be a never-ending game between 
adversary and defender, who attempts to alleviate the adversarial attacks.

Generally, the studies that deal with understanding machine learning security in adver-
sarial strategies focus on spam email detection (Chen et al. 2018), whose adversarial figure 
is known as spammer. Spammers aim to evade the classifier without affecting the readabil-
ity of the email content, for instance, introducing specific misspelling or legitimate words 
into the message (Biggio and Roli 2018). Hence, spam emails may contain malicious data 
properly injected by spammers to harm the information used for training the classifiers and, 
therefore, subvert their normal operation filter (Xiao et al. 2018). Nelson et al. (2008) made 
visible the vulnerabilities of SpamBayes filter4 using a dictionary attack by contaminating 

4  http://​spamb​ayes.​sourc​eforge.​net/ Retrieved June 2021.

http://spambayes.sourceforge.net/
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only a little number of training set emails. Despite having successfully explored two 
defences against dictionary attacks, they observed that an attack with extra knowledge 
would be challenging to defend. To design machine learning models with more robust and 
effective security defences, works like (Dasgupta and Collins 2019; Rota Bulo et al. 2017) 
built models taking its basis on game theory, e.g. automatically simulating attacks from 
adversaries, and validated them using spam email datasets. Naveiro et al. (2019) provided 
an alternative framework based on adversarial risk analysis and evaluated it on spam email 
datasets, in contrast to following a game theory approach.

3 � Spammer tricks

Spammers continuously contaminate emails with smart and creative strategies to bypass 
the anti-spam filters (Wittel and Wu 2004). On the opposite side, organisations and 
researchers develop new techniques to mitigate the effects of these strategies or tricks on 
spam filters. Given the dynamic and vulnerable nature (Bhowmick and Hazarika 2018) of 
this domain due to this adversarial activity, its concept drift does not only appear as a natu-
ral change, which can be fixed by updating the model, but also it is designed to avoid detec-
tion by traditional concept drift techniques (Sethi and Kantardzic 2018).

The concept drift with these characteristics is commonly known as adversarial drift. 
This drift always seeks to subvert the most recently used classifiers, gaining information 
about them previously and manipulating data accordingly to make them produce false neg-
atives (Dalvi et al. 2004). Dada et al. (2019) stated that recent researchers and main provid-
ers of email services, like Gmail or Outlook, employ a combination of different machine 
and deep learning techniques to build their filters generally involving text classification. 
This approach has caused the spammers to focus their efforts in outmatching the textual 
filters by disturbing the data extracted from the email body and legible headers like the 
subject. Reflecting these considerations, Ruano-Ordás et  al. (2018b) used evolutionary 
computation to automatically generate regular expressions as an aid to filter spam emails 
and to detect patterns.

Spammers adapt emails to surpass anti-spam filters and also attempt to cheat the 
receiver by imitating the appearance of legitimate emails, creating confusing situations like 
false forwards or taking advantage of spam campaigns (Oliveira et al. 2019; Redmiles et al. 
2018).

In this study, we review the tricks designed to evade spam filters, normally based on 
machine learning algorithms, such as poisoning text, obfuscated words or hidden text salt-
ing. For this reason, we only include these spammer strategies without considering a final 
user perspective, such as cyber-attacks using backscatter spam (Hijawi et al. 2021, 2017). 
We refer to social engineering as a set of techniques to seek to steal personal or sensi-
tive confidential information from users using fake online companies, providers or people. 
Next, we will explore the main strategies followed by spammers during the last few dec-
ades and the respective research advances to mitigate their influence on the spam filters.

3.1 � Poisoning text and obfuscated words

A spam email is typically transmitted in textual format and analysed by rule-based filters 
and text classifiers based on machine learning algorithms (Biggio and Roli 2018) such as 
NB, Logistic Regression (LR) or SVM. Since anti-spam filters based on machine learning 



1151A review of spam email detection: analysis of spammer strategies…

1 3

classifiers are widely used for detecting spam emails (Pitropakis et  al. 2019), spammers 
often attempt to mislead them through contaminating textual information. Spammers use 
textual manipulation techniques, known as poisoning text and obfuscated words, on the 
entire emails body or certain words within it, e.g. misspellings or adding random or ham-
legitimate words to a spam message (Wang et al. 2019).

The poisoning text technique depends on the spammer’s knowledge level about the anti-
spam filter and the receiver. Thereby, there are non-personalised and personalised poison-
ing attacks. The former may insert into the email body random words or popular ham-legit-
imate words, namely “word salad”, and avoid using well-known spam words (Kuchipudi 
et al. 2020). Nevertheless, due to their high knowledge level, personalised attacks are more 
harmful and hard to detect, since they include specific words targeted to the anti-spam filter 
and the victim.

The use of obfuscated words attempt to modify words keeping them readable, e.g. 
embedding special character, using HTML comments (Bhowmick and Hazarika 2018), or 
leetspeak (Peng et al. 2018). Table 1 shows the main obfuscated word techniques with their 
respective examples. The actual text is “free spam message” for all examples.

Several works have addressed poisoning text in the spam email field (Kuchipudi et al. 
2020; Peng et al. 2018; Shams and Mercer 2016) considering linguistic attributes for train-
ing supervised classifiers. They used: (1) word-level attributes, such as counting the num-
ber of spam words, alphanumeric words or function words, (2) error attributes, both mis-
spelling words and grammatical mistakes, (3) readability attributes analysed by simple and 
complex words, TF-IDF and different reading scores, and (4) HTML attributes. Thus, Peng 
et al. (2018) proposed an enhancement for the NB classifier capable of detecting text modi-
fications, in particular leetspeak and diacritics.

Recently, Kuchipudi et al. (2020) demonstrated the vulnerability of a spam message fil-
ter based on a Bayesian classifier attacked by three invasive techniques: synonym replace-
ment, ham-word injection and spam-word spacing. The classifier was easily bypassed in 
the three scenarios analysed. Chan et  al. (2021) designed a transfer learning based on a 
countermeasure to deal with the flipping label poisoning by extracting the benign knowl-
edge from contaminated data in adversarial environments. Feature selection has also been 
explored in this context (Méndez et  al. 2019) introducing a new semantic-based feature 
selection method to spam models and highlighting that it is worth exploring obfuscated 
tricks and poisoning attacks to enhance the feature selection process.

3.2 � Hidden text salting

The hidden text salting is a technique to disturb the proper behaviour of textual filtering by 
introducing random text opportunely hidden in the email background. Spammers started to 
use this strategy around the middle of the decade of the 2000s in multiple communication 
platforms, and some works (Bergholz et al. 2008; Lioma et al. 2008; Moens et al. 2010) 
highlighted that it could be commonly found in phishing emails.

Since the spammers often insert this unseen text into HTML tags (Moens et al. 2010), 
some studies were focused on analysing and using the font colour, font size or glyph as fea-
tures (Bergholz et al. 2008; Lioma et al. 2008) and Optical Character Recognition (OCR) 
approaches (Bergholz et al. 2008) to find out emails containing text hidden intentionally. 
These works implemented an SVM classifier to detect the hidden text, achieving high accu-
racy. Moens et al. (2010) identified statistics of salting detection in spam email datasets. 
Despite seeming a past approach, we still found it in several emails provided by recent 
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datasets, like Bruce Guenter from 2020, as we show in the example that appears in Fig. 1. 
Bruce Guenter dataset, also known as Spam Archive, is a publicly available dataset used in 
many works (Metsis et al. 2006; Ruano-Ordas et al. 2018a; Méndez et al. 2019), in which 
the author has uploaded sets of spam emails from personal honey pots since 1998 every 
month. This fact indicates that spammers still make use of the hidden text salting technique 
nowadays as a strategy to evade anti-spam filters.

3.3 � Image‑based spam email

In the mid 2000s, spammers started to introduce the spam message into images, instead 
of writing it in the email body. Image-based spam made the textual processing ineffective 
(Biggio et al. 2011).

During that period, several works that presented a binary classification of spam images 
into ham or spam were published (Byun et al. 2007; Mehta et al. 2008; Wang et al. 2007). 
To evaluate the proposed classifiers, researchers built and made publicly available several 
datasets of ham and spam images extracted from emails. The most popular image datasets 
are Image Spam Dataset (Dredze et  al. 2007), Standard Dataset or Image Spam Hunter 
(Gao et  al. 2008) and Princeton Spam Image Benchmark (Wang et  al. 2007). Moreover, 
Biggio et al. (2007) faced spammer tricks on images, such as using content obscuring tech-
niques to defeat OCR tools.

More recent models have used machine learning algorithms and image properties, like 
the metadata or colour as features (Aiwan and Zhaofeng 2018; Chavda et al. 2018; Zamil 
et  al. 2019). Authors trained and evaluated their models on the above-mentioned data-
sets obtaining high performance. However, techniques to generate the image-based spam 
have evolved, and spammers have modified the message content format and the image 
appearance, as shown in Fig. 2. Annadatha and Stamp (2016) evaluated Principal Compo-
nent Analysis (PCA), and SVM approaches on Standard Dataset (Gao et al. 2008) and their 
own private and improved dataset gathered in 2016, obtaining a much higher performance 
on Standard Dataset than on the private one. In order to overcome this degradation against 

Fig. 1   Example of Hidden text in an email. Example extracted from Bruce Guenter 2020
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new and unseen datasets, Kim et al. (2020) built a CNN-XGBoost model along with data 
augmentation based techniques.

To sum up, the lack of models assessed on recent datasets, containing current spam 
images, may make us question whether the high performance, demonstrated on the datasets 
from the late 00s, degrades on recent datasets or not. Additionally, Naiemi et  al. (2019) 
handled image-based spam from an OCR perspective to extract the letters and words from 
the attached images. Dhah et al. (2019) achieved an improvement in the effectiveness of 
the classification by processing both text and image features rather than using each one 
separately.

Experimental results have shown that the combination of both image and text features 
improves the effectiveness of the classification with regard to the case in which only image 
or text features are used.

3.4 � Other emerging strategies

Since spam email is an open arms-race, spammers continuously look for alternative strate-
gies to bypass whatever advance against them. By observing previous strategies, we may 
affirm spammers hide their tricks from the user, taking advantage of any breach in email 
formats and attachments.

According to Alazab and Broadhurst (2016), Ferrara (2019) and Tran et  al. (2013), 
attachments and URLs contained into emails are one of the main vectors of malicious files. 
Some works (Arivudainambi et al. 2019; Cohen et al. 2018) proposed a model to detect 
malware in web-mail files. However, attached files and URLs may be a hook for sharing 
malware and a means of transmitting a spam message via the email. File extensions, like 
PDF or docx, allow to show a message on the mail client interface and, at the same time, 
evade the textual filter focused on the email body or image.

An apparently legitimate email may include URLs which load images containing a 
spam message, or link to the true spam website. Current spam emails tend to avoid attach-
ing images and directly load them through links inside HTML code. URLs are widely used 
on phishing emails that becomes an open problem in this field and deserve further research 
(El Aassal et al. 2020; Gupta et al. 2017). We depict in Fig. 4 the evolution of the percent-
age of spam email containing images or other files, like PDF or docx, as an attachment or 
inline forms. We analysed the spam emails from the last ten years extracted from Spam 
Archive of Bruce Guenter.

Fig. 2   Examples of image-based spam. Image a) from the 2007 dataset Image Spam Dataset, whereas b) is 
an example from a 2019 private collection of spam emails
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We depict in Fig. 3 the evolution of the percentage of spam email containing at least an 
image and other files apart from emails as an attachment or inline form. In Fig. 3, we can 
see a cyclical behaviour, images attached in emails increased from 2010 to 2012, decreased 
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Fig. 3   The graphic depicts the percentage of spam emails (axis Y) which contains images attached or other 
files over the last decade (axis X). We used spam emails provided by Spam Archive of Bruce Guenter and 
considered spam emails which include an image or other file in both inline and attachment form
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Fig. 4   The graphic depicts the percentage of spam emails (axis Y) written in most used languages, includ-
ing minor languages in “Other” legend, over the last decade (axis X). We used spam emails provided by 
Spam Archive of Bruce Guenter and the Python3 library langdetect (https://​pypi.​org/​proje​ct/​langd​etect/) to 
implement the language classifier

https://pypi.org/project/langdetect/
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from 2015 to 2017, reaching its minimum level in 2017 ( 0.06% of emails with attached 
images and 0.18% with other attachments), and, finally, reappeared from 2017 to 2019. 
Mohammad (2020) already pointed out that the concept drift in spam email is cyclical, i.e. 
some characteristic disappear at certain period of time, but return later on.

Including parts of the message in a different language represents an emerging textual 
strategy. English has been the most representative language in the spam email field for 
the last few decades. Nevertheless, during the last few years, spam emails are written in 
increasingly numerous languages (Fig. 3). There may be several reasons, such as increasing 
the number of spam emails inside each country or a conscious use of the languages to mis-
lead the users and filters. In general, emails in a foreign language, depending on the user 
settings, are categorised as spam. However, a mix of languages may trick some filters by 
detecting an expected language among them.

Merging languages plays with the user’s confusion and, additionally, may include social 
engineering techniques. All these new strategies open new challenges to cyber-security 
and NLP research. In Fig. 3 we show the language evolution in the last decade, taking the 
spam emails from Spam Archive as reference. In April of 2018, Bruce Guenter let his main 
domain of receiving spam expired; thereby, he lost his most source of spam email. In 2017, 
Bruce Guenter uploaded 1,400,401 of spam emails, reducing this number up to 23,859 in 
2019, which may explain the sudden decrease of Japanese spam emails from 2019.

4 � Binary spam email classification

4.1 � Spam filters

Motivated by the dynamic nature of the adversarial environment created by spammers, 
many Artificial Intelligence approaches, mainly based on Natural Language Processing 
techniques, have addressed the problem of filtering spam email, i.e., categorising email 
into two classes: legitimate or unwanted email, popularly known as ham and spam, respec-
tively (Bassiouni et al. 2018). More recently, some works have also tackled the problem of 
spam email from a different perspective, introducing the classification of spam emails into 
multiple classes depending on their topic (Jáñez-Martino et al. 2020; Murugavel and Santhi 
2020).

To feed the filters, researches make use of headers, body or both from emails (Moham-
mad 2020). Recent works are focused on analysing body parts, textual message and attach-
ments (Dada et al. 2019)—usually with text classification techniques—or on extracting fea-
tures from the email like semantic-based properties (Saidani et al. 2020). In this section, 
we will explore the proposals based on feature weight, feature extraction or feature selec-
tion to enhance email filters based on machine learning classifiers.

Spam filters are the main tool to deal with the spam problem (Bhowmick and Hazarika 
2018). Initially, the filters were exclusively based on rule-user settings, black and white 
lists and keywords detection, i.e., solutions provided from a knowledge engineering per-
spective (Sanghani and Kotecha 2019). However, these approaches tend to be inefficient 
and quickly outdated, which requires a manual, continuous and rigorous maintenance 
and upgrade, which is time and resource consuming (Gibson et  al. 2020). During the 
last decade, machine learning algorithms have proved to overcome knowledge engineer-
ing drawbacks (Dada et al. 2019). Recent studies in this field rely on traditional classifiers 
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(Bhowmick and Hazarika 2018; Dada et al. 2019). Thus, the most common machine learn-
ing algorithms recently used in the literature are listed in Table 2.

Despite the rise of deep learning methods, traditional algorithms (Dedeturk and Akay 
2020; Gibson et al. 2020; Méndez et al. 2019; Saidani et al. 2020) are still leading the spam 
email filtering field (Faris et al. 2019; Sumathi and Pugalendhi 2020). One of the reasons 
behind this may be the high performance already achieved with more simple models based 
on traditional classifiers (Ferrara 2019). Additionally, this is a practical application where 
the model weight and capability of adapting to any environment play an important role. 
So far, deep learning models tend to be heavier and require more computational resources, 
which benefits the continuity of traditional machine learning algorithms for this practical 
application (Barushka and Hajek 2018).

Table 3 summarises the accuracy and F1-score metrics reported in these studies as well 
as the classification model proposed. It also highlights the performance for each method 
evaluated on the most widely used datasets in the literature.

In general, most of the models report an accuracy above 90% , when they are evaluated 
on well-know and relevant public spam email datasets. Nevertheless, these encouraging 
studies ignore the issue of dataset shift and the adversarial data manipulations from spam-
mers. The models analysed were published between 2018 and 2020, but they were cali-
brated and evaluated using emails recollected in the period from 2000 to 2010. Therefore, 
they overlook the issue that spam email is a changing environment. These datasets may not 
be representative because they do not totally cover the current range of spammer strategies, 
that rapidly evolve and go back over time.

The common assumption that the joint distribution of inputs and outputs is stationary 
definitely leads to an important loss of generalisation in applications heavily affected by 
dataset shift, like spam filtering. To address this problem, a lifelong model is presented in 
Mohammad (2020) to automatically adjust the number of dataset partitions to create a new 
classification model.

Finally, Ferrara (2019) stated that state-of-the-art research of spam detection lies behind 
a close curtain. Although companies like Microsoft and Google do not often publish stud-
ies about spam filtering to avoid revealing their system, spammers seem to obtain enough 

Table 2   The most used classifiers in spam email filtering with their paper references

Classifiers References

Naïve Bayes 2018), Gibson et al. (2020), Méndez et al. (2019), Peng et al. (2018), Saidani 
et al. (2020), Shams and Mercer (2016) and Zavvar et al. (2016)

Support Vector Machine 2018), Diale et al. (2019, 2016), Gibson et al. (2020), M. et al. (2012), Méndez 
et al. (2019), Sanghani and Kotecha (2019), Shams and Mercer (2016), Sum-
athi and Pugalendhi (2020) and Zavvar et al. (2016)

Random Forest 2018), Bassiouni et al. (2018), Diale et al. (2019), Gibson et al. (2020), Saidani 
et al. (2020) and Shams and Mercer (2016)

Decision Tree 2019), Gibson et al. (2020), Méndez et al. (2019) and Saidani et al. (2020)
Logistic Regression 2018), Dedeturk and Akay (2020), Méndez et al. (2019) and Zavvar et al. (2016)
Boosting 2018), Saidani et al. (2020) and Sumathi and Pugalendhi (2020)
K-Nearest Neighbour 2018), Saidani et al. (2020) and Sumathi and Pugalendhi (2020)
Neural Network 2016), Faris et al. (2019), Awad and Foqaha (2016), Bahgat et al. (2018) and 

Bassiouni et al. (2018)
Deep Learning 2018), Srinivasan et al. (2021) and Sumathi and Pugalendhi (2020)



1158	 F. Jáñez‑Martino et al.

1 3

information about state-of-the-art spam filtering from literature and the behaviour of the 
practical filters deployed in current applications.

4.2 � Text encoders

Sometimes, as we indicated in Sect. 3.1, spammers introduce random, legitimate, tricky or 
useless words to poison the spam textual message to confuse the filters. This manipulation 
increases the number of textual and semantic features that may negatively affect the predictive 

Table 3   Results in terms of Accuracy (Acc) and F1-Score (F1) of three-year spam emails filters published 
in the literature and evaluated on dataset from 2000s decade

*Emails from SpamAssassin dataset correspond to the period between 2002 and 2006. **Original works 
did not report the F1-Score metric, which has been calculated using reported precision and recall values

Paper Year Dataset year Dataset Model Acc (%) F1

Barusha and Hajek 2018 2006* SpamAssassin DBB-RDNN-ReL 99.89 –
2006 Enron 1 98.76 –

Bahgat et al. 2018 2006 Enron-Spam Semantic measures-
LR

95.00 0.950

Naem et al. 2018 2006* SpamAssassin Antlion 98.91 0.999
2010 CSDMC Optimization Boost-

ing
99.80 0.995

Bassiouni et al. 2018 1999 SpamBase Dataset Random Forest 95.45 0.954
Diale et al. 2019 2000 Enron Unsupervised learn-

ing: SVM
– 0.978

2007 TREC07 Unsupervised learn-
ing: SVM

– 0.984

Sanghani and 
Kotecha

2019 2006 ENRON1 TFDCR: SVM 96.69 0.960
2006 ENRON2 97.38 0.965
2006 ENRON3 96.74 0.959
2006 ENRON4 99.20 0.988
2006 ENRON5 97.25 0.967
2006 ENRON6 97.63 0.966
2000 PU1 97.97 0.979
2003 PU2 96.18 0.935
2003 PU3 97.57 0.975
2003 PUA 96.13 0.961

Faris et al. 2019 2006* SpamAssassin 96.80 0.875**
2000 Ling-Spam Auto GA: RWN 93.30 0.640**
2010 CSDMC 91.10 0.876**

Sumathi and Puga-
lendhi

2020 1999 SpamBase Dataset Random Forest 88.59 –
– Deep Neural 

Network
Saidini et al. 2020 2010 CSDMC Semantic Features-

AdaBoost
98.53 0.988

Dedeturk et al. 2020 2010 CSDMC Artificial bee 98.70 –
2006 Enron1 colony – LR 98.91 –
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performance of filters based on text encoders, the computational time for processing as well 
as the memory resources. Both preprocessing and feature extraction play an important role in 
execution time and classification accuracy has been the goal of several research papers (Bah-
gat et al. 2018; Diale et al. 2019; Saidani et al. 2020).

The preprocessing phase attempts to remove unnecessary text, like stop-words, duplicated 
content or special characters. Depending on the application field, it may include stemming and 
lemmatization techniques and detecting entities such as web pages, email addresses or bitcoin 
wallets (Sanghani and Kotecha 2019). This step should be adapted depending on the applica-
tion field properties (Al Nabki et al. 2020), e.g. in spam environment; it may have a possible 
adversarial manipulation (Kuchipudi et al. 2020).

After the preprocessing stage, the text is converted into a numerical vector which later 
feeds the classifier. Most anti-spam filters use term count and frequency-based feature tech-
niques to represent the semantic meaning of an email message into a vector (Diale et al. 2019) 
following an n-gram approach, such as BOW (Bhowmick and Hazarika 2018; Saidani et al. 
2020) or TF-IDF (Barushka and Hajek 2018; Bhowmick and Hazarika 2018; Dedeturk and 
Akay 2020; Diale et al. 2016; Gibson et al. 2020; Sumathi and Pugalendhi 2020).

However, TF-IDF or BOW do not capture the word order or context and tend to gener-
ate high dimensional vectors. To ensure the lowest possible dimensional feature space with 
a fixed-length numerical vector for every email, Diale et al. (2019) generate a vector space 
model by means of distribution BOW and distributed Memory. To decrease the space and 
time complexity of feature vectors, Bahgat et al. (2018) applied semantic-based methods and 
similarity measures using WordNet ontology, reducing the number of extracted textual fea-
tures. Méndez et al. (2019) employed a semantic-based approach and WordNet ontology to 
generate a reduced feature space of grouping message knowledge in topics rather than only 
words. A method based on semantic analysis was proposed by Saidani et al. (2020) to detect 
spam emails. Their goal was to categorise both ham and spam emails into predefined domains 
and then, extracting semantic features for each domain.

Unlike frequency encoders, word embedding techniques are based on the fact that words 
with similar context tend to be closer and related in the vector space. The models are trained 
on natural language vocabulary and their relationship between words. Word embedding has 
evolved from precursors like Word2vec (Mikolov et  al. 2013a, b) to contextual language 
embedding, e.g. ElMo (Peters et  al. 2018) and then, to transformers such as Devlin et  al. 
(2018), RoBERTa (Liu et al. 2019) or GPT-3 (Brown et al. 2020).

The number of research papers that successfully apply word embedding techniques to 
spam email filtering is quite limited (Saidani et al. 2020; Srinivasan et al. 2021). Some rea-
sons behind this fact are: (i) the number of words that appear on spam environments is larger 
than in regular natural language vocabulary due to the use of obfuscated or misspelling words 
by spammers and (ii) frequency and semantic-based techniques already show apparently high 
performance. However, word embedding approaches are a powerful tool to detect spammer 
strategies related to language quality and ambiguous information and extremely sentimental 
messages that spammers tend to send to mislead the users.

4.3 � Feature selection

Feature selection is an essential phase in many classification problems, specially, in those 
with high dimensional datasets that may contain a large number of irrelevant, noisy and 
redundant features (Vinitha and Renuka 2020).
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It is a popular statement that the size of the training dataset grows exponentially with 
the number of dimensions (Méndez et al. 2019).

Feature selection techniques may provide many advantages for spam filtering, such as 
Cai et  al. (2018): (a) the improvement of the classification performance by selecting an 
optimum subset of features and (b) the obtention of faster and more cost-effective spam 
filters. Both efficiency and computational cost are essential requirements for spam email 
filtering applications.

Several works have addressed the problem of dimensionality reduction for email spam 
classification (see Vinitha and Renuka 2020 and references therein). They are mainly 
focused on text classification approaches, i.e. text encoded into numeric vectors.

Feature selection methods assess the relevance of a feature or a set of features accord-
ing to a given measure. A traditional perspective to select features in the spam environ-
ment is to use classic statistical methods like Information Gain or Chi-Square (Diale et al. 
2016; Rehman et al. 2017) or more recent ones such as Infinite Latent Feature Selection 
(Bassiouni et  al. 2018). Other approaches involve heuristic algorithms such as Genetic 
Algorithm (Gibson et  al. 2020; Hong et  al. 2015), Artificial Bee Colony (Dedeturk and 
Akay 2020) or Particle Swarm Optimisation (Gibson et al. 2020; Zavvar et al. 2016). There 
are also hybrid models based on joining a heuristic approach with machine learning algo-
rithms (M. et  al. 2012) like NNs, e.g. Genetic Algorithm along with Random Weighted 
Network (Faris et  al. 2019) or Particle Swarm Optimisation and Radial Basis Function 
NNs combination (Awad and Foqaha 2016; Sumathi and Pugalendhi 2020).

Apart from statistical, heuristic or hybrid methods, other semantic-based approaches 
that consider the semantic similarity among words have been proposed (Bahgat et al. 2018; 
Méndez et al. 2019). Thus, Bahgat et al. (2018) compressed features in a reducing dimen-
sional space by considering the semantic relationship and semantic similarity measures. 
Méndez et al. (2019) developed a semantic topic-based feature selector to filter spam using 
topics instead of words that decreased remarkably the number of features.

The presence of an adversary, i.e., the spammer, implies that features extracted from 
the email may be contaminated. Hence, feature selection can also enhance the security of 
spam email classifier against evasion attacks, such as random and common-ham words, 
by incorporating specific assumptions of data manipulation strategies (Zhang et al. 2016). 
Several efforts have been made to readjust the feature sets continuously (Diale et al. 2019; 
Sanghani and Kotecha 2019). Thus, Sanghani and Kotecha (2019) presented an incremen-
tal learning mechanism for a feature selector able to update a discriminate function and 
heuristic function to identify new relevant features automatically, making more robust the 
personalised email spam filters. In Diale et al. (2019), the authors developed an unsuper-
vised feature learning based on Autoencoders.

5 � Experimental study of binary spam email classification

In this section, we assess four spam filters calibrated with five email datasets that were 
gathered from different sources in different periods of time. Previous studies report high 
performance for the spam filters on these datasets. Our aim is to find out whether or not the 
spam filters maintain their generalisation performance when applied to categorise email 
from a dataset different to the one used for learning. Our initial hypothesis is that filter per-
formance deteriorates as a result of the dataset shift and spammer strategies inherent to the 
spam email datasets.
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This section is organised as follows: Sect. 5.1 presents the datasets used in the experi-
mentation. The experimental settings are provided in Sect. 5.2 and finally, the performance 
of the different scenarios is discussed in Sect. 5.3.

5.1 � Spam email datasets

Most of the publicly available datasets used for training and testing novel spam email filter-
ing models presented in the literature correspond to the period between 2000 and 2010. To 
develop our experimentation, we have selected five well-known datasets, containing both 
spam and ham emails, allowing us to cover epochs with several years of difference. These 
datasets are: Ling-Spam Androutsopoulos et  al. (2000), SpamAssassin5 (Project 2005), 
Enron-Spam (Metsis et al. 2006), TREC07 (Cormack (2007)) and CSDMS 2010.6

Ling-Spam recollects 2893 emails (without attachments, HTML tags and dupli-
cate spam emails) from the Linguist List whose major linguistic interests involve job 
postings, research opportunities, software availability announcements and flame-like 
responses.
SpamAssassin, created by Justin Mason, from Network Associates, contains 6047 
emails published in public fora or donated by users, being thereby less topic-specific 
than a single-user dataset.
Enron-Spam joins ham emails from six Enron employees and spam emails obtained 
from four different sources, i.e. the SpamAssassin corpus, the Honeypot Project,7 Bruce 
Guenter collection and the personal mailbox of one of the dataset creators. The creators 
focused on building a personalised spam dataset and published six sub-datasets for emu-
lating different situations faced by real users.
TREC07 contains all emails of a particular server, which had many accounts, and hon-
eypots accounts published on the web from April 8 to July 6, 2007. This corpora was 
distributed to participants in a competition for developing a spam filter.
CSDMC is a dataset used for the data mining competition associated with ICONIP 
2010 and all messages were published on public fora and received from non-spam-trap 
sources, i.e. corresponding to non-personalised email datasets as SpamAssassin and 
Ling-Spam.

Additionally, for the evaluation of the models, we have also used two datasets extracted 
from the Spam Archive of Bruce Guenter,8 a repository which publicly shares spam emails 
from their mailbox on a monthly basis since 1998. We have taken the 2010 and 2018 fold-
ers for this experimentation, in order to determine the current performance on recent spam 
emails of models trained on last-decade datasets and their generalisation against spam 
environments.

5  https://​spama​ssass​in.​apache.​org/​old/​publi​ccorp​us/ Retrieved June 2021.
6  http://​csmin​ing.​org/​index.​php/​spam-​email-​datas​ets-.​html Retrieved June 2021.
7  https://​www.​proje​cthon​eypot.​org/ Retrieved June 2021.
8  http://​untro​ubled.​org/​spam/ Retrieved June 2021.

https://spamassassin.apache.org/old/publiccorpus/
http://csmining.org/index.php/spam-email-datasets-.html
https://www.projecthoneypot.org/
http://untroubled.org/spam/
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Table 4 shows the main characteristics of each dataset, including the total number of 
emails, the number of ham and spam emails, spam rate, percentage of emails containing 
image and other files attached and percentage of emails written in English.

5.2 � Experimental setup

We carried out our experiments on an Intel(R) Core(TM) i7-7th Gen with 16G of RAM, 
under Ubuntu 18.04 OS and Python 3.

We designed four spam email filters for each dataset, based on a text classification pipe-
line which comprises two machine learning algorithms widely used for detecting spam, NB 
and SVM, and two text encoders, TF-IDF and BOW.

We used Ling-Spam, SpamAssassin, TREC07 and CSDMC without any modifica-
tion. Since Enron-Spam Dataset contained a folder with emails from SpamAssassin, we 
removed the folder to avoid interference among both datasets. To deal with the huge size 
of Bruce Guenter 2010 we only selected 50K emails randomly. Finally, we only took into 
account English emails of both Bruce Guenter datasets 2010 and 2018.

To implement the pipelines, we used Scikit-Learn and NLTK9 to remove the English 
stopwords. The preprocessing, text representation and classification were set after the eval-
uation of different configurations as follows.

After we tried out our models using different configurations, we considered the follow-
ing setting to be the most suitable. Firstly, for the preprocessing phase, we removed single 
URLs, characters, numbers, single letters, stopwords, duplicated words and we tokenized 
the message from emails. For the text encoders, BOW and TF-IDF, we selected a vocabu-
lary size of 9000 words and 3 minimum appearances per word. Regarding the classification 
step, we show below the parameter tuning per model, and the rest of the model parameters 
are left with their default values. We chose a linear kernel for the SVM model, and the 
C value was set 1000. C parameter is an optimiser for classifiers; a low value looks for a 
higher margin of hyperplane separation. For NB, we used a Multinomial distribution.

Table 4   Main characteristic of the publicly available datasets selected for our experiments

We include the total number of emails, the number of ham and spam emails, spam rate (%), percentage of 
emails containing image (Image Att.) and other files (Others Att.) attached and percentage of emails written 
in English

Dataset Year Total Ham Spam Spam Image Other English
Rate (%) Att (%) Att (%) (%)

LingSpam 2000 2893 2412 481 16.63 0 0 100
SpamAssassin 2002–2006 6047 4150 1897 31.37 0.63 0.63 95.31
EnronSpam 2006 29,694 16,921 12,773 43.02 3.34 1.53 96.94
TREC07 2007 75,419 25,220 50,199 66.56 18.33 0.72 97.53
CSDMC 2010 4327 2949 1378 31.85 0.94 0.21 81.70
BG 2010 2010 649,974 0 649,974 100.00 1.86 1.92 76.28
BG 2018 2018 77261 0 77261 100.00 3.83 0.44 17.69

9  https://​www.​nltk.​org/ Retrieved June 2021.

https://www.nltk.org/
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The classifier performance has been reported in terms of accuracy and false positive 
rate (FPR). Since our aim is to ascertain whether a filter calibrated on a dataset preserves 
their capability of generalisation on other datasets collected over different periods of time 
and spam emails sources, we divided our evaluation procedure into two parts. On the one 
hand, we defined estimated generalisation values as the results of calibrating and assess-
ing a filter on the same dataset, using the 10-fold cross-validation technique. On the other 
hand, the estimated values were compared with the results of training a filter with a specific 
dataset and testing it on another dataset, called evaluation values.

Table 5   Predictive performance for the spam filters based on the combination of TF-IDF and NB

Models are trained with different datasets (columns) and accuracy and false positive rate (FPR) metrics 
are reported when they are applied to different scenarios (rows). Values highlighted in grey refer to perfor-
mance estimated with 10-fold cross-validation using a specific dataset

Test set Train set

Ling-Spam SpamAssassin EnronSpam TREC07 CSDMC

2000 2002–2006 2006 2007 2010

Acc FPR Acc FPR Acc FPR Acc FPR Acc FPR

Ling-Spam 99.14 0.00 86.52 13.76 91.98 8.95 94.05 5.97 51.19 56.38
SpamAssassin 74.54 30.75 97.41 1.04 64.28 46.79 84.09 17.11 93.86 4.30
EnronSpam 81.83 11.54 75.64 18.44 97.55 1.49 83.50 23.72 72.22 28.29
TREC07 75.45 20.76 75.89 6.74 81.68 34.13 96.65 1.41 77.37 20.23
CSDMC 74.81 27.05 88.84 0.48 70.81 39.71 85.66 9.29 95.51 2.96

Table 6   Predictive performance for the spam filters based on the combination of TF-IDF and SVM

Models are trained with different datasets (columns) and accuracy and false positive rate (FPR) metrics 
are reported when they are applied to different scenarios (rows). Values highlighted in grey refer to perfor-
mance estimated with 10-fold cross-validation using a specific dataset

Test set Train set

Ling-Spam SpamAssassin EnronSpam TREC07 CSDMC

2000 2002–2006 2006 2007 2010

Acc FPR Acc FPR Acc FPR Acc FPR Acc FPR

Ling-Spam 99.52 0.04 56.10 50.70 63.64 41.46 37.37 74.38 54.72 52.86
SpamAssassin 69.11 39.17 99.33 0.31 61.11 50.36 63.87 45.24 98.64 0.85
EnronSpam 80.92 12.95 63.48 59.23 97.97 2.64 56.90 73.27 72.76 36.69
TREC07 69.52 26.49 85.17 11.01 78.10 47.56 99.38 0.83 83.24 14.55
CSDMC 70.00 29.36 92.24 0.88 66.74 45.15 76.45 27.42 99.04 0.58
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5.3 � Results and discussion

Tables 5 and 6 show the performance of the spam filters using the TF-IDF pipeline and the 
classifiers NB and SVM, respectively. On the other hand, Tables 7 and 8 present the BOW 
pipelines results achieved by the classifiers NB and SVM combinations, respectively.

All of them show the predictive performance of the above-mentioned models trained 
with five different datasets (shown in the columns) when they are applied to different sce-
narios, i.e., datasets. Each of these datasets reflects emails gathered on different years, as 
explained in Sect. 5.1.

In light of the overall results, we can confirm our initial hypothesis that anti-spam filters 
deteriorate due to the dataset shift and changes in spammer strategies reflected in the dif-
ferent spam email datasets. Firstly, the filters have shown a performance similar to models 
published in the literature, above 95% of accuracy by using cross-validation to assess them, 
i.e. estimated generalised values. These are the values highlighted in grey in the tables that 

Table 7   Predictive performance for the spam filters based on the combination of BOW and NB

Models are trained with different datasets (columns) and accuracy and false positive rate (FPR) metrics 
are reported when they are applied to different scenarios (rows). Values highlighted in grey refer to perfor-
mance estimated with 10-fold cross-validation using a specific dataset

Test set Train set

Ling-Spam SpamAssassin EnronSpam TREC07 CSDMC

2000 2002–2006 2006 2007 2010

Acc FPR Acc FPR Acc FPR Acc FPR Acc FPR

Ling-Spam 98.93 1.00 87.80 13.06 92.84 7.75 94.50 4.52 33.08 79.27
SpamAssassin 37.07 83.25 97.78 0.91 68.31 41.41 86.61 11.22 92.88 6.37
EnronSpam 62.65 59.68 73.74 27.46 97.24 1.28 85.21 17.39 66.87 44.99
TREC07 68.72 72.55 78.52 7.90 82.18 29.85 96.05 0.94 81.63 21.30
CSDMC 36.67 86.83 92.24 0.54 74.28 33.68 84.89 5.95 95.58 3.98

Table 8   Predictive performance for the spam filters based on the combination of BOW and SVM

Models are trained with different datasets (columns) and accuracy and false positive rate (FPR) metrics 
are reported when they are applied to different scenarios (rows). Values highlighted in grey refer to perfor-
mance estimated with 10-fold cross-validation using a specific dataset

Test set Train set

Ling-Spam SpamAssassin EnronSpam TREC07 CSDMC

2000 2002–2006 2006 2007 2010

Acc FPR Acc FPR Acc FPR Acc FPR Acc FPR

Ling-Spam 99.38 0.17 52.89 54.06 71.07 31.34 39.13 71.56 51.54 56.34
SpamAssassin 48.55 66.96 99.16 0.45 64.83 44.13 65.95 42.56 97.94 1.68
EnronSpam 76.12 17.64 63.06 59.20 96.86 3.38 59.74 67.12 61.69 60.19
TREC07 55.25 55.60 86.11 7.37 74.89 45.24 98.78 1.45 86.29 16.34
CSDMC 50.58 60.77 93.36 1.80 62.44 50.36 77.62 26.13 98.36 1.16
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refer to performance estimated with 10-fold cross-validation using each specific dataset. 
In addition, the FPR represents the percentage of legitimate or ham emails with a wrong 
prediction, i.e., labeled as spam. Despite obtaining a low value when the performance is 
evaluated with 10-fold cross-validation using a specific dataset, the degradation of FPR 
may reach up to 83.25% by assessing models trained and tested in different scenarios.

However, when the filters calibrated with a given dataset are applied to a different data-
set (both back and forth in time), the performance decreases. In some cases, a severe degra-
dation in performance is seen, such as a filter calibrated with the oldest dataset, Ling-Spam. 
Filters calibrated with Enron-Spam, SpamAssassin and CSDMC also suffer a degradation 
in their results.

In Fig. 5 we show this situation in a specific case (i.e., NB classifier with TF-IDF) to 
show this situation graphically. We can see that the filter error rate from the estimated val-
ues increases. For instance, when the filter is calibrated with LingSpam (estimated error 
rate 0.86% ), this error increases from 5.95 to 48.81% or with CSDMC (estimated error rate 
4.49), this error increases from 11.16 to 29.19%

In general, performance is no longer as good as the estimated value, with error rates 
reaching even values of 48.81% , 35, 72% or 29, 19% (they vary from 5.95 to 48.81%).

According to the results, the deterioration of filters may be affected by the dataset shift 
problem and how personalised the anti-spam filters are, i.e. spam email resource, or the 
spammer strategies included. Similar sources of some datasets, e.g. Ling-Spam and Enron-
Spam or SpamAssassin and CSDMC, may allow a slight deterioration in the results respect 
to their estimated values.

Regarding the machine learning and text encoders models, we found out that SVM fil-
ters decreased their performance on models trained on TREC07 and tested on the other 
ones. A possible reason may be the well-known problems of strength and efficacy of SVM 
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with high dimensional datasets or number of parameters (Dada et  al. 2019) apart from 
memory cost and execution time. NB filters improve their performance on a large dataset, 
and the accuracy remains above 83.50% in all cases. BOW filters trained on Ling-Spam 
suffer a remarkable drop in their performance. The size of the dataset and, thereby, the 
sparse vocabulary size may explain this behaviour.

Finally, we evaluated the filters calibrated with the previous datasets on only-spam envi-
ronments to be aware of their generalisation on recent and spam datasets. This gives us fur-
ther information to interpret the results and verify our initial hypothesis. Table 9 shows the 
accuracy of each of the twenty classification models we have assessed so far—i.e., SVM 
and NB classifiers using TF-IDF or BOW calibrated with five different datasets—in the 
task of identifying the spam from Bruce Guenter dataset, specifically, those from years 
2010 and 2018 (let us recall that only spam data is available in Bruce Guenter dataset). 
In general terms, the generalisation performance of the filters reflected a large variability, 
far away from the estimated values. Most filters trained on Ling-spam obtained between 
52.11 and 64.32% of accuracy. Similarly, most SpamAssassin-calibrated filters achieved 
from 47.81 to 75.45% of accuracy.

Nevertheless, filters calibrated with Enron-spam attained the most balanced and highest 
results, between 83.72 and 91.02%. This may be because the Enron-Spam dataset contains 
a spam emails subset from the Bruce Guenter dataset (2004–2005), which confirms our 
hypothesis about the relevance of spam source to calibrate a filter.

6 � Conclusions

This paper presents a review on spam email detection, focusing on the analysis of spammer 
strategies and the changing nature of the data in this field.

The spammer, or the adversarial figure in this environment, follows sophisticated strate-
gies to bypass the filters. In our study on spam datasets over the last few decades, we identi-
fied the use of poisoning text, obfuscated words, hidden text salting and image-based spam 
as the most popular spammer tricks. More recent strategies include multi-language emails 
to poison the text, attachments like PDF or “.docx” files to introduce a spam message, and 
URLs to connect to potentially harmful sites. We also reviewed the studies involved in 
detecting these tricks and minimising their effect.

We explored the most recent works on filtering spam emails emphasising on the phases 
of feature extraction and feature selection to mitigate overfitting by reducing the dimen-
sionality of the input space. Despite the rise of deep learning in other application fields, 
traditional machine learning algorithms are still the most popular approaches in the litera-
ture for the spam email filtering. Their high performance as well as their simplicity when 
compared with deep learning models may be the reasons.

We also evaluated the impact on the performance when there is a mismatch between 
training and operational data distributions. Our initial hypothesis assumes the dataset shift 
and spammer strategies presented in the spam email datasets are the main factors of the 
deterioration of an anti-spam filter. We selected five popular email datasets from different 
years (Ling-Spam, SpamAssassin, Enron-Spam, TREC07 and CSDMC) to calibrate differ-
ent spam filters. For each dataset, four classifiers have been trained as a result of combining 
two text representation techniques, TF-IDF and BOW, along with two machine learning 
algorithms, NB and SVM. We used the Bruce Guenter spam email datasets from 2010 and 
2018 only for testing the models. Experimental results show an overall deterioration of 
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the estimated generalisation accuracy when the models are applied on unseen future data 
coming from datasets different from the ones used for training. We found that the datasets 
which were collected from different sources and, thereby, more or less personalised-spe-
cific fields, tend to show larger differences in their performance, and are also affected by 
the changing nature of spam over time due to dataset shift and spammer strategies. Finally, 
we evaluated our calibrated filters on only-spam Bruce Guenter datasets. Generally, the 
results show a wide range of accuracy which differ from the estimated values and certain 
dependency of the spam source.

To sum up, we encourage to unify the criteria to assess anti-spam filters based on 
machine learning, keeping in mind the dataset shift problem. Identifying the spammer 
strategies used recently, the topics that appear and their current relevance would help to 
assign specific filters in spam email detection. In addition, spammer—adversarial—strate-
gies are a challenge for this field. Analysing these strategies in depth could help to detect 
and anticipate new popular tricks or develop models that allow to assess the filter robust-
ness against attacks. Gaining insight into the data by knowing the most relevant features 
could also help to increase the classification model robustness.
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