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Abstract
Microorganisms are widely distributed in the human daily living environment. They play 
an essential role in environmental pollution control, disease prevention and treatment, and 
food and drug production. The analysis of microorganisms is essential for making full use 
of different microorganisms. The conventional analysis methods are laborious and time-
consuming. Therefore, the automatic image analysis based on artificial neural networks 
is introduced to optimize it. However, the automatic microorganism image analysis faces 
many challenges, such as the requirement of a robust algorithm caused by various appli-
cation occasions, insignificant features and easy under-segmentation caused by the image 
characteristic, and various analysis tasks. Therefore, we conduct this review to comprehen-
sively discuss the characteristics of microorganism image analysis based on artificial neu-
ral networks. In this review, the background and motivation are introduced first. Then, the 
development of artificial neural networks and representative networks are presented. After 
that, the papers related to microorganism image analysis based on classical and deep neural 
networks are reviewed from the perspectives of different tasks. In the end, the methodology 
analysis and potential direction are discussed.
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1  Introduction

Microorganisms are tiny living organisms that can appear as unicellular, multicellular, 
and acellular types (Madigan et  al. 1997). Their examples are shown in Fig.  1. Some 
microorganisms are benefiting, such as Lactobacteria can decompose substances to 
give nutrients to plants (Kulwa et al. 2019), Actinophrys can digest the organic waste in 
sludge and increase the quality of freshwater (Zhang et al. 2020), and Rhizobium legu-
minosarum can help soybean to fix nitrogen and supply food to human beings (Bagyaraj 
and Rangaswami 2007). However, there are also many harmful microorganisms, such 
as Mycobacterium tuberculosis can lead to disease and death (Gillespie and Bamford 
2012) and the novel coronavirus disease 2019 (COVID-19) constitutes a public health 
emergency globally (Rahaman et al. 2020b). Therefore, microorganism research plays a 
vital role in pollution monitoring, environmental management, medical diagnosis, agri-
culture, and food production (Kulwa et  al. 2019; Li et  al. 2019), and the analysis of 
microorganisms is essential for related research and applications (Li et al. 2020c).

In general, microorganism analysis methods can be summarised into four catego-
ries: chemical (e.g., chemical component analysis), physical (e.g., spectrum analysis), 
molecular biological (e.g., DNA and RNA analysis), and morphological (e.g., manual 
observation under a microscope) methods (Li et al. 2019). Their main advantages and 
disadvantages are compared in Table  1. The chemical method is highly accurate but 
often results in secondary pollution of chemical reagents (Li et al. 2019). The physical 
method also has high accuracy, but it requires expensive equipment (Li et  al. 2019). 
The molecular biological method distinguishes microorganisms by sequence analysis of 
the genome (Yamaguchi et al. 2015). This strategy needs expensive equipment, plenty 

Fig. 1   The environmental microorganism images provided in Li et al. (2021)

Table 1   A comparison of traditional methods for microorganism analysis (Li 2016)

Methods Advantages Disadvantages

Chemical method High accuracy Secondary pollution of chemical reagent
Physical method High accuracy Expensive equipment
Molecular biological method High accuracy Secondary pollution of chemical reagent,

expensive equipment, long testing time
Morphological method Short testing time Long training time for skillful operators
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of time, and professional researchers. The morphological method is the most direct 
and brief approach, where a microorganism is observed under a microscope and rec-
ognized manually based on its shape (Pepper et al. 2011). The morphological method 
is the most cost-effective of the above methods, but it is still laborious, tedious, and 
time-consuming (Zhang et al. 2020). Besides, the objectivity of this manual analyzing 
process is unstable, depending on the experience, workload, and mood of the biologist 
significantly. Therefore, developing an automatic microorganism image analysis system 
is of great significance. Nevertheless, it faces many challenges. As the microorganism 
examples are shown in Fig. 1, It can be found that the backgrounds of Epistylis contain 
a lot of noise and impurities. Actinophrys has lots of filopodia that are easy to be under-
segmented. The examples of Arcella and Noctiluca demonstrate that different light con-
ditions can lead to entirely different color features. The high transparency of Noctiluca 
results in inconspicuous texture features. However, broad application occasions require 
the development of flexible and robust Microorganism Image Analysis (MIA) algo-
rithms. Additionally, the related algorithms are various due to the numerous analysis 
tasks.

Artificial Intelligence (AI) technology has developed rapidly in recent years (Zhou et al. 
2020). It achieves outstanding performance in many fields of image analysis and process-
ing, such as autonomous driving (Sallab et al. 2017; Chen et al. 2017; Wang et al. 2019), 
face recognition (Liu et al. 2017; Wang et al. 2018b; Deng et al. 2019), and disease diag-
nosis (Sun et al. 2020; Xue et al. 2020; Zhao et al. 2020; Ai et al. 2021). AI can undertake 
laborious and time-consuming work and quickly extract valuable information from image 
data. Therefore, AI shows potential in MIA. Besides, AI has a robust objective analysis 
ability in MIA and can avoid subjective differences caused by manual analysis. To some 
extent, the misjudgment of biologists can be reduced, and the efficiency can be improved.

As an essential part of artificial intelligence technology, Artificial Neural Network 
(ANN) is originally designed according to the biological neuron (McCulloch and Pitts 
1943). Due to the limitation of computer performance, the difficulty of training, and the 
popularization of Support Vector Machine (SVM), the early ANN development once fall 
into a state of stagnation (Yamashita 2016). After that, with the improvement of computer 
performance, Convolutional Neural Network (CNN) shows an overwhelming advantage in 
image recognition (Krizhevsky et al. 2017), and ANN is paid attention to again and devel-
oped rapidly. We find that ANNs are widely used in MIA thorough investigation because 
they can learn valuable patterns from enormous data and features.

1.1 � Artificial intelligence methods for microorganism image analysis

AI is an umbrella term encompassing the techniques for a machine to mimic or go beyond 
human intelligence, primarily in cognitive capabilities (Robertson et  al. 2018). Figure  2 
provides the structure of AI technology (Linnosmaa et al. 2020; Zhou et al. 2020). AI has 
several important sub-domains, such as Machine learning (ML), computer vision, natural 
language processing. Among them, ML technology has been widely used in the MIA task, 
such as Environmental Microorganism (EM) segmentation (Li et  al. 2020c; Zhang et al. 
2020), Herpesvirus detection (Devan et al. 2019), and Tuberculosis Bacilli (TB) classifica-
tion (Rulaningtyas et al. 2011; Osman et al. 2012).

As shown in Fig. 2, ML can be grouped into conventional methods and ANNs. In con-
ventional methods, SVM, k-Nearest Neighbor (KNN), Random Forest (RF), and other 
methods have been applied to the MIA task. For example, work (Li et al. 2015) proposes 
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an automatic EM classification system based on content-based image analysis techniques. 
Four features (histogram descriptor, geometric feature, Fourier descriptor, and internal 
structure histogram) are extracted from the Sobel edge detector-based segmentation result 
for training SVM to perform the classification task. For ten EM classes tested in this work, 
the mean of average precisions obtained by the system amounts to 94.75% (Kulwa et al. 
2019). An automatic identification approach of TB is proposed in Forero et al. (2003). The 
Canny edge technique is applied for edge detection, followed by non-maxima suppres-
sion and hysteresis threshold operations. After that, a morphological closing operation is 
applied. Then compactness and eccentricity features are extracted in one branch, and the 
same segmented images are passed through k-means clustering in the second branch. Each 
branch independently goes to the classification part using the nearest neighbor classifier. 
The average results obtained from the two branches are 93.30% and 100% sensitivity for 
the first and second branches (Kulwa et al. 2019). In Di Mauro et al. (2011), a MIA work 
based on the ZooImage automated system is introduced, where 1437 objects of 11 taxa 
are classified using four shape features and a RF classifier. The classification accuracy of 
83.92% is finally achieved (Li 2016).

ANNs also play a vital role in the MIA task. Figure 2 shows that they include classical 
neural networks and deep neural networks. In the early years, due to the computer perfor-
mance limitation, classical neural networks, represented by MLP, Radial Basis Function 
Neural Network (RBF), and Probabilistic Neural Network (PNN), are applied to the MIA 
tasks. For example, in Culverhouse et al. (1996), human experts’ performance in identify-
ing Dinoflagellates is compared to that achieved by two ANN classifiers (MLP and RBF) 
and two other statistical techniques, KNN and Quadratic Discriminant Analysis (QDA). 
The data set used for training and testing comprised a collection of 60 features that are 
extracted from the specimen images. The result shows that the ANN classifiers outperform 

Fig. 2   The structure of ML in the AI
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classical statistical techniques. Extended trials show that the human experts achieve 85% 
accuracy while the RBF achieves the best performance of 83%, the MLP 66%, KNN 60%, 
and the QDA 56%. The work (Kumar and Mittal 2010) uses PNN to select the best iden-
tification parameters of the features extracted from the microorganism images. PNN is 
then used to classify the microorganisms with a 100% accuracy using nine identification 
parameters.

Later, with the significant improvement of computer performance, the development 
of neural network theory, and the proposal of CNN, deep neural networks show an over-
whelming advantage in image analysis, including microbial image analysis. For example, 
the work (Matuszewski and Sintorn 2018) uses U-Net to perform the Rift Valley virus 
segmentation and achieves a Dice score of 90% and Intersection Over Union (IOU) of 
83.1%. In Wahid et al. (2019), transfer learning based on Xception is applied to perform 
the bacterial classification. Seven varieties of bacteria for recognition that might be lethal 
for humans are chosen for the experiment. The performance is evaluated on 230 bacteria 
images of seven varieties from the test dataset, which shows promising performance with 
approximately 97.5% prediction accuracy in bacteria image classification.

In conclusion, we can find that conventional machine learning methods and classical 
neural network methods have similar workflows in the MIA task. They typically rely heav-
ily on feature engineering (Al-Barazanchi et  al. 2015). These workflows usually contain 
image acquisition, image preprocessing, segmentation, feature extraction, classifier design, 
and evaluation. The reliability of accuracy depends on the design and extraction of features 
(Al-Barazanchi et al. 2015). In recent years, with the development and popularization of 
CNN, which is one of the most important parts of deep neural networks, the MIA task can 
work without feature engineering. Compared with the classical ANN method, CNN can 
directly extract valuable features from the image through the convolutional kernel. This 
kind of ability makes the research and application of CNN in MIA increase rapidly and 
obtain overwhelming advantages.

1.2 � Motivation of this review

This paper focuses on the development and application of ANNs in the MIA task. A com-
prehensive overview of techniques for the image analysis of microorganisms using clas-
sical and deep neural networks is presented. The motivation is to clarify the development 
history of ANNs, understand the popular technology and trend of ANN applications in 
the MIA field. Besides, this paper also discusses potential techniques for the image analy-
sis of microorganisms by ANNs. To our best knowledge, some review papers summarize 
research related to the MIA task, such as papers (Kulwa et al. 2019; Li et al. 2018, 2019, 
2020a; Zhang et al. 2021b). In the following part, we go through these review papers.

The review (Kulwa et al. 2019) comprehensively analyzes the various studies focusing 
on microorganism image segmentation methods from 1989 to 2018. These methods include 
classical methods (e.g., edge-based, threshold-based, and region-based segmentation meth-
ods) and machine learning-based methods (supervised and unsupervised machine learning 
methods). About 85 related papers are summarized in this review. The ANN-based seg-
mentation method is only one part of this review. In the review (Li et al. 2020a), to clarify 
the potential and application of different clustering techniques in MIA, the related works 
from 1997 to 2017 are summarized while pinning out the specific challenges on each 
work (area) with the corresponding suitable clustering algorithm. More than 20 related 
research papers are summarized in this review. The review (Li et  al. 2019) summarizes 
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the development history of microorganism classification using content-based microscopic 
image analysis approaches. It introduces the classification methods from different applica-
tion domains, including agricultural, food, environmental, industrial, medical, water-borne, 
and scientific microorganisms. Around 240 related works are summarized. The classifica-
tion methods discussed in this review contain ANNs and many ML methods like SVM, 
KNN, and RF. Zhang et al. (2021b) proposes a comprehensive review focusing on microor-
ganism counting based on image analysis approaches. It summarizes more than 144 related 
papers from 1980 to 2020. The image analysis approaches include both classical image 
analysis methods and deep learning methods. ANN is only a part of the methods discussed 
in this review.

To sum up, the review (Li et  al. 2020a) only summarizes the MIA method based on 
clustering techniques. The review papers (Kulwa et al. 2019; Li et al. 2019; Zhang et al. 
2021b) focus on segmentation, classification, and counting tasks. Although the methods 
discussed include some ANN methods, they are not the central part of these papers. Hence, 
to comprehensively understand the development history, popular technology, and trend 
of ANNs in the MIA field, we conduct this review based on our previous work (Li et al. 
2018).

Our previous work (Li et al. 2018) proposes a brief review for content-based MIA using 
classical and deep neural networks. It briefly summarizes 55 related papers from 1992 
to 2017. To illustrate the differences, the characteristics of our current review and previ-
ous work are summarized in Table 2. The current review summarizes 95 papers related to 
classification, segmentation, detection, counting, feature extraction, image enhancement, 
and data augmentation from 1992 to 2020. The current review comprehensively analyzes 
the applications of ANN in the MIA field by providing the introduction of representative 
ANNs and the discussion of the method in each paper. Besides, it also provides summary 
tables, statistic analysis, and potential directions.

1.3 � Paper searching and screening

To illustrate the collection process of related papers, Fig. 3 provides the details. Based 
on our previous review, there are 55 related papers from 1992 to 2017. We collect 51 
papers from several databases, including Google Scholar, IEEE, Elsevier, Springer, 
ACM, and other academic databases. The keywords used for searching contains “micro-
organism image analysis”, “classification”, “detection”, “segmentation”, “counting”, 
“artificial neural network”, “convolutional neural network”, and “deep learning”. Their 
combinations are used to search related papers in these databases. Besides, a specific 
naming rule based on the publication year and article title is designed to avoid dupli-
cate paper downloads, e.g., “2010-Bacteria classification using neural network”. After 

Table 2   A comparison of our current review and previous work (Li et al. 2018)

Characteristic Previous Current Characteristic Previous Current

Time range 1992–2017 1992–2020 Paper number 55 95
Related task 3 7 Method analysis Part Comprehensive
Paper detail Part Comprehensive Summary table No Yes
Statistic analysis No Yes Potential direction No Yes
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carefully reading, 17 papers on other topics are excluded, and six related paper are 
added. Finally, a total of 95 research papers are retained for our review.

The popularity and trend of ANN for the analysis of microorganism images are pro-
vided in Fig. 4. Prior to the popularity of deep ANNs, most computer vision research 
works focus on developing feature engineering, which is usually based on specific 
domain knowledge (Liu et al. 2020). After the proposal of AlexNet, deep learning meth-
ods (especially deep CNNs), which can learn powerful feature representations with 
multiple levels of abstraction directly from raw images, start to lead the research trend 
of computer vision (Liu et al. 2020). Many pieces of research are devoted to studying 
new network structures, loss functions, attention mechanisms, and other hotspot issues. 
The development trend of ANNs also can be reflected in MIA tasks. Before 2014, most 
works adopted classical ANNs based on feature engineering. After, most researches 
employ deep ANNs to perform MIA tasks, especially deep CNNs.

Fig. 3   The collection process of related papers

Fig. 4   The development trend of ANN methods for MIA tasks. The horizontal direction shows the time. 
The vertical direction shows the cumulative number of related works in each year
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1.4 � Structure of this review

This review is structured as follows: we begin by introducing the development of ANN and 
some representative networks used in MIA tasks in Sect.  2; Sect.  3 introduces the MIA 
work using classical ANN methods; in Sect. 4, deep ANN methods employed in the MIA 
tasks are summarized; Sect. 5 presents the method analysis and potential directions; Sect. 6 
concludes this paper.

2 � Artificial neural networks

In this section, to better understand the development of ANN in the MIA task, we briefly 
introduce the evolution history of ANN. Besides, some representative ANN structures in 
MIA tasks are introduced.

2.1 � Evolution of artificial neural networks

The development of ANN has a long history. As shown in Fig. 5, its course can be divided 
into three stages (Yamashita 2016). The ANN research can be traced back to M-P Neuron, 
designed according to the biological neuron, proposed in McCulloch and Pitts (1943) in 
1943. This model is a physical model made up of elements such as resistors. Perceptron, 
whose learning rule is based on the original M-P Neuron, is proposed in Rosenblatt (1958). 

Fig. 5   The evolution of ANNs
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After training, perceptron can determine the connection weights of neurons (Yamashita 
2016). Since then, the first upsurge of ANN has started. However, Minsky amd Papert 
(2017) point out that perceptron can not be applied to solve the XOR problem (the linearly 
inseparable problem), which makes the ANN research fall into the trough.

In the second stage, with the proposal of the Hopfield network (Hopfield 1982) in 1982, 
the study of ANN attracts attention again. After that, with the proposal of the Back-Propa-
gation (BP) algorithm (Rumelhart et al. 1986), the XOR problem can be solved by training 
MLP using the BP algorithm. Besides, LeCun et al. propose CNN by introducing the con-
volutional layer, inspired by the biological primary visual cortex, into the neural network 
(LeCun et al. 1989, 1998). However, limited by the computer performance and neural net-
work theory at that time, although BP enables CNN to be trained, there are still problems 
such as too long training time and easy over-fitting. With the popularization of SVM, the 
ANN research falls into the trough again.

Although the ANN research falls into the trough, Hinton and Bengio et al. still focus 
on the research of ANNs (Hinton 2002; Hinton et  al. 2006; Hinton and Salakhutdinov 
2006; Nair and Hinton 2010; Salakhutdinov and Hinton 2009; Bengio 2009; Bengio et al. 
2007; Glorot and Bengio 2010; Le Roux and Bengio 2008). Benefit from their research 
progresses, ANNs show overwhelming advantages in speech and image recognition (Kriz-
hevsky et al. 2017). Since then, the third rise of ANN has begun. Different from the second 
stage, the computer performance is significantly improved. Training a deep neural network 
does not need such a long time as before. Besides, with the popularization of the internet, 
more and more data can be used for training, reducing the over-fitting problem.

The ANN-based MIA research also follows the development trend of ANN. Some rep-
resentative ANN structures in MIA tasks are introduced in the following part.

2.2 � Representative artificial neural networks

ANN plays an essential role in the MIA task. We investigate related research papers and 
find that early MIA tasks based on classical neural networks rely on the “Feature Engi-
neering + Classifier” workflow. They usually extract features from images by the exist-
ing experience or domain knowledge. After extraction, these features are used for train-
ing classifiers to perform corresponding tasks. Among these classifiers, MLP is the most 
widely used. With the widespread use of CNNs, the MIA task can no longer rely on feature 
engineering. Among these CNNs, AlexNet (Krizhevsky et al. 2017), VGGNet (Simonyan 
and Zisserman 2014), ResNet (He et  al. 2016), and Inception (Szegedy et  al. 2015) are 
popular in the microorganism image classification task, U-Net (Ronneberger et al. 2015) 
and its improved networks are also widely used for the microorganism segmentation task, 
and YOLO (Redmon et al. 2016) is also widely used in the microorganism detection task. 
To understand the characteristics of these networks, we provide brief descriptions of MLP, 
AlexNet, VGGNet, ResNet, Inception, U-Net, and YOLO below.

2.2.1 � Multilayer perception

As is shown in Fig. 6, an MLP usually consists of three layers: an input layer, a hidden 
layer, and an output layer. The early MLP is a class of feed-forward ANN. Like the percep-
tron, the early MLP can determine the connection weight between two layers by the error 
correction learning, which adjusts the connection weight according to the error between 
the expected output and the actual output. However, error correction learning cannot work 
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between multiple layers. For this reason, the early MLP uses the random number to deter-
mine the connection weight between the input layer and the hidden layer, and the error cor-
rection learning is used to adjust the connection weight between the hidden layer and the 
output layer. With the proposal of the BP algorithm, MLP can adjust the connection weight 
layer by layer.

2.2.2 � AlexNet

AlexNet adopts an architecture with consecutive convolutional layers. It is the first ANN 
to win the ILSVRC 2012 (Rahaman et al. 2020a). After its triumphant performance, the 
champion architectures in the following years are all deep CNNs. As shown in Fig.  7a, 
AlexNet consists of eight layers, including five convolutional layers and three fully con-
nected layers. The significance of AlexNet is that they use the Rectified Linear Unit (ReLU) 
as an activation function instead of the sigmoid or hyperbolic tangent function (Rahaman 
et al. 2020a). AlexNet is trained by multi-GPU, which can cut down on the training time. 
Besides, different from the conventional pooling methods, overlapping pooling is intro-
duced to AlexNet. AlexNet has 60 million parameters (Russakovsky et al. 2015). To avoid 
the overfitting problem, data augmentation and dropout are employed.

2.2.3 � VGGNet

Simonyan and Zisserman (2014) proposes a CNN model named VGGNet, which wins sec-
ond place in ILSVRC 2014. VGGNet is characterized by its simplicity, using only the 3 × 3 
convolutional filter, which is the smallest size to capture the spatial information of left/
right, up/down, center. The layer number of VGGNet could be 16 or 19. As the architec-
ture of VGG-16 is shown in Fig. 7b, the network consists of 13 convolutional layers, five 
max pooling layers, three fully connected layers, and a softmax layer. VGG-19 has three 
more convolution layers than VGG-16. VGG-16 and VGG-19 comprise 138 and 144 mil-
lion parameters (Simonyan and Zisserman 2014). The significance of VGGNet is the use of 
3 × 3 convolutional filters, whose stack could obtain the same receptive filed as the bigger 
convolutional filter used in AlexNet. Besides, this stack, which has fewer parameters than 
the bigger convolutional filter used in AlexNet, allows VGGNet to have more weight lay-
ers. It can make better performance (Rahaman et al. 2020a).

Fig. 6   An example of multilayer 
perceptron
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(a) (b) (c) (d)

(e) (f)

Fig. 7   DNN architectures.   a AlexNet, b VGG-16, c GoogLeNet, d ResNet, e the Inception block used in 
GoogLeNet, and f the residual learning block used in ResNet
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2.2.4 � Inception

Szegedy et al. (2015) proposes GoogLeNet, which wins first place in ILSVRC 2014. Fig-
ure 7c shows that it consists of 22 convolutional layers and five pooling layers. Neverthe-
less, this network has only 7 million parameters (Rahaman et al. 2020a). The significance 
of GoogLeNet is that it first introduces the Inception structure. As the Inception structure 
is shown in Fig. 7e, it first uses the idea of using the 1 × 1 convolutional filter to reduce 
the channel number of the previous feature map to reduce the total number of parameters 
of the network. Besides, the structure uses convolutional filters of different sizes to obtain 
multi-level features to improve the performance (Zhang et al. 2020).

In the Inception-V2, batch normalization is added, and a stack of two 3 × 3 convolutional 
filters is employed instead of a 5 × 5 convolutional filter to increase the network depth and 
reduce the parameters (Ioffe and Szegedy 2015). In Inception-V3, a stack of 1 × n and n × 1 
convolutional filters is used to replace the n × n convolutional filter (Szegedy et al. 2016). 
In Inception-V4, the idea of residual learning block is incorporated (Szegedy et al. 2017).

2.2.5 � ResNet

From AlexNet (five convolutional layers), VGGNet (16 or 19 convolutional layers), to 
GoogLeNet (22 convolutional layers), the structure of CNNs is getting deeper and deeper. 
Deep CNNs allow more complex feature extraction, which leads to better results in theory. 
However, extending the depth of CNN by simply adding layers may lead to gradient van-
ishing or explosion problems (Bengio et al. 1994; Glorot and Bengio 2010). To solve these 
problems, (He et al. 2016) proposes ResNet, whose structure is shown in Fig. 7d. ResNet 
employs a novel approach, called identity mapping, to increase network depth for improv-
ing performance. Figure 7f shows the residual learning block-based on identity mapping. 
In this block, H(x) denotes an underlying mapping to be fit by the stacked layers, and the 
input feature map of these layers is denoted as x. The residual function can be denoted 
as F(x) = H(x) − x . The residual network’s primary purpose is to make a deeper network 
from a shallow network by copying weight layers in the shallow network and setting other 
layers in the deeper network to be identity mapping.

2.2.6 � U‑Net

U-Net is a CNN initially used to perform the microscopic image segmentation task (Zhang 
et  al. 2021a). As the structure is shown in Fig. 8, U-Net is symmetrical, consisting of a 
contracting path (left side) and an expansive path (right side), which gives it the u-shaped 
architecture. The training strategy of U-Net relies on the strong use of data augmentation 
to make more effective use of the available annotated samples (Ronneberger et al. 2015). 
Besides, the end-to-end structure of U-Net can retrieve the shallow information of the net-
work (Ronneberger et al. 2015).

2.2.7 � YOLO

Redmon et al. (2016) proposes a novel framework called YOLO, which uses the whole top-
most feature map to predict confidences for multiple categories and bounding boxes (Zhao 
et al. 2019). YOLO’s main idea is to divide the input image into an S × S grid, and the grid 
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cell is responsible for detecting the object centered in that cell (Redmon et al. 2016). Each 
grid cell predicts B bounding boxes and confidence scores for those boxes (Redmon et al. 
2016). These confidence scores reflect how confident the model is that the box contains 
an object and how accurate it thinks the box is that it predicts (Redmon et al. 2016). Each 
grid cell also predicts C conditional class probabilities. It should be noticed that only the 
contribution from the grid cell containing an object is calculated (Zhao et al. 2019). The 
structure of YOLO is shown in Fig. 9. It consists of 24 convolutional layers and two fully 
connected layers. Instead of the Inception used by GoogLeNet, they use 1 × 1 reduction lay-
ers followed by 3 × 3 convolutional layers.

3 � Classical neural network for microorganism image analysis

An overview of the MIA task using classical neural networks is discussed in this section. 
We divide the tasks into different categories according to their tasks. Due to the classifica-
tion works occupying most of all MIA tasks using classical neural networks, the related 
works are analyzed according to their used networks. For other tasks, the work is ana-
lyzed independently because each task contained a limited number of papers. Besides, we 

Fig. 8   U-Net architecture

Fig. 9   YOLO architecture
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provide a summary to summarize the characters of the MIA based on classical neural net-
works and a table for readers to find relevant research works conveniently.

3.1 � Classification task

3.1.1 � Classification based on MLP

Through the investigation of MIA based on classical neural networks, it can be found that 
MLP is the most widely used network. Around 30 papers adopt MLP-based methods to 
perform the microorganism image classification task, but they involve various microor-
ganism categories, with differences in image pre-processing, feature extraction, and MLP 
structure. Therefore, we critically and comparably analyze these papers according to the 
details of their methods.

Since the direct use of MLP to process image data requires a large number of neurons 
to connect each pixel in the image, most of the related work adopts the MLP based on fea-
ture engineering. Before feature extraction, image data usually need to be pre-processed. 
Therefore, to comprehensively understand the characteristic of MLP-based microorganism 
image classification methods, the analysis of the image pre-processing, feature extraction, 
and MLP implementation detail are provided, respectively.

Image pre-processing Most MLP-based microorganism image classification methods 
employ image pre-processing before extracting features. In most of these related works, the 
purpose of image pre-processing is to segment the Region of Interest (ROI). The segmen-
tation methods can be summarized into thresholding-based, edge detection-based, region 
growing-based, active contour-based, and manual methods.

Ginoris et al. (2007), Amaral et al. (2008), Li et al. (2007), Li and Chen (2007, 2008, 
2009), Chen and Li (2008), Wang et al. (2013), Kruk et al. (2015) employ thresholding-
based segmentation methods to split the microorganism objects from the images. Ginoris 
et al. (2007) proposes a framework to recognize protozoa and metazoa. The rough ROIs 
are selected manually after the image contrast enhancement and denoising first. Then, the 
accurate ROIs are generated by thresholding-based approach, whose threshold value can be 
defined by manual method, Otsu, or Entropy method. As an extension work, (Amaral et al. 
2008) uses a similar segmentation approach to identify stalked protozoa. Li et al. (2007), 
Li and Chen (2007) propose a framework to perform the bacteria classification task. An 
approach named ITSMM is presented to detect the edges of bacteria, which combines the 
iterative threshold value segmentation with mathematical morphology edge detection. As 
the extension works, (Li and Chen 2008, 2009; Chen and Li 2008) use similar segmenta-
tion approaches for different microorganism edge detection tasks. (Wang et al. 2013) focus 
on the identification task of powdery mildew spores. The image segmentation process 
contains Otsu-based binarization, image smoothing, connected domain analysis. Before 
segmentation, sequential pre-processing operations are applied first, including illumina-
tion compensation, greying, and image enhancement. Analogously, (Kruk et al. 2015) uses 
Otsu-based segmentation method before the feature extraction in the soil microorganism 
recognition task.

Culverhouse et al. (1996), Blackburn et al. (1998), Mosleh et al. (2012) adopt edge-
based segmentation methods. Culverhouse et  al. (1996) compare different Dinoflagel-
lates classification methods, including human experts, two ANN methods (MLP and 
RBF), and two ML methods (KNN and QDA). Sobel edge detection is applied in 
ANN and ML classification methods to segment the Dinoflagellate specimen from the 
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background, debris, and clutter. Blackburn et al. (1998) utilizes the Marr-Hildreth oper-
ator to perform edge detection-based segmentation for classifying individual bacteria 
and non-bacteria. (Mosleh et  al. 2012) introduces a preliminary study on automated 
freshwater algae recognition and classification system, in which image segmentation is 
applied to isolate the individual objects by using Canny edge detection algorithm after 
image contrast enhancement, image greying, and image binarization.

Culverhouse et  al. (2000), Schulze et  al. (2013), Osman et  al. (2011b, 2012) use 
region-based methods to perform the segmentation tasks. Culverhouse et  al. (2000) 
develops a recognition system to automatically categorize marine Dinoflagellate, which 
uses local maximum detection and region growing algorithm to perform pre-processing 
operations after the wavelet transform of the input image. Schulze et al. (2013) develops 
an automated analysis system for the identification of phytoplankton. It uses a region 
growing approach to separate the organisms from the background of the microscopic 
image. The edge detection using the Sobel operator and contrast adjustment is per-
formed first to generate better segmentation results. Then, the watershed segmentation 
is used to obtain the rough segmentation results. Finally, region growing is applied for 
accurate segmentation. Osman et al. (2011b, 2012) develop methods based on the image 
analysis technique and ANN to detect the Mycobacterium tuberculosis in the tissue sec-
tion. CY-based color filter and k-mean clustering are first applied to remove pixels unre-
lated to red color. Then, the median filter and region growing are used to obtain the 
segmentation results.

In addition to using thresholding-based, edge detection-based, and region growing-
based for segmentation, some works use active contour-based methods and manual meth-
ods. For the active contour-based method, (Priya and Srinivasan 2016) proposes a digital 
tuberculosis object-level and image-level classification method based on MLP activated by 
the SVM learning algorithm. In the pre-processing operations, the non-uniform illumina-
tion correction technique is applied to reduce the influence caused by non-uniform illumi-
nation. Then, the active contour segmentation method is used to identify the presence of 
bacilli and outliers. For manual methods, (Embleton et al. 2003) develops a phytoplank-
ton identification and counting system, which uses manually selected threshold values to 
segment the ROIs. Additionally, the pre-processing applied in Weller et al. (2005), Weller 
et al. (2007) also contains image segmentation, but the detailed methods are not mentioned.

Although most papers utilize image pre-processing for object segmentation, some 
papers use pre-processing without segmentation before feature extraction. For instance, 
(Culverhouse et al. 1994) proposes an automatic taxonomic classification method, in which 
the feature extraction is applied after the Cymatocylis image pre-processing, which only 
includes digitization, binarization, and manual noise reduction. Besides, (Veropoulos et al. 
1998) introduces an automatic method to detect TB in sputum smears. The pre-processing 
operations, including edge detection, region labeling and removal, edge pixel linking, and 
boundary tracing, are applied one by one for subsequent shape feature extraction. Addi-
tionally, (Widmer et al. 2005) proposes a MLP-based method for the identification task of 
these two protozoa. The image data is directly clipped to fit the input of the networks.

Through the comparative analysis of the pre-processing of classification tasks based on 
MLP above, it can be found that although the methods implemented are variable, most 
of the pre-processing methods aim to achieve the segmentation of microorganism objects. 
Most of the remaining pre-processing methods focus on reducing noise in the image data 
and highlighting the objects, which can facilitate effective feature extraction. However, 
there are some MLP-based works (Balfoort et  al. 1992; Rulaningtyas et  al. 2011; Kira-
nyaz et  al. 2011) performing the microorganism image classification task without image 
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pre-processing. In addition, some works (Gerlach et al. 1998; Kay et al. 1999; Ginoris et al. 
2006; Zeder et al. 2010) do not indicate whether image pre-processing operations are used.

Feature extraction Most MLP-based microorganism image classification methods 
employ feature extraction in their workflows, which is a crucial step for classification per-
formance. Therefore, to summarize their characteristics, we analyze them from different 
feature categories, including shape, texture, and color.

The shape is an important visual feature, which is widely utilized to describe microor-
ganism image content in MLP-based classification methods. The shape features used in 
MLP-based methods mainly include geometrical descriptors, spectral transform, invariant 
moments, and junction descriptors. Geometrical descriptors are common and simple shape 
features (Zhang and Lu 2004), which usually contain area, perimeter, eccentricity, circular-
ity, and other descriptors. Spectral descriptors can overcome the problem of noise sensi-
tivity and boundary variations by analyzing shape in the spectral domain (Zhang and Lu 
2004). Fourier descriptor is one of the most widely used spectral descriptors. The invariant 
moment is also widely used to describe the shape information. Besides, some works extract 
junction descriptors as the shape features.

Geometrical descriptors are widely used in MLP-based microorganism classification 
tasks, but the implementation details are various. Some MLP-based classification works 
only or mainly adopt geometric descriptors. For instance, (Gerlach et  al. 1998) adopts 
simple and common geometrical descriptors (area, eccentricity, circularity, and length of 
the skeleton) as the microorganism features. Rulaningtyas et al. (2011) extract geometri-
cal features for TB classification, including perimeter, area, radii, circularity, compactness, 
eccentricity, and tortuosity. Besides, (Osman et  al. 2012; Siena et  al. 2012) also employ 
geometrical features for TB classification. Additionally, different from simple measurement 
of objects, (Kay et al. 1999) measures the geometrical details of microorganism structures, 
including hooks, dorsal bar, and other structures. Nevertheless, some works adopt multiple 
types of features, which contain not only geometrical features but also other features. For 
example, (Embleton et  al. 2003) extracts not only geometrical descriptors but also color 
and other shape features, like color distribution and Fourier descriptor, for the sequential 
analysis. Weller et al. (2005), Weller et al. (2007) also extract multiple types of features 
as the original features, which include the axis, compactness, circularity, and other geo-
metrical descriptors. After extracting the original features, a classification tree algorithm is 
applied to select the effective features from original features to train the neural networks. Li 
et al. (2007), Li and Chen (2007) extract geometrical features, contour invariant moments, 
and texture features in their works. Principal Component Analysis (PCA) is used for 
dimensionality reduction of features. Ginoris et al. (2006, 2007) adopt not only geometrical 
descriptors (area, perimeter, length, width, etc.) but also other shape features to perform 
the semi-automatic recognition of several protozoa and metazoa commonly used in sewage 
treatment. Balfoort et al. (1992), Li and Chen (2008, 2009), Chen and Li (2008), Amaral 
et al. (2008), Kiranyaz et al. (2011), Mosleh et al. (2012), Wang et al. (2013) also use geo-
metric features mixed with other features in their works.

Spectral descriptors contain Fourier descriptors and wavelet descriptors, which are 
derived from spectral transforms on 1-D shape signatures (Zhang and Lu 2004). Fourier 
descriptor is mainly used in MLP-based microorganism classification works. Culverhouse 
et al. (1994) adopts the 2-D Fast Fourier transform for shape feature extraction in Cymato-
cylis classification tasks. Veropoulos et  al. (1998) uses the discrete Fourier transform to 
calculate the Fourier coefficients needed to represent the shape of each object for TB clas-
sification. Blackburn et al. (1998) employs LabVIEW’s built-in signal-processing library 
to perform Fourier transform to obtain shape features for bacteria classification. Priya and 
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Srinivasan (2016) also utilizes 15 Fourier descriptors to describe the shape information 
of TB objects. Nevertheless, different from previous works, fuzzy entropy is applied to 
select prominent Fourier descriptors. Additionally, Culverhouse et al. (1996, 2000), Weller 
et al. (2005), Schulze et al. (2013), Ginoris et al. (2006), Ginoris et al. (2007) extract mul-
tiple types of features, which also contain Fourier descriptors to represent shape features. 
In addition to geometrical and spectral features, some works employ invariant moments 
and junction descriptors as shape features. Li et al. (2007), Li and Chen (2007) extract Hu 
invariant moments for bacteria classification, which are independent of changes of shift, 
measurement, and rotation. Wang et  al. (2013) also uses Hu invariant moments for the 
identification of powdery mildew spores. Osman et al. (2011b) extract six affine moment 
invariants to train ANN to perform the TB classification task. Besides, (Culverhouse et al. 
1996, 2000) adopt junction descriptor as one of their features.

The texture is a vital element of human visual perception, and texture feature has wide-
spread applications in many computer vision systems (Humeau-Heurtier 2019). It also is 
widely used in MLP-based classification tasks. In addition to using shape features, (Culver-
house et al. 1996) also extract texture features for Dinoflagellates classification. Similarly, 
(Culverhouse et  al. 2000) adopts the same texture features. Weller et  al. (2005), Weller 
et  al. (2007) extracts multiple types of features, which contain texture features. Li et  al. 
(2007), Li and Chen (2007) extract not only the shape but also texture features. Analo-
gously, (Mosleh et al. 2012) extract both shape and texture features for algae identification.

In addition to shape and texture features, the color feature also plays an essential role 
in MLP-based microorganism classification tasks. For example, (Balfoort et al. 1992) uses 
an optical plankton analyzer to measure color features to distinguish Cyanobacteria from 
other algae. Besides extracting shape and texture features, (Weller et al. 2005, 2007) also 
use color features in their works. Kruk et al. (2015) adopts color features to assist the iden-
tification of soil microorganisms.

Through the analysis of the feature extraction of MLP-based microorganism classifica-
tion tasks, it can be found that shape features are the most frequently used feature type. 
Texture and color features are also used in some works. Most extracted features are directly 
fed to the subsequent classifiers. This strategy cannot explore the effective features and is 
inefficient for the classification of microorganisms. However, there are some exceptions. 
Some works adopt the tree algorithm to select effective features from original features. It 
is of great significance to explore efficient features for microorganism image classification.

MLP implementation details MLP is the most widely-used network among classical 
neural networks in MIA tasks. The basic information and characteristic of MLP are pro-
vided in Sect.  2.2.1. Through investigation of MLP-based microorganism classification 
tasks, it can be found that most of them adopt the three-layer structure based on the BP 
algorithm, which contains an input layer, a hidden layer, and an output layer. Neverthe-
less, there are some exceptions. In this part, the MLP-based works are introduced by their 
implementation details.

Among microorganism classification tasks, most three-layer MLPs use the BP algo-
rithm in their training process. For instance, (Culverhouse et al. 1994) adopts a three-layer 
MLP based on the BP algorithm to perform the Cymatocylis classification task. The net-
work consists of 15 input, three hidden, and five output neurons. Blackburn et al. (1998) 
employs the BP-based three-layer MLP network, which has 15 input, five hidden, and three 
output neurons, to classify individual bacteria and non-bacteria objects. Li et  al. (2007), 
Li and Chen (2007) also adopt the three-layer MLP using the BP algorithm for training to 
perform bacterial image classification. Gerlach et  al. (1998) adopts the three-layer MLP 
based on the BP algorithm to perform the classification task for investigating the reactors’ 
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influence on the fungal morphology. Besides, (Mosleh et al. 2012; Siena et al. 2012; Wang 
et  al. 2013) adopt BP-based 21-8-5, 2-15-2, and 7-3-1 (Input-Hidden-Output neurons) 
MLP structures for algae, TB, and powdery mildew spores classification tasks, respec-
tively. Unlike directly using the BP algorithm for MLP training, (Li and Chen 2008, 2009; 
Chen and Li 2008) adopt an adaptive accelerated BP algorithm to train MLP for bacteria 
image classification tasks.

Through the above discussion, it can be found that the MLP structures are various. This 
is because the number of input neurons usually depends on the dimension of the feature 
vector (Embleton et al. 2003). However, for the work without feature engineering, the num-
ber of input neurons depends on how many pixels the input image contains. For instance, 
(Widmer et al. 2005) adopts MLPs to identify Cryptosporidium parvum and Giardia lam-
blia. Due to the input image sizes (40 by 40 and 95 by 95 pixels for Cryptosporidium 
parvum and Giardia lamblia, respectively), the MLPs have 1600 and 9025 input neurons, 
respectively. The number of output neurons often depends on the category number of clas-
sification (Weller et al. 2005). Nevertheless, there are some exceptions, such as (Embleton 
et  al. 2003) adopting the BP-based MLP, whose output layer includes only one neuron, 
for phytoplankton classification. The output neuron value ranges from − 1 to 1, which can 
indicate the classification result. Besides, (Wang et al. 2013) utilizes a similar output layer. 
Nevertheless, for the hidden layer, most works do not provide the details for using the rel-
evant number of neurons.

The configuration setting of MLP aims to achieve good performance. Therefore, some 
works evaluate the performance of different MLP configurations. Weller et al. (2005, 2007) 
evaluate the classification performance of sedimentary organic matter based on different 
four-layer MLP configurations. Similarly, in the classification and retrieval of macroin-
vertebrate images, (Kiranyaz et al. 2011) evaluate the classification accuracy of different 
MLP configurations, which include not only three-layer but also four-layer structures. In 
addition to Weller et al. (2005), Kiranyaz et al. (2011), Schulze et al. (2013) develops an 
automatic image analysis system to recognize phytoplankton, which employs the four-layer 
MLP. Besides the four-layer and three-layer structures, there are some works that adopt the 
two-layers MLP without any hidden layer. Ginoris et al. (2007) proposes a semi-automatic 
image analysis program for protozoa and metazoa classification, which uses a two-layer 
feed-forward MLP based on the BP algorithm. Amaral et  al. (2008) introduces a semi-
automatic method to perform the recognition task of stalked protozoa species in sewage. It 
also uses the two-layer MLP with 15 input and ten output neurons.

In addition to the above works, there are some works that compare the performance of 
MLP with other ML methods. For example, in Culverhouse et al. (1996), human experts’ 
performance in identifying Dinoflagellates is compared to that achieved by two ANN clas-
sifiers (MLP and RBF) and two other statistical techniques, KNN and Quadratic Discrimi-
nant Analysis (QDA). Veropoulos et al. (1998) proposes an automatic method to detect TB 
in sputum smears, in which the classifiers from discriminant methods of statistics or neural 
networks are compared. The results show that the MLP based on the BP algorithm per-
forms best. Kay et al. (1999) develops a classification system based on statistical methods, 
which can successfully discriminate closely pathogen species within the same host. The 
statistical methods contain linear discriminant analysis, nearest neighbors, MLP, and pro-
jection pursuit regression. Culverhouse et al. (2000) compares the four methods of MLP, 
KNN, RBF, and QDA in the classification of Dinoflagellates. The experimental results 
show that human performance declines while the performance of BPN rises most obvi-
ously when the number of species increases. Similar comparisons works contain (Ginoris 
et al. 2006; Kiranyaz et al. 2011; Kruk et al. 2015; Priya and Srinivasan 2016).
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The above discussion shows that the three-layer MLP based on the BP algorithm occu-
pies the leading position in microorganism image classification tasks. Besides that, some 
works adopt two-layer or four-layer MLP, but there is no work employing the MLP more 
than four layers. This is because the deep structure has more training parameters and may 
lead to the over-fitting problem under insufficient training data. However, at that time, the 
performance of computer hardware is limited, and the microorganism image data is diffi-
cult to collect. It is worth noting that the number of MLP input and output neurons usually 
depends on the dimension of the feature vector and classification category number. How-
ever, the setting of hidden layers in most works does not go through detailed theoretical or 
experimental analysis. In addition, some works do not provide the MLP implementation 
details. Balfoort et al. (1992), Zeder et al. (2010) do not explain whether they adopt the BP 
algorithm in the training process. Rulaningtyas et al. (2011), Osman et al. (2011b, f(2012) 
do not provide the detailed configuration of MLP.

3.1.2 � Classification based on RBF

In addition to MLP, RBF is also one of the most popular networks in MIA tasks based on 
classical neural networks. More than ten papers employ RBF-based methods to perform 
the microorganism image classification task. These methods involve several microorganism 
categories, with differences in image pre-processing, feature extraction, and MLP struc-
ture. Therefore, like Sect. 3.1.1, we analyze the image pre-processing, feature extraction, 
and MLP implementation detail, respectively.

Image pre-processing Like the characteristic of the pre-processing in MLP-based micro-
organism image classification methods, most RBF-based methods apply pre-processing 
operations before feature extraction. Almost all pre-processing operations are aimed to 
obtain the ROI. Since there are only about ten related works and some belong to a series of 
works, the pre-processing details are directly introduced in sequence.

Hiremath and Bannigidad (2010a) proposes a method for the classification of differ-
ent cell growth phases. In this method, the adaptive global thresholding is applied to seg-
ment the cell images after several morphological operations, erosion, reconstruction, and 
dilation. As the extension works, (Hiremath and Bannigidad 2011a, b) employ the same 
segmentation method. Hiremath and Bannigidad (2011b) introduces an image analysis 
method for cocci bacterial cell classification. Hiremath and Bannigidad (2011a) focuses on 
the classification of spiral bacterial cells, which contain three categories: vibrio, spirillum, 
and spirochete. However, as a series of works, (Hiremath and Bannigidad 2010b) adopts 
the active contour method to obtain the segmented images in the analysis of cocci bacte-
rial cells. Hiremath and Bannigidad (2012) also adopts the active contour method in the 
segmentation part of spiral bacterial cell analysis. Besides, Priya and Srinivasan (2015) 
uses the active contour segmentation method using level set formulation and Mumford-
Shah technique in the identification of TB in digital sputum smear images. There are some 
works that compare multiple ANN classifiers in the microorganism classification tasks. For 
the works involving both RBF and MLP, including (Culverhouse et al. 1996, 2000; Kruk 
et  al. 2015), the pre-processing details are provided in Sect.  3.1.1. Besides, the pre-pro-
cessing applied in Weller et al. (2007) also contains image segmentation, but the detailed 
methods are not mentioned.

Same as MLP, although the pre-processing operations are variable, all aim to achieve 
the segmentation of microorganism objects and reduce the influence of noise. Additionally, 
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Kiranyaz et  al. (2011) performs the macroinvertebrate image classification task without 
image pre-processing.

Feature extraction Most RBF-based microorganism image classification methods 
extract image features after the pre-processing. The feature extraction and selection have a 
significant influence on the performance of RBF. Same as the analysis of pre-processing, 
we also analyze the feature extraction of related works in sequence.

Hiremath and Bannigidad (2010a) uses geometrical features to train RBF and other 
classifiers. The geometrical features contain circularity, compactness, eccentricity, tortu-
osity, and length-width ratio. As the extension works, (Hiremath and Bannigidad 2010b, 
2011a, b, 2012) also adopt geometrical features, but there are some differences. Hiremath 
and Bannigidad (2010b, 2011a, b) employ the same five geometrical features, but (Hire-
math and Bannigidad 2012) only uses three of them: circularity, eccentricity, and tortu-
osity. Priya and Srinivasan (2015) also uses the geometrical feature. Nevertheless, unlike 
other works, it selects the most significant features from the original features by student’s 
‘t’ test. Finally, compactness, eccentricity, circularity, and tortuosity are chosen for train-
ing the following classifier. As the extension of Weller et al. (2005), Weller et al. (2007) 
extracts the same original features, which contains shape(geometrical descriptors, Fourier 
descriptors, and others), texture, and color features. After the initial extraction, a classifi-
cation tree algorithm is applied to select the effective features. Kiranyaz et al. (2011) uses 
both geometrical statistical features. Moreover, due to Culverhouse et  al. (1996, 2000), 
Kruk et  al. (2015) evaluating both MLP and RBF in their works, the feature extraction 
details are provided in Sect. 3.1.1.

After the summary of the feature extraction in RBF-based microorganism classification 
tasks, it can be found that most works directly extract the features from the pre-processed 
image data without more refined and efficient feature screening. However, (Priya and Srini-
vasan 2015; Weller et al. 2007) adopt some methods to screen significant features from the 
original features. Using more specific features can improve the efficiency of the microor-
ganism classification system.

RBF implementation details RBF is the second widely-used ANN in microorganism 
image classification tasks. It is a commonly used ANN for function approximation prob-
lems (Sharif Ahmadian 2016). The popular RBF form is a three-layer feed-forward neural 
network, which contains input, hidden, and output layers. The hidden layer comprises sev-
eral radial basis function nonlinear activation units (Faris et  al. 2017). Activation func-
tions in RBFs are conventionally implemented as Gaussian functions (Faris et al. 2017). It 
distinguishes itself from other ANNs due to its universal approximation and faster learning 
speed (Sharif Ahmadian 2016). Same as Image Pre-processing and Feature Extraction, the 
implementation details are introduced in sequence.

Hiremath and Bannigidad (2010a) evaluates four kinds of classifiers in the classifica-
tion of bacilli bacterial cell growth phases. RBF classifier is compared with 3 � , KNN, and 
fuzzy classifiers. The experimental results show that all classifiers but the fuzzy classi-
fier perform worse than RBF. As the extension works, Hiremath and Bannigidad (2010b, 
2011b) evaluate 3 � , KNN, and RBF classifiers in the classification of cocci bacterial cells. 
The results show that RBF outperforms others. Hiremath and Bannigidad (2011a) evalu-
ates RBF, 3 � , KNN, and fuzzy classifiers in analyzing spiral bacterial cell groups. RBF, 
3 � , and fuzzy classifiers achieve 100% classification accuracy for different bacterial cells. 
Different from Hiremath and Bannigidad (2011a), the adaptive neuro-fuzzy inference sys-
tem is used to replace the fuzzy classifier in Hiremath and Bannigidad (2012). The results 
show that RBF and the neuro-fuzzy classifier obtain 100% accuracy for different spiral bac-
terial cells classification. Priya and Srinivasan (2015) adopts RBF to identify TB in digital 
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sputum smear. RBF is compared with the Adaptive Neuro-fuzzy Inference System (ANFIS) 
and Complex-valued Adaptive Neuro-fuzzy Inference System (CANFIS). The results show 
that the CANFIS achieves better accuracy than RBF and ANFIS. Weller et al. (2007) uses 
RBF to replace some MLPs in Weller et al. (2005) to classify sedimentary organic matter. 
The experimental results show that in the best case, the correct recognition rate is improved 
by 4% to just over 91%. Kiranyaz et al. (2011) focuses on the automatic classification and 
retrieval of macroinvertebrate images. Four classifiers are evaluated in this work, which 
contain MLP and RBF. The results show that MLP has the best performance. Besides, 
(Culverhouse et al. 1996, 2000; Kruk et al. 2015) also evaluate both MLP and RBF in their 
works, in which all the RBFs outperform MLPs.

Through the above discussion, we can find that the RBF performs better than the MLP 
in most works. However, in Kiranyaz et al. (2011), MLP achieves the best performance. It’s 
worth noting that several configurations of MLP, including different layer structures, are 
evaluated to find out the best configuration. However, RBF only contains one hidden layer. 
That may be the reason that MLP outperforms RBF.

3.1.3 � Classification based on other classical ANNs

In addition to MLP and RBF, some works adopt other classical ANNs in the classifica-
tion of microorganism images. Nevertheless, due to the limited number of each network, 
we directly analyze each related paper and provide detailed discussions about the research 
motivation, contribution, data, workflow, and result.

Image recognition methods are behindhand with the wide application of optical imag-
ing samplers in plankton ecology research. However, most methods need manual post-pro-
cessing to correct their results. To optimize this situation, Hu and Davis (2006) proposes a 
dual-classification method. In this method, four kinds of shape features, including moment 
invariants, morphological measurements, Fourier descriptors, and granulometry curves, are 
used to train a Learning Vector Quantization Neural Network (LVQ-NN) in the first clas-
sification, and texture-based features (co-occurrence matrix) are used to train the SVM to 
achieve the second classification. The LVQ-NN has two layers, namely, a competitive layer 
and a linear output layer. The complexity of the network depends on the number of training 
images and the number of taxa in the classifier. Only when the two classifiers’ results are 
consistent will the data to be classified be divided into one class, which effectively reduces 
the false positive rate. The image data used in the experiments contain seven plankton cat-
egories and about 20000 images. The results show that compared with previous methods, 
the dual-classification system after correction can effectively achieve abundance estimation 
and reduce the error by 50% to 100%.

The conventional manual method for detecting Mycobacterium tuberculosis is an inef-
fective but necessary part of diagnosing tuberculosis disease. In Osman et al. (2010a), a 
method based on the image analysis technique and ANN is introduced to detect the Myco-
bacterium tuberculosis in the tissue section. Fifteen tissue slides are collected in the 
Department of Pathology, USM Hospital, Kelantan, and each slide is captured to generate 
30 to 50 images. A total of 607 objects, which contains 302 definite TB and 305 possible 
TB, are obtained. In the experiments, the moving k-means clustering is applied to segment 
the images, and geometrical features of Zernike moments are extracted. Then, the Hybrid 
Multilayered Perceptron (HMLP) is used to test the performance of different feature com-
binations in the detection task. The experimental results show that the HMLP with the 
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best feature combination can achieve an accuracy of 98.07%, a sensitivity of 100%, and a 
specificity of 96.19%.

TB detection in tissue is more complex and challenging than detection in sputum. As 
the extension of Osman et  al. (2011a, b) introduces a method based on the image pro-
cessing technique and ANN to detect and classify TB in tissue. The 1603 objects consist 
of three categories: TB, overlapped TB, and non-TB, which are collected from 150 tis-
sue slide images. The captured image is segmented first, and then the six affine moment 
invariants are extracted to train the network to perform the classification task. It uses the 
HMLP network trained by integrating both Modified Recursive Prediction Error algorithm 
and Extreme Learning Machine to replace single-layer feed-forward neural network trained 
by Extreme Learning Machine in Osman et al. (2011b). The results show that this network 
can achieve the highest testing accuracy of 77.33% and average testing accuracy of 74.62% 
for 35 hidden nodes.

The traditional microorganism detection and identification method is laborious and 
time-consuming. In Kumar and Mittal (2010), a rapid and cost-effective method based 
on PNN is applied to classify the microorganism image classification task. The features, 
including various geometrical, optical, and textural parameters, are extracted from the 
pre-processed images to train the network in this method. In the experiments, the dataset 
includes five categories: Bacillus thuringiensis, Escherichia coli K12, Lactobacillus brevis, 
Listeria innocua, and Staphylococcus epidermis. The experimental results show that the 
PNN based on nine kinds of features ( 45◦ run length non-uniformity, width, shape factor, 
horizontal run length non-uniformity, mean grey level intensity, ten percentile values of the 
grey level histogram, 99 percentile values of the grey level histogram, sum entropy, and 
entropy) can classify the microorganisms with 100% accuracy.

The classification of algae is one of the fundamental problems in water resources man-
agement. In Coltelli et al. (2014), an automatic real-time microalgae identification and enu-
meration method based on image analysis is introduced. This method integrates segmenta-
tion, shape features extraction, pigment signature determination, and ANN classification. 
The ANN used here is a Self-Organizing Map (SOM), whose details can be found in Ris-
sino and Lambert-Torres (2009); Sap and Mohebi (2008); Silva and Marques (2007). The 
neuron number of SOM used in this study is fixed as the estimate of category number, 
and the neurons are interconnected through neighborhood relations. The data shown in the 
experiment is private. The experimental results show that the accuracy of this method is 
98.6% on 23 categories of 53,869 images.

3.2 � Segmentation task

Continuous monitoring of cells during the fermentation process can significantly increase 
the fermentation yield. In Shabtai et  al. (1996), a prototype Self-Tunning Vision System 
(STVS) is developed to monitor morphologic changes of the yeast-like fungus Aureoba-
sidium pullulans during the fermentation of pullulan polysaccharide. The workflow of this 
system contains several steps: pre-processing, segmentation, intermediate processing, fea-
ture extraction, and classification. A SOM network is employed for image segmentation. 
The experimental results show that the system is reliable, accurate, and versatile.

The Zeihl-Neelsen tissue slide image segmentation is a crucial part of diagnosing tuber-
culosis disease by the computer-aided method. A method based on HMLP is introduced 
to perform the segmentation task in Osman et  al. (2010b). In the experiments, there are 
a number of 5608 data used for training and numbers of 2268, 1634, and 2800 used for 
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samples A, B, and C for testing. In the segmentation process, the hue and saturation com-
ponents of each pixel in the kernel of 3 × 3 pixels are used as the inputs of the HMLP 
network. The center pixel of the kernel is used as the output of the HMLP network. If 
the testing results show that the pixel belongs to the segmentation object, the center pixel 
will be assigned as ‘1’; otherwise, it will be ‘0’. The experimental results show that this 
method can obtain the accuracy of 98.72%, 99.45%, and 97.75% for samples A, B, and C, 
respectively.

The conventional tuberculosis diagnosis method based on the microscope is widely used 
in developing countries. Nevertheless, it is time-consuming. Therefore, in Costa Filho et al. 
(2015), a novel method based on image processing techniques is proposed to assist the 
diagnosis. It contains three steps: image acquisition, segmentation, and post-processing. 
In the segmentation part, SVM and ANN (three-layer feed-forward neural network) are 
used. The input variables of classifiers are combinations of pixel color features selected 
from four color spaces. The best feature is selected by a scalar feature selection technique. 
The output of the segmentation part is to determine whether it is a bacilli. The function of 
the post-processing step is to remove the non-bacilli parts. The training data used in the 
segmentation part consists of 1200 bacilli pixels and 1200 background pixels from 120 
images. The experimental results show that SVM achieves the best sensitivity of 96.80% 
with an error rate of 3.38%. The ANN classifier achieves the best sensitivity of 91.53% and 
an error rate of 5.20%.

3.3 � Counting task

In Wit and Busscher (1998), a feed-forward MLP, which contains 81 input neurons, ten 
hidden neurons, and one output neuron, is proposed for the image enhancement and sub-
sequent enumeration of microorganisms adhering to the solid substrate. Unlike traditional 
classical ANNs, this network does not rely on feature engineering. The network’s input 
directly employs grey values from 9 × 9 pixel sub-images taken from the microscope image 
( 512 × 512 pixel). These grey values are processed to yield an output value for every pixel 
in the original image, whereafter microorganisms are indicated with a marking circle. For 
high-contrast images, nearly all adhering organisms can be detected correctly. However, in 
the lower-quality images, for metal or silicone rubber substrata, image enhancement by the 
ANN yielded enumeration of the adhering bacteria with an accuracy of 93%-98%. After 
ANN enhancement, 98% of the yeast cells adhering on silicone rubber substrata were enu-
merated correctly. It can be concluded that for low quality and complicated images, ANNs 
have outstanding performance.

3.4 � Feature extraction task

The manual method for bacteria classification is complex and ineffective. In Zhu et  al. 
(2010), a bacteria image classification method based on the features generated by Pulse 
Coupled Neural Network (PCNN), which is a biologically inspired ANN based on the 
work (Eckhorn et al. 1989), is introduced. In the workflow, the acquired images are pre-
processed by cropping the image and saving the region of interest first. Then, the entropy 
sequence features are generated by PCNN. In the end, the classification is done by a clas-
sifier based on Euclid distance. The experimental results show that this method is feasible 
and efficient.
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3.5 � Summary

According to the above discussion, MIA based on the classical neural network has the 
following characteristics. Firstly, due to the wide range of microorganism applications, 
such as medical diagnosis, environmental management, food production, and other 
fields, most datasets used in related papers are privately collected data. The lack of pub-
lic datasets makes it challenging to develop the general MIA algorithm. It also makes 
the comparative evaluation of different algorithms difficult. Secondly, classical neural 
networks usually cannot be applied directly to the image data, so the workflow of MIA 
based on the classical neural network usually contains three steps: pre-processing, fea-
ture extraction, and classification. Therefore, feature engineering has a significant influ-
ence on the algorithm’s performance. Besides, classical neural networks used in MIA 
tasks usually have shallow structures. This is because deep networks have numerous 
connections between different layers, which can result in abundant parameters and hard 
training problems. Thirdly, the most tasks of MIA based on classical neural networks 
are classification. Among other tasks, there are examples of directly applying classical 
neural networks to process image data, which are different from CNN that appears later.

In addition, to help readers find and understand relevant works quickly, we briefly 
summarize these papers of MIA based on classical neural network in Table 3, in which 
years, application tasks, references, datasets, object species, category number, methods, 
and results are provided.

4 � Deep neural network for microorganism image analysis

The MIA tasks based on deep neural networks are introduced in this section. The dis-
cussion is provided according to different tasks, including classification, segmentation, 
feature extraction, detection, counting, and data augmentation. Same as the MIA works 
based on classical neural networks, papers related to the classification task occupy most 
of the MIA works based on the deep neural network. Therefore, the detailed analysis is 
presented according to different neural networks. In the segmentation part, U-Net is the 
most popular network. Thus, the details are provided from U-Net and other ANNs. Nev-
ertheless, the networks used in other tasks are more fragmented, so the related papers 
are discussed individually. Additionally, a summary is provided to summarize the char-
acters of the MIA based on deep neural networks and a table for readers to find relevant 
papers conveniently.

4.1 � Classification task

4.1.1 � Classification based on CNN

Among the MIA tasks based on deep neural networks, the networks consisting of convo-
lutional filters are divided into the category of CNN, excluding already named networks, 
such as AlexNet, ResNet, and DeepSea. Due to the application of convolutional filters in 
CNNs, the MIA analysis is able to no longer rely on feature engineering, and the work-
flow usually includes little or no image pre-processing and feature extraction. Therefore, 
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the introduction of microorganism image classification based on CNN mainly focuses on 
microorganism category, methodology, and performance.

The recognition system of plankton is challenging to design, mainly because most tra-
ditional methods rely on feature engineering. When the recognition task relates to mul-
tiple categories, extracting and selecting practical features will be a tough challenge. To 
optimize this situation, (Dollfus and Beaufort 1999) proposes a recognition system, called 
SYRACO2, to perform the classification task of coccoliths. A simple CNN containing two 
convolutional layers and two fully connected layers is designed in this system. Unlike clas-
sical neural networks, the application of the convolutional filter enables the system to no 
longer rely on feature engineering. The coccolith data used in the experiment contains 13 
species and one non-coccolith class. Each coccolith species has about 100 images, and the 
non-coccolith class has about 600 images. The average effective recognition rate of the sys-
tem in 13 species is 86%. As an extension, (Beaufort and Dollfus 2004) introduces a novel 
CNN with a parallel structure to improve the identification rate. The structure is shown in 
Fig. 10. Based on the network proposed in SYRACO2 (Dollfus and Beaufort 1999), motor 
modules are introduced in the parallel neural network. The motor modules can dynamically 
achieve the translation, rotation, dilatation, contrast, and symmetry of the images through 

Fig. 10   The novel CNN in Beaufort and Dollfus (2004)
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training. Besides, the novel system introduces secondary classification, which can achieve 
better classification. The results show that it recognizes approximately 96% of coccoliths 
belonging to 11 Pleistocene taxa during routine work.

Besides, (Lee et al. 2016; Py et al. 2016; Yan et al. 2017; Luo et al. 2018) also employ 
CNNs for the classification of plankton. Lee et al. (2016) adopts a plankton image dataset, 
WHOI-Plankton, which consists of 3.4 million expert-labeled plankton images with 103 
classes. Nevertheless, It has a seriously imbalanced problem. Therefore, a CNN based on 
transfer learning is introduced to solve it. A balanced sub-dataset is extracted from WHOI-
Plankton to pre-train the network. Then, the original dataset is used to fine-tune the net-
work. The results show that this method achieves the classification accuracy and F1-score 
of 92.80% and 33.39%. Py et al. (2016) converts the original image into multiple sizes to 
train a simple CNN in parallel so that it can adapt to different inputs. The dataset used in 
this study is Plankton Set 1.0. The best model achieves a softmax loss of 0.613. The per-
formance needs to be further improved. Kaggle data science competition in 2015 released 
a plankton dataset, which has 30336 images of 121 categories. Yan et al. (2017) proposes a 
novel CNN based on the exploration of classical CNN models, such as CaffeNet, VGG-19, 
and ResNet. The structure is shown in Fig. 11. The results show that the CNN significantly 
reduces the model size and improves the frame rate while achieving similar performance. 
Luo et al. (2018) uses a CNN, which consists of 13 convolutional and 12 pooling layers, to 
perform plankton classification. The Kaggle plankton dataset is used to evaluate the pro-
posed CNN. The results show that an utterly random classification assessment obtains an 
average accuracy of 84% and a recall of 40% for all groups.

Bacteria classification plays an essential role in many applications, such as disease diag-
nosis and food production. However, manual methods are ineffective. Thus, there are some 
works using CNNs to assist this process. Balagurusamy et  al. (2019) develops a smart-
phone optical device, which uses a CNN-based method to detect bacteria and analyze 
their motion. The CNN consists of two convolution layers and two fully connected lay-
ers. The results show that it can achieve an accuracy of 83% in the classification of E.coli 
and B.subtilis. Połap and Woźniak (2019) introduces a model based on region covariance 
and CNN to classify bacteria. The region covariance is used to segment the input image, 
in which texture comparison is used. These segments are fed into CNN for classification. 
The experimental data contain three categories: rod-shaped bacteria, round or nearly round 
shape bacteria, and mixed bacteria strains. The results show that the classification accuracy 
values in the rod-shaped bacteria and spherical or nearly spherical shape bacteria exceed 
91% and 78%, respectively. Bliznuks et al. (2020) proposes a system that uses 3D CNN 
to identify bacterial growth. Different from others, laser speckle images are the objects of 
analysis. The 3D CNN can encode spatial speckle variance and their changes in time. The 
results show that it reaches an accuracy of 0.95. Chopra and Verma (2020) evaluate several 

Fig. 11   The proposed CNN in Yan et al. (2017)
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different CNN training strategies to find out the most suitable one in classifying bacteria 
images in four categories. The evaluated models contain simple CNN, simple CNN opti-
mized by particle swarm optimization, autoencoders pre-training the CNN, autoencoders 
pre-training the CNN optimized by particle swarm optimization, and CNN optimized by 
genetic algorithms. The results show that autoencoders pre-training the CNN optimized 
by particle swarm optimization performs best with the accuracy and F1-score of 94.9% 
and 95.6%. In Mhathesh et al. (2020), a method based on 3D CNN is presented to perform 
bacterial image classification. The results show that it obtains an accuracy of 95%. Tamiev 
et  al. (2020) proposes a CNN-based method to classify bacterial cells. B. subtilis image 
data is used in this study. In the CNN-based method, the original image is first processed 
with a binary segmentation algorithm and annotated manually, and then these images are 
augmented to train and test the CNN. The results show that the proposed CNN can achieve 
86% accuracy.

Besides, some bacteria classification works adopt both CNNs and other networks. In Nie 
et al. (2015), a framework for bacteria segmentation and classification is proposed. In this 
framework, the original images are cropped into patches, and Convolutional Deep Belief 
Network (CDBN) is used to extract the patch-level features for training SVM to achieve 
the patch-level segmentation, which aims to distinguish foreground and background. After 
that, the foreground patches are further classified by a simple CNN. The predicted labels 
vote for the final bacterial category. The data consists of 17 species. The results show that 
the framework achieves an accuracy of 97.14% in patch-level segmentation and an accu-
racy of 62.10% in classification. In Kang et al. (2020a), a food-borne pathogenic bacteria 
classification method based on CNNs and hyperspectral microscope imaging is proposed. 
The data contains five species. Hyperspectral microscope imaging technology can obtain 
both spatial and spectral information. There are two CNN models used in this work: U-Net 
and 1D CNN. U-Net is first applied to segment the ROIs, and 1D CNN is used to classify 
the bacteria using the spectral information extracted from the ROIs. The results show that 
U-Net achieves the average accuracy of 96% and the average mIOU of 88%, and 1D CNN 
obtains the classification accuracy of 90%. As an extension of Kang et al. (2020a, b) pro-
poses a hybrid deep learning framework defined as “Fusion-Net". In the proposed frame-
work, the first step is data acquisition, and then three features, including morphological 
features, intensity images, and spectral profiles, are extracted from the image data. These 
features are used to train three networks: LSTM, ResNet, and 1D CNN. The schematic 
diagram is shown in Fig. 12. The results show that the three networks achieve classification 
accuracies of 92.2%, 93.8%, and 96.2%, respectively. After the fusion, the classification 
accuracy is increased to 98.4%.

In addition to plankton and bacteria, CNN is also used in TB classification. TB is the 
pathogenic bacterium that causes tuberculosis. Swetha et al. (2020) proposes a framework 
for automatic and rapid classification of TB in sputum images. In this framework, the 
image is pre-processed by applying noise reduction and intensity modification, and then 
the segmentation is done by the Channel Area Thresholding (CAT). After that, the HOG 
and SURF features are extracted from the segmented images to train the CNN classier. The 
experimental results show that the proposed framework achieves an accuracy of 99.5%, a 
sensitivity of 94.7%, and a specificity of 99%.

Through the above discussion, it can be found that some CNN-based works (Dollfus and 
Beaufort 1999; Beaufort and Dollfus 2004; Balagurusamy et al. 2019) adopt simple and 
shallow structures. This is because of the limitation of hardware performance and available 
image data. Due to the significant improvement of computer performance and available 
data, most CNN structures adopted in the recent decade are deeper and more complex, 
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such as the CNNs in Yan et al. (2017), Luo et al. (2018). Besides the difference in network 
structures, (Lee et al. 2016) introduces CNN-based transfer learning to solve the imbalance 
problem of microorganism image data. Additionally, one of the most significant advances 
of CNN is that the convolutional filter enables the network to no longer rely on feature 
engineering. It should be noted that although the convolutional filter can make CNN no 
longer rely on feature engineering, there are still some works that use feature engineering 
to further improve the performance of CNN, such as (Swetha et al. 2020).

4.1.2 � Classification based on AlexNet

AlexNet is one of the most classical deep neural networks. Its basic information and struc-
ture are provided in Sect. 2.2.2. It is also widely used in MIA tasks, especially the clas-
sification task. In Dai et  al. (2016), a hybrid CNN model is proposed for plankton clas-
sification. The network consists of three branches based on AlexNet, and their inputs are 
original images, global feature images, and local feature images. At the bottom of the 
network, fully connected layers connect these branches, and softmax is applied for clas-
sification. The dataset used here is WHOI-Plankton. The experimental results show that 
the hybrid CNN based on AlexNet achieves an accuracy of 95.83%. Similarly, Cui et al. 
(2018) introduces a novel texture feature extraction method and a hybrid CNN based on 
AlexNet for plankton classification. The original image is used to generate texture and 
shape images, and they are concatenated with the original image. The concatenated image 
is used for AlexNet training. The dataset used in this study is also WHOI-Plankton, and the 
experimental results show that the network with three inputs obtained the best accuracy 

Fig. 12   Fusion-Net framework in Kang et  al. (2020b).   A LSTM framework for morphological feature 
analysis; B ResNet framework for intensity image analysis; C 1D-CNN framework for spectral profile anal-
ysis
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of 96.58% in 30 categories and 94.32% in 103 categories. Pedraza et  al. (2017) utilizes 
the transfer learning technology based on AlexNet pre-trained by ImageNet to perform the 
classification of diatom. The performance of the network fine-tuned by different forms of 
data is studied. The results show that when the original data are combined with the normal-
ized data, the network achieves the best average accuracy of 99.51%.

4.1.3 � Classification based on VGGNet

VGGNet is also popular in many image analysis tasks. Its characteristic is provided in 
Sect. 2.2.3. VGGNet has several different types of structures. Their related classification 
works are summarised in this part. In Al-Barazanchi et al. (2018), a CNN based on VGG-
16 is proposed to classify plankton, and its structure is shown in Fig. 13. To evaluate the 
network’s performance, three sub-datasets from SIPPER are used. The experimental results 
show that it achieves an accuracy of 80.54% on SIPPER-77. Wang et al. (2018a) presents 
a transferred parallel neural network for large-scale imbalanced plankton dataset classifica-
tion. It consists of a pre-trained model based on small classes and an untrained model. In 
the training process of the network, the data is fed into the network for training, and the 
pre-trained model is used as a feature extractor to enhance the features of small classes 
to improve the classification ability on the imbalanced dataset. The dataset is WHOI-
Plankton, and the results show that the transferred parallel neural network based on VGG-
16 achieves the best accuracy of 94.98% and F1-score of 54.44%. Besides, in Zawadzki 
(2020), several popular CNN models with or without pre-trained weights are compared 
and analyzed in the microorganism (bacteria and fungi) classification task. These mod-
els include VGG-16, VGG-19, Xception, ResNet-50, Inception-V3, MobileNetV2, and 
DenseNet201. The experimental results show that Xception and ResNet-50 perform well, 
and it is not always beneficial to use the pre-trained weights of CNN models.

4.1.4 � Classification based on inception series

Inception series also play an essential role in many image analysis tasks. The introduc-
tion of Inception is provided in Sect.  2.2.4. Some works use Inception-related networks 
to perform the microorganism image classification task. For instance, (Wahid et al. 2018) 
uses the modified deep CNN model based on Inception-V1 to realize bacterial classifica-
tion. The network is pre-trained by a million images, and then the network is re-trained 

Fig. 13   The proposed network structure in Al-Barazanchi et al. (2018)
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by the dataset, which has five bacteria species selected from several online resources. 
Results show that the network achieves an accuracy of about 95%. As an extension, the 
Xception-based bacteria classification method is tested in Wahid et al. (2019). Xception is 
pre-trained by ImageNet and then fine-tuned by experimental data, which collects a total of 
740 images in seven categories from several online datasets. The experimental results show 
that the Xception-based method achieves an accuracy of 97.5%. Besides, Zawadzki (2020) 
also compares Xception and Inception-V3 with other networks. The details are provided in 
the last part.

4.1.5 � Classification based on other deep ANNs

In addition to the above networks, some works adopt other deep ANNs to classify micro-
organism images. Nevertheless, due to the limited number of each network, we directly 
analyze each related paper and provide detailed discussions about the research motivation, 
contribution, data, workflow, and result.

Rapid identification of microbial pathogens is of great significance in treating infection. 
A method to distinguish bacterial species using 3D refractive index images is presented in 
Kim et al. (2018). DenseNet and Wide Residual Network (WRN) Zagoruyko and Komoda-
kis (2016) are compared in this study. The data used in the experiment consisted of seven 
categories, each containing more than a thousand images. The experimental results show 
that the highest accuracy obtained by WRN is 73.2%, and the highest accuracy obtained by 
DenseNet is 85%.

Plankton image classification is of great significance to the study of plankton. In Liu 
et al. (2018), a CNN called PyramidNet for plankton image classification is proposed. The 
dataset used in this study is WHOI-Plankton. The experimental results show that Pyra-
midNet performs better than AlexNet, GoogLeNet, VGG-16, and ResNet. It gets the best 
performance with 86.30% accuracy and 41.64% F1-score.

Analysis of viruses using transmission electron microscopy images is an essential step 
in understanding the formation mechanism of infectious virions. In Devan et al. (2019), an 
investigation for comparing the performance of a CNN that was trained from scratch with 
pre-trained CNN models as well as existing image analysis methods are produced. The 
private data, which contains 190 images for training and verification and 21 images for 
testing, is used in this study. The experimental results show that the pre-trained ResNet50 
fine-tuned by virus image data obtains the best performance with an accuracy of 95.44% 
and an F1-score of 95.22%.

Different species of bacteria have different effects on humans, so it is essential to dis-
tinguish them. In Rujichan et  al. (2019), deep CNN is used to classify 33 bacteria spe-
cies in the DIBaS dataset. In this work, to improve the classification accuracy, some pre-
processing operations, including color masking and image augmentation, are applied first, 
and then the MobileNetV2 based on ImageNet weight is used as the base model for clas-
sification. The experimental results show that the model achieves an average accuracy of 
95.09%.

The possibility of using image classification and deep learning methods to recognize 
the standard and high-resolution bacteria and yeast images is studied in Treebupachatsakul 
and Poomrittigul (2020). The standard resolution data used in this study is provided by the 
authors and includes three classes of bacteria and one class of yeast, each with more than 
200 images. High-resolution images are taken from similar bacteria and yeasts in Zieliński 
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et al. (2017). The network used in the experiment is LeNet. The experimental results show 
that more than 80% accuracy can be obtained from standard resolution data.

4.2 � Segmentation task

In addition to classification task, segmentation task plays a vital role in MIA tasks based 
on deep neural networks. U-Net is the most popular network used in the segmentation task. 
Besides, there are some works adopting other networks for segmentation. To facilitate the 
analysis, we introduce the segmentation from U-Net and others.

4.2.1 � Segmentation based on U‑Net

U-Net is widely used in many image segmentation tasks, including microorganism 
image segmentation. Its essential information and structure are provided in Sect. 2.2.6. 
Due to the expensive image segmentation annotation, (Matuszewski and Sintorn 
2018) proposes a simple U-Net, which uses the minimum annotation, to perform the 
Rift Valley virus segmentation task. The dataset contains 143 TEM images (Kylb-
erg et  al. 2012). The minimal annotation requires only simple annotation of the virus 
center, and then the ground truth images are generated by dilating operation. The results 
show that the network achieves a Dice of 90% and an IOU of 83.1%. In Dietler et al. 
(2020), a method for boundary identification of irregular yeast cells is proposed. In this 
method, U-Net is used to segment the cell objects from the background, but it cannot 
solve the adhesion problem of cells. Therefore, the watershed algorithm is combined 
with the prediction scores of U-Net to achieve the instance segmentation. The experi-
mental results show that the proposed method achieves a mean accuracy of 94%. Li 
et  al. (2020c) develops a Multiple Receptive Field U-Net (MRFU-Net) to perform the 
environmental microorganism image segmentation task. This network is inspired by 
GoogLeNet and U-Net. The EMDS-5 dataset (Li et al. 2020d, 2021; Kulwa et al. 2022), 
which contains 21 microorganism categories, is used to evaluate the segmentation per-
formance. Experimental results show that the Dice, Jaccard, recall, accuracy, and VOE 
obtained by MRFU-Net are 87.23%, 79.74%, 87.65%, 97.30%, and 20.26%, respectively. 

Fig. 14   The CNN-CRF proposed in Zhang et al. (2020)
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As an extension of work (Li et al. 2020c), a CCN-CRF framework is proposed to per-
form the environmental microorganism image segmentation task in Zhang et al. (2020). 
Figure  14 provides the details of this framework. The framework includes two parts: 
pixel-level segmentation and patch-level segmentation. In pixel-level segmentation, a 
low-cost U-Net (called mU-Net-B3 or LCU-Net) is proposed to perform the pixel-level 
segmentation. It shows better performance and has less than one-third memory require-
ment than U-Net. In the patch-level segmentation, the transfer learning based on VGG-
16 is used to perform the patch classification. These predicted labels are used to recon-
struct the patch-level segmentation results. The experimental results show that the Dice, 
Jaccard, recall, accuracy, and VOE obtained in pixel-level segmentation are 87.13%, 
79.74%, 87.12%, 96.91%, and 20.26%, respectively.

4.2.2 � Segmentation based on other deep ANNs

Accurate segmentation in cell microscopy is one of the critical steps in cell analysis. In 
Aydin et  al. (2017), a SegNet-based segmentation method is proposed and applied to 
the multi-modal fluorescent microscopy image data of yeast cells. The data used in the 
experiment is the fluorescence microscope images of yeast cell division, consisting of 
6000 training samples, 1200 validation samples, and 1200 test samples. Experimental 
results show that the method achieves a mIOU of 71.72%. Tuberculosis is one of the 
top 10 causes of death worldwide. In Serrão et al. (2020), a method based on CNN and 
a mosaic image approach is proposed. The data used in this study includes positive and 
negative patches. These patch data are used to generate a total of 5000 mosaic images. 
Each image comprises 100 patches, about half of which are negative, and another half 
are positive. Figure  15 provides a mosaic image example. In the experiments, three 
CNNs are proposed to perform the segmentation task to achieve the bacillus detection, 
which aims to perform the bacilli count. Figure 16 provides these networks’ structures. 
The network performance is evaluated by counting the number of segmented bacilli. 
The experimental results show that the deepest CNN obtain the best performance with 
an accuracy of 99.665%.

Fig. 15   An example of mosaic image in Serrão et al. (2020)
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4.3 � Detection task

Due to microorganism image detection works adopting different deep ANNs and each 
network containing a limited number of works, the detailed analysis of each paper is 
presented individually. In Hung and Carpenter (2017), a two-stage method of detection 
and classification is proposed to analyze malaria parasite images. In the detection stage, 
Faster RCNN is used to detect the target, which only distinguishes whether it is the red 
blood cell or not. In the second stage, AlexNet is used to classify the targets labeled as 
non-red blood cells. All networks are pre-trained by ImageNet and fine-tuned by the 
malaria parasite image data. The results show that an accuracy of 59% is achieved in 
the detection stage, and 98% is obtained in the second classification stage. Similarly, 
(Baek et  al. 2020) introduces a framework based on Fast RCNN and CNN to classify 
and quantify five species of cyanobacteria. The framework is shown in Fig.  17. Fast 
RCNN is used to detect and classify targets, and then CNN is used to perform the count-
ing. The experimental results show that the classification accuracy values of fast RCNN 
for five species of cyanobacteria are 0.929, 0.973, 0.829, 0.890, and 0.890, and CNN 
obtained the R2 value of 0.85, and RMSE of 23 cells in the counting task.

Tahir et al. (2018) proposes a new fungus dataset and develops a CNN-based method 
for fungus detection. The fungus dataset contains 40,800 images of five classes of fungi 
and one extra class of dirt. This data is divided into 30,000 training data and 10800 
test data. The CNN proposed in this paper is shown in Fig. 18, which can perform the 
detection of fungi and the classification of fungi. The experimental results show that the 
accuracy of detection is 94.8%. In Pedraza et al. (2018), a comparison is conducted to 
test whether the latest deep learning network, including RCNN and YOLO, can adapt 
to the detection of diatoms. The data used here is private and contains nearly 11,000 
images in ten categories. The experimental results show that YOLO is more effective 
with an F1-score of 72%, while the RCNN is only 10%.

4.4 � Feature extraction task

Besides the classification, segmentation, and detection tasks, some works employ deep 
neural networks to perform the image feature extraction task. The details are provided 
individually.

Fig. 16   The proposed network structures in Serrão et al. (2020)
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In Al-Barazanchi et  al. (2015), a hybrid plankton classification algorithm based on 
CNN is proposed. The illumination of the hybrid algorithm is shown in Fig. 19. First, 
the plankton image data is used to train the CNN, which has three hidden layers. Then, 
the features generated by each hidden layer are combined with different classification 
methods, which include RF and SVM. The experimental results show that the SVM 
trained by the features generated by the first hidden layer achieves the best performance 
with an accuracy of 96.70%.

Kosov et al. (2018) proposes a classification framework based on the deep neural net-
work and CRF to classify environmental microorganisms. The EMDS-4 dataset is used, 
which contains 400 images of 20 categories. The framework combines the global and 
local features for building the CRF model. The local features are generated by DeepLab-
VGG-16, which is a reorganized network of DeepLab and pre-trained VGG-16. The Deep-
Lab-VGG-16 is trained by EMDS-4 to generate a feature vector for each pixel. Then, these 
feature vectors are fed into RF to perform as the unary potential of CRF. Compared with 
SIFT and simple features, the results show that the DeepLab-VGG-16 feature is superior.

Fig. 17   The procedure of algae classification and cell counting in Baek et al. (2020)

Fig. 18   The CNN for fungus detection in Tahir et al. (2018)
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In Rodrigues et al. (2018), transfer learning technology is used to remedy the prob-
lem of the small dataset. Two public datasets and one private dataset are used in this 
study. The ISIIS dataset is used to pre-train a DeepSea and the first AlexNet, while Ima-
geNet is used to pre-train the second AlexNet. These pre-trained networks are used as 
feature extractors to obtain the image features of the small private dataset, and the SVM 
is used to evaluate these features. The results show that DeepSea with ISIIS performs 
best, achieving 84% classification accuracy.

As an extension of works (Wahid et al. 2018), a bacteria classification system based 
on Inception-V3 and SVM is presented in Ahmed et  al. (2019). The data used in this 
study consists of seven categories. The pre-trained Inception-V3 is fine-tuned by about 
800 training images in the system. After that, SVM performs the classification task with 
the fine-tuned Inception-V3 as the feature extractor. The experimental results show that 
the system achieves an accuracy of around 96%.

In Cheng et  al. (2019), an end-to-end framework for plankton image identification 
and enumeration is presented. An algorithm is proposed to extract and enhance the ROI 
from the input image first. Then, the local grayscale values are used to enhance the local 
features of ROIs. After that, CNN is used to extract the features from the enhanced 
ROIs. These features are fed into SVM for multi-class classification. In the experiments, 
CNNs, including AlexNet, VGGNet, GoogLeNet, and ResNet, are compared. The pri-
vate data used in this study contains six plankton categories and one ‘other’ category. 
The experimental results show that the best accuracy (94.13%) and recall (94.52%) are 
obtained by ResNet50 with SVM.

In Rawat et al. (2019), a generic framework for plankton classification is proposed. 
The data used in this study contains 235 images in five categories. In this experiment, 
Inception-V3, VGG-16, and VGG-19 are used to extract common features, and then 
CNN, Logistic Regression, SVM, and KNN are used as the classifiers to test the perfor-
mance of different features. The results show that the CNN with Inception-V3 feature 
extractor achieves the best accuracy of 99.5%.

Fig. 19   The illumination of the hybrid algorithm in Al-Barazanchi et al. (2015)
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Plankton is one of the essential components in marine ecosystems. In (Lumini and 
Nanni 2019), different transfer learning methods based on CNNs are investigated, aim-
ing to design an ensemble plankton classifier based on their diversity. The transfer learn-
ing methods include one round tuning, two rounds tuning, and pre-processing tuning. The 
datasets used in this study include three public datasets (WHOI, ZooScan, and Kaggle) 
and one dataset used in two rounds of tuning. In the experiments, three transfer learning 
methods and the features extracted from the one round tuning are combined with SVM 
are tested. The experimental results show that the ensemble of models generated by one 
round tuning and two rounds tuning obtains the best performance. It achieves an accuracy 
of 0.9527 in the WHOI dataset, an accuracy of 0.8826 in the ZooScan dataset, and an accu-
racy of 0.9413 in the Kaggle dataset.

Since the convolution module is usually translational invariant, when the target rotates 
by a certain angle, the network will not recognize it. In Cheng et al. (2020), a method com-
bining the translational and rotational features is proposed to address this problem. In this 
method, the original images (images in Cartesian coordinates) are transformed into polar 
images (images in polar coordinates) first. Then, the CNN models trained by polar coor-
dinates and original images are used as a feature extractor. The classification is performed 
by SVM. In this study, the proposed method is tested on the in situ plankton dataset and 
the CIFAR-10 dataset. The experimental results show that the Densenet201+Polar+SVM 
model obtains the highest classification accuracy (97.989%) and recall rate (97.986%) on 
the in situ plankton dataset. On the CIFAR-10 dataset, it obtains the highest classification 
accuracy (94.91%) and the highest recall rate (94.76%).

4.5 � Data augmentation task

Environmental microorganism image datasets usually contain limited data. In Xu et  al. 
(2020a), an enhanced framework of GANs is proposed to perform the environmen-
tal microorganism image data augmentation task. The dataset used in the experiment is 
EMDS-5, which contains 21 classes of microorganisms, with 20 images and their corre-
sponding ground truth images for each class (Li et al. 2021). Due to the different directions 
of microorganism images, it is challenging to generate images in various directions directly 
through GAN. Considering the small dataset, the images directly generated by GAN may 
lose many details. This framework transforms the original image in the same direction by 
combining it with the ground truth image to address the above problems. Besides, color 
space transformation is performed to increase the amount of training data and enable GAN 
to generate more details. To evaluate the framework’s effectiveness, VGG-16 is trained by 
the generated images for classification, and the results show that the data generated by the 
proposed framework can effectively improve the classification performance.

4.6 � Summary

After the above review, compared with the study based on classical neural network, we 
find that the MIA based on the deep neural network has the following characteristics: First, 
different from MIA based on classical neural networks, more open-access microorganism 
datasets are used, such as SIPPER, WHOI-Plankton, and EMDS series. Second, the deep 
neural networks used in MIA tasks are mainly CNN, whose convolutional filter can be 
applied directly to the image data. Therefore, unlike MIA based on classical neural net-
works, MIA based on deep neural networks usually do not rely on feature engineering. The 
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neural network can automatically extract the effective features from the image through the 
convolutional filter, which is more flexible than artificial features. Besides, the structure of 
deep neural networks is usually deeper than that of classical neural networks because the 
convolution layer has fewer parameters than the fully connected layer. However, deep neu-
ral networks require lots of training data and high performance of the computer. Third, due 
to the flexibility of deep neural network architecture, the MIA tasks based on deep neural 
networks are more varied, such as microorganism image data augmentation, detection, and 
counting. In addition, compared with MIA based on classical neural networks, more MIA 
works based on deep neural networks focus on optimizing and improving the deep neural 
networks.

To help readers find and understand relevant works quickly, we briefly summarize the 
papers related to MIA based on deep neural networks in Table 4, in which years, applica-
tion tasks, references, datasets, object species, category number, methods, and results are 
provided.

5 � Methodology analysis and potential direction

The papers related to MIA based on classical and deep neural networks are analyzed in 
Sects. 3 and  4. To further understand the characteristics of these works, a corresponding 
in-depth analysis is provided in this section. Besides, we also discuss the research limita-
tions and potential development directions.

5.1 � Analysis of methods based on classical neural networks

The works related to MIA based on classical neural networks are analyzed according to 
their target tasks, including classification, segmentation, counting, and feature extraction 
tasks. Due to most classical neural networks relying on feature engineering, the analysis 
of most works is provided from three parts: image pre-processing, feature extraction, and 
network analysis.

In the classification tasks, the image pre-processing operations mainly include noise 
reduction, image enhancement, and segmentation. For example, the pre-processing 
operations used in Culverhouse et al. (1994), Ginoris et al. (2007), Mosleh et al. (2012) 
contain noise reduction. These noise reduction methods have both manual methods and 
image processing algorithms. Image enhancement technology is used in the pre-pro-
cessing of Wang et al. (2013). Besides, most works adopt image segmentation in their 
pre-processing to highlight the object regions and reduce the influence caused by noise. 
This step is vital for subsequent feature extraction. The segmentation methods con-
tain several types, such as edge-based, region-based, and thresholding-based methods. 
Blackburn et al. (1998), Weller et al. (2005), Li et al. (2007), Hiremath and Bannigidad 
(2010a) employ edge detection, Iterative thresholding, and adaptive global thresholding 
segmentation methods. In feature extraction, the shape, texture, and color features are 
the most commonly used features. For example, shape features of images are extracted 
in Veropoulos et  al. (1998), Gerlach et  al. (1998), Hu and Davis (2006), Li and Chen 
(2007), in which Fourier descriptors are extracted in Veropoulos et al. (1998), Hu and 
Davis (2006), area, eccentricity, circularity, and other geometrical features are used in 
Gerlach et al. (1998), and the invariant moment is extracted in Hu and Davis (2006), Li 
and Chen (2007). The texture features of images are extracted for training classifiers 
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in Culverhouse et al. (1996), Hu and Davis (2006), Li and Chen (2007), Mosleh et al. 
(2012). Balfoort et al. (1992), Weller et al. (2005, 2007) use the color features for train-
ing the networks. In the network analysis, it can be found that classical neural networks 
used in MIA tasks usually have shallow structures. This is because the performance 
of computer hardware is limited in the early years, and deep structures have numerous 
connections between different layers, which can result in abundant parameters and hard 
training problems.

In the other tasks, the workflow is different from the classification tasks. Image seg-
mentation is usually performed by conventional image processing algorithms or manual 
methods in the classification tasks, but ANNs are applied to perform it in the segmentation 
tasks. For example, the SOM is applied to segment yeast-like fungus images in Shabtai 
et al. (1996), and HMLP is used to perform the Zeihl-Neelsen tissue slide image segmenta-
tion in Osman et al. (2010b). In addition, different from the shape and texture features used 
in the classification tasks, some works adopt ANNs to generate the features for the sub-
sequent analysis in the feature extraction tasks. For instance, in Zhu et al. (2010), PCNN 
extracts the entropy sequence features for the classification based on Euclidean distance.

After discussing MIA tasks based on classical neural networks, the statistic analysis 
is presented. As the statistic shown in Fig. 20, we can find that MLP and RBF are the 
most widely used networks. The basic information and structure of MLP are provided 
in Sect. 2.2.1. Among the MLP structures used in MIA, MLP with three layers is the 
most famous structure. This is because MLP with three layers is suitable for classifying 
nonlinearly separable patterns and approximating functions (Mirjalili and Sadiq 2011). 
It has been proven that three-layer MLPs can approximate any continuous and discon-
tinuous function (Chen and Jain 1994). Besides, MLP is the most widely used network 
in early research about ANNs (Pistikopoulos et al. 2011). RBF is an ANN that uses the 
radial basis function as the activation function. The output of RBF is a linear combi-
nation of radial basis functions of the inputs and neuron parameters. It also is one of 
the most famous classical neural networks due to its short training process and efficient 
mapping any nonlinear input-output relationships (Behera and Hari 2010).

Fig. 20   The statistics of the classical neural networks used in MIA task
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In conclusion, it can be found that most MIA works based on classical neural networks 
adopt feature engineering. The performance relies not only on the networks but also on 
feature extraction and selection. Therefore, this character makes it difficult to directly trans-
plant the methods developed in these works to different microorganism analysis tasks. 
However, there are also cases where the classical neural network is directly applied to the 
microorganism image without any feature engineering among these classical neural net-
works. For example, a feed-forward MLP used in Wit and Busscher (1998) does not rely on 
feature engineering but is directly applied to the image for training and classification. This 
innovation provides a new idea for the subsequent microorganism image analysis based on 
CNN.

5.2 � Analysis of methods based on deep neural network

As the overviews of works related to MIA based on deep neural networks are introduced 
in Sect. 4, we can find that the analysis tasks include classification, segmentation, detec-
tion, counting, feature extraction, and data augmentation. Unlike the works related to MIA 
based on classical neural networks, the deep neural networks are mainly CNNs, which can 
directly extract the potentially useful feature from the image data by the convolutional fil-
ter. That means MIA based on deep neural networks is not limited by feature engineering. 
Therefore, the CNN structure plays a vital role in related task performance.

A statistic of the deep neural networks used in MIA tasks is conducted in Fig. 21. 
In this statistic, we divide the self-designed CNN into the CNN category. The network 
optimized based on the public network is divided into the original category of this 
public network. As we can find from Fig. 21, CNNs are the most widely used. Among 

Fig. 21   The statistics of the deep neural networks used in MIA task
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them, some characteristic self-designed networks are proposed. For example, the motor 
modules proposed in the parallel neural network can dynamically achieve translation, 
rotation, dilatation, contrast, and symmetry of the images by training in Beaufort and 
Dollfus (2004), and a CNN is proposed to perform not only the detection but also the 
classification of fungi in Tahir et al. (2018). CNN can be widely applied in MIA due 
to the proposal of convolutional filter, which can directly take image data as input and 
no longer need manual feature extraction. Moreover, the parameter number of CNN is 
usually less than that of a fully connected neural network with the same depth. In addi-
tion, various optimization algorithms and training approaches are proposed to make it 
easier to train CNNs. This makes the self-design and training of CNNs more flexible.

When it comes to the public networks, the top five widely used networks are VGG-
Net, Inception, U-Net, AlexNet, and ResNet. There are some characteristic optimized 
networks based on these public networks. For example, a network called LCU-Net, 
which optimizes the original U-Net by increasing the diversity of the receptive field 
and decreasing the memory requirement of the network, is proposed to perform the 
microorganism image segmentation task in Zhang et  al. (2020, 2021a), and a trans-
ferred parallel neural network, which combines a pre-trained deep learning model 
using as a feature extractor and an untrained model, is introduced in Wang et  al. 
(2018a). These public networks can be widely used due to their outstanding perfor-
mance in image analysis. AlexNet is the first CNN to win the champion place in ILS-
VRC 2012, and it is one of the symbols of the rise of CNN. GoogLeNet (Inception-V1) 
and VGGNet win the first and second places in ILSVRC 2014, respectively. ResNet is 
the champion in ILSVRC 2015. U-Net is one of the most popular segmentation net-
works. These networks have a significant influence on the development of deep neural 
networks. Their characteristics are provided in Sect. 2.2.

In addition to optimizing these networks, there are also some other innovative points 
in the MIA tasks based on deep neural networks. For instance, in Cui et  al. (2018), 
the original plankton images are converted into texture and shape images to improve 
the feature diversity. These three kinds of images are concatenated for the subsequent 
AlexNet training. Besides, in Cheng et al. (2020), the translational and rotational fea-
tures are applied to address the unrecognizable problem caused by the target angle 
change. The rotational features are extracted from the polar images transformed from 
the original images (from Cartesian to polar coordinates) by CNN.

Besides, transfer learning also plays an essential role in the MIA tasks based on 
deep neural networks. According to the statistic, we find more than 15 papers involving 
transfer learning technology. Transfer learning focuses on storing knowledge learned 
from one task and applying it to a different but related task (West et al. 2007; Good-
fellow et  al. 2016). Transfer learning has many applications, such as it can be used 
to perform the task that has limited training data (Zhang et  al. 2020), and it can be 
applied as the feature extractor for extracting the potential high-level features (Wang 
et al. 2018a). Among the MIA tasks based on transfer learning, there are some charac-
teristic works. For example, in Lee et al. (2016), to address the imbalanced problem, a 
balanced sub-dataset is made from the original dataset for pre-training the CNN, and 
then the original dataset is used for fine-tuning the network. In Rodrigues et al. (2018), 
the plankton dataset ISIIS and the public dataset ImageNet are used to pre-train the 
deep learning models to determine the influence of different pre-trained datasets.
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5.3 � Potential direction

In this part, we present three potential directions from the perspectives of fusion of existing 
MIA methods, dataset characteristics, and advanced methods in other fields.

5.3.1 � Potential direction based on existing methods

In existing methods, the enhanced framework of GANs is proposed to achieve the data 
augmentation of microorganism images in Xu et al. (2020a), but it suffers from the influ-
ence caused by different object directions. To solve this problem, it uses the corresponding 
segmentation ground truth images to uniform the directions of these objects. This approach 
is limited for the datasets without segmentation ground truth images. The work (Cheng 
et al. 2020) also faces the same challenge caused by different object directions. However, 
another approach is proposed to address this problem. The method used in Cheng et  al. 
(2020) converts the original images (images in Cartesian coordinates) into polar images 
(images in polar coordinates) to reduce the influence of the object direction. Therefore, 
this thought can be applied to improve further the framework used in Xu et al. (2020a). 
Besides, in Pedraza et  al. (2017), Li et  al. (2020c), Zhang et  al. (2020), data augmenta-
tion is one of the steps in their workflows, the methods used in these works are rotation 
and flipping. The enhanced frameworks of GANs (Xu et al. 2020a, b) may be helpful in 
these works. Although some existing MIA methods can be fused for optimization, many 
advanced techniques should be imported from other computer vision fields.

5.3.2 � Potential direction based on dataset characteristics

From the dataset’s perspective, most microorganism image datasets used in MIA tasks 
based on classical neural networks are private, and a few open-access datasets are used in 
MIA tasks based on deep neural networks. Some datasets, such as the EMDS series, have 
limited data samples. The existing methods using the EMDS series usually applied data 
augmentation to solve this problem. In recent years, few-shot learning and domain adapta-
tion have become hot topics in the research about AI. Few-shot learning aims to develop 
some methods from data (augment the training data set by prior knowledge), model (con-
strain the hypothesis space by prior knowledge), or algorithm (alter the search strategy for 
the parameter of the best hypothesis in hypothesis space by prior knowledge) to achieve 
the good performance with limited training data (Wang et  al. 2020). Domain adaptation 
aims to learn a model for the target domain by leveraging knowledge from a labeled source 
domain (Deng et  al. 2021a, b). Although few-shot learning and domain adaptation may 
help solve the limitation caused by insufficient data, they still face data acquisition chal-
lenges. Ideal few-shot learning and domain adaptation algorithms can address the insuf-
ficient data problem. However, there is still a performance gap between current few-shot 
learning and domain adaptation technologies and conventional supervised (deep learning) 
algorithms.

5.3.3 � Potential direction based on advanced methods

In recent years, the self-attention mechanism-based transformer (Vaswani et  al. 2017), 
which is widely used in natural language processing, has become a new and hot spot in 
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computer vision. That is because CNN is concerned with detecting certain features but 
does not consider their positioning with respect to each other. Besides, the pooling opera-
tions used in CNN lose much valuable information, such as the precise location of the 
adequate feature descriptor. However, the transformer-based self-attention mechanism has 
a more robust ability of global information representation. Additionally, the transformer 
has fewer parameters and low computation but performs well with the image analysis tasks 
compared with CNN. Therefore, it also can be a development direction in MIA tasks.

Considering the advantage of the transformer, Vision Transformer (ViT) is proposed to 
perform the image classification task in Dosovitskiy et  al. (2020). It is one of the most 
remarkable visual transformer methods, which directly applies sequences of image patches 
(with position information) as input first. The ViT projects the patches to the original 
transformer encoder and classifies the images with a multi-head attention mechanism as it 
works in natural language processing tasks. Figure 22 provides the architecture of ViT. It is 
a potential method for microorganism image classification.

In addition to the classification task, transformer also performs well in the image detec-
tion task. In Carion et al. (2020), a novel network named DEtection TRansformer (DETR) 
is proposed for object detection. As the architecture of DETR is shown in Fig.  23, it 
consists of a CNN backbone for feature extraction, an encoder-decoder transformer, and 
a detection prediction network based on a feed-forward network. Experiment results on 
COCO indicate that DETR and Faster R-CNN are comparable. It means DETR has the 
potential to be employed in microorganism image detection.

Fig. 22   The architecture of ViT in Dosovitskiy et al. (2020)

Fig. 23   The architecture of DETR in Carion et al. (2020)
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Although transformer shows great potential in some computer vision tasks, it still faces 
data acquisition challenge. The most well-known flaw of the transformer is that it requires 
massive training data. The original transformer is proposed to perform natural language 
processing tasks, and it is easier to obtain sufficient training data than computer vision 
tasks. Many computer vision tasks adopt pre-trained transformers in their tasks. Therefore, 
the applications of pure transformers in MIA still have limitations.

6 � Conclusion and future work

In this paper, we conduct a review of the MIA based on classical and deep neural networks. 
A total of 95 papers are collected and reviewed in this paper. In Sect. 1, the background of 
MIA based on ANNs, motivation of this paper, literature collection process, and organiza-
tion of this paper are introduced. In Sect.  2, the development trend of ANNs and some 
representative networks, including MLP, VGGNet, Inception, ResNet, U-Net, and YOLO, 
are presented. Section 3 introduces the MIA based on classical neural networks. Related 
papers are summarized according to their applied tasks. Besides, a table summarized the 
characteristics of related papers is provided in the end. In Sect. 4, the MIA based on the 
deep neural network is introduced from the perspectives of different tasks. The summary 
table of related papers is presented at the end of this section. Section 5 provides analysis 
and statistics of methods used in MIA tasks based on classical and deep neural networks 
and discusses the potential development directions from the perspectives of fusion of exist-
ing methods, characteristics of datasets, and advanced methods in other fields.

Through the summary of MIA methods in this review, it can be found that this review 
does not have a dataset summary part. This is because most of the datasets used in related 
research are private data, making there no unified standard dataset for evaluating different 
MIA methods. Our group has been developing open-access microorganism image datasets 
for several years to address this limitation. Recently, several open-access microorganism 
image datasets have been released by our group, including EMDS-6 (Group 2021; Zhao 
et al. 2022), EMDS-7 (Yang 2021), and a SARS-CoV-2 (COVID-19) microscopic image 
dataset (Li et al. 2020b). In the future, developing more open-access microorganism image 
datasets and practical MIA algorithms based on ANNs is significant.
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