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Abstract
Using norms to guide and coordinate interactions has gained tremendous attention in 
the multiagent community. However, new challenges arise as the interest moves towards 
dynamic socio-technical systems, where human and software agents interact, and interac-
tions are required to adapt to changing human needs. For instance, different agents (human 
or software) might not have the same understanding of what it means to violate a norm 
(e.g., what characterizes hate speech), or their understanding of a norm might change over 
time (e.g., what constitutes an acceptable response time). The challenge is to address these 
issues by learning to detect norm violations from the limited interaction data and to explain 
the reasons for such violations. To do that, we propose a framework that combines Machine 
Learning (ML) models and incremental learning techniques. Our proposal is equipped to 
solve tasks in both tabular and text classification scenarios. Incremental learning is used to 
continuously update the base ML models as interactions unfold, ensemble learning is used 
to handle the imbalance class distribution of the interaction stream, Pre-trained Language 
Model (PLM) is used to learn from text sentences, and Integrated Gradients (IG) is the 
interpretability algorithm. We evaluate the proposed approach in the use case of Wikipedia 
article edits, where interactions revolve around editing articles, and the norm in question is 
prohibiting vandalism. Results show that the proposed framework can learn to detect norm 
violation in a setting with data imbalance and concept drift.
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1 Introduction

The ability to continuously learn what constitutes norm violation, as understood by a given 
community, and detect when such violations happen is essential for any normative sys-
tem that intends to regulate the behavior of its interacting agents (in this work, referred to 
as community members). This is especially critical considering that discrimination, hate 
speech, and cyberbullying can cause significant harm to individuals and negatively impact 
the community experience in online platforms [38, 60, 81]. Thus, our work aims to address 
two main challenges. First, to continuously learn what an online community understands 
as norm violation by using examples of behaviors depicted as such, gathered either as text 
sentences or formalized as a set of features. Second, explain to community members the 
parts of their actions associated with norm-violating behavior. To do that, we are inter-
ested in finding and adapting the definition of norm violation as interactions unfold. It is 
important to note that not only online communities stand to benefit from this research, 
as the challenges we tackle are also of interest to fields in which detecting misbehavior 
can prevent infractions (e.g., credit card fraud, personal information leakage, and network 
infiltration).

Some interesting approaches to detect norm violation in online communities have 
already been proposed, with applications to Wikipedia [8, 104], Software Engineering (SE) 
communities [22, 23], Reddit [19] and other communities [46, 64, 106]. However, these 
approaches can not continuously update the system used to classify an action as a norm 
violation. Consequently, they can not handle the evolution of the community’s view about 
what constitutes such violations. This characteristic is fundamental in our work since we 
argue that the understanding of a norm violation is dynamic, e.g., what is considered hate 
speech may change rapidly as new members are incorporated and interactions unfold. For 
Instance, the word “nigger” may be viewed differently as more African Americans join the 
community and begin to salute each other using this term. In this context, a normative sys-
tem deployed to govern these interactions must adapt to the current view of the community. 
We address this issue by proposing a framework that handles the interactions of an online 
community as a stream of actions with an imbalanced class distribution and the presence 
of concept drift. In other words, a stream of actions that contain more elements related to 
regular behavior than to violation behavior, aggregating to that, changes in how the com-
munity members understand norm violation. Thus, unlike existing approaches, our frame-
work handles the dynamic nature of norm violations in online communities by incorporat-
ing community members’ feedback as the ground truth to continuously adapt to changes in 
the meaning1 of norm-violating behavior over time.

Furthermore, previous works in the realm of norms and normative systems have 
addressed different challenges that arise in the field, with a series of proposals to han-
dle mechanisms for norm conflict detection [4, 32], norm synthesis [67, 71] and norm 
emergence [58, 68, 88]. Additionally, several domains have benefited from this field, 
applying the concepts of norms and normative systems to the prevention of discrimina-
tion by Machine Learning (ML) models [25], to the formalization of contracts and laws 
[36, 82], and to handling ethical dilemmas and moral values [5, 91]. In this work, we 
are particularly interested in supporting normative systems with mechanisms for learn-
ing from interactions and agents’ feedback (human or artificial) to help decide what 

1 In this work, the parts of an action (i.e., set of features or words of a sentence) are the elements that indi-
cate the meaning of a violation.
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is considered a norm violation. In online communities, interactions are defined by the 
actions executed by community members that affect the whole community. For example, 
consider editing Wikipedia articles. In this scenario, interactions are the article edits 
performed by some members and the subsequent reading of those by others.

Table 1 highlights different scenarios where the formalization of online interactions 
may vary depending on the type of violation-detection task. Specifically, while some 
tasks only require a set of features to describe an action, others must handle the raw 
action input as it takes place due to the complexity of the domain. Thus, we are inter-
ested in building a framework employed in multi-scenario settings, namely tabular and 
text-based domains, since these cover a variety of use cases (including detecting vio-
lations in Wikipedia article editing). For instance, fraud discovering and misbehaving 
detection formalize an action as a set of features like user engagement and user-user 
interaction. While identifying deception writing styles might require mapping the input 
to linguistic-based features. These tasks usually benefit from tabular-related approaches. 
However, domains like hate speech detection, tackling the spread of fake news over 
social media, and adversarial attacks, need solutions that handle natural language sen-
tences directly.

To create our solution, we investigate incremental learning in a framework that can 
learn the meaning of norm violation, adapt to changes in community view, and incorpo-
rate feedback from community members in the learning procedure. We depict the rela-
tionship between the components of our framework in Fig. 1. Specifically, this approach 
offers the following advantages in our context. First, it continuously updates the base 
classifiers using data blocks that arrive sequentially (Sect.  2.2). This embodies in our 
framework the ability to adapt to changes in the community view (concept drift), using 
only the most recent data to learn the meaning of norm violation and discarding the 
need to treat and maintain past information. Second, it facilitates incorporating feedback 
from community members as the ground truth about a norm violation. This aligns with 
our view that a system’s understanding of norm violation needs to adapt to its users (in 
our case, community members).

Additionally, our framework incorporates an ensemble of Feed-forward Neural 
Networks (FNNs) with the incremental learning approach to handle class distribution 
imbalance in our tabular task context (Sect. 2.1). This is particularly useful when learn-
ing norm violation since this behavior usually happens less frequently than regular 
behavior. As for text-related scenarios, our approach incorporates Pre-trained Language 
Models (PLMs) [47] (Sect. 2.3). In contrast to FNNs, PLMs do not require an ensemble 

Table 1  Examples of tasks that benefit from solutions that handle featurized and/or text datasets

Specifically, we focus on violating behavior in online interactions

Task

Set of features Text

Fraud discovering [9, 50, 95] Hate speech detection [6, 23, 81]
Misbehaving detection [43, 52] Fake news detection [45, 69, 98]
Identify deception writing styles [3, 93] Adversarial attacks [41]
Fake reviews detection [13, 63] Identify AI-generated reviews [1, 62]
Identify authors of violations [75, 94] Style change detection [96, 110]
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of classifiers. Instead, they can handle imbalanced datasets by encoding language struc-
tures (due to their size) and undersampling the majority class. Furthermore, to learn 
specific classification tasks, PLMs fine-tune only the classification head, which is inte-
grated on top of the pre-trained layers of the model.

Besides detecting a norm violation, deployed systems must also provide information on 
the reasons behind a decision. Therefore, we investigate interpretability to obtain expla-
nations about an ML model’s inner workings. Here, we are interested in understanding 
the words in a text sentence usually associated with norm violation. Since we use PLMs 
to solve these tasks, our framework employs the Integrated Gradients (IG) algorithm [97] 
to explain the behavior of our transformer-based models (Sect. 2.4). IG provides relevant 
words related to norm violation, enabling our framework to tackle two issues. First, it 
allows us to adhere to the principles of Responsible AI [10] since we enhance people’s 
understanding of our models. Second, it prepares our approach for a future argumentation 
process, as information provided by the interpretation step assists users in deliberating and 
collaboratively agreeing on the definitions of norm violation.2

Fig. 1  A conceptual framework of our multi-scenario approach. In the ensemble, N indicates the number of 
classifiers

2 We envision people to be in control of defining the meaning of their community norms and expect them 
to collectively agree on those norms through deliberation and argumentation mechanisms.
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The experiments (Sect.  4) describe the implementation of two incremental learn-
ing techniques to train the base classifiers: mini-batch learning and online learning. In 
this work, FNNs are the models in the ensemble for tabular tasks. At the same time, we 
evaluate text scenarios by comparing two PLMs, DistilBERT and RoBERTa. The use case 
is the editing of Wikipedia articles. In this scenario, we detect norm violation either by 
formalizing an action (article edit) as a set of features provided by the community (e.g., 
number of profane words, occurrences of alphanumeric characters, etc. [34]) or by treat-
ing the text sentence input directly. An example of a violation is the sentence “the big 
lipped,hairbraned,egotistical dirty nigger often defecated”. Results show that the proposed 
approaches can learn the meaning of norm violation in an online community with imbal-
anced class distribution (only around 7% of the data correspond to edits with violation) and 
in the presence of concept drift (changes in the community view). To formalize an article 
edit, we define the tuple (X, y), in which X is the set of features of an action and y ∈ {0, 1} 
is its class label, 0 denotes regular behavior, while 1 denotes norm-violating behavior.

This research extends our previous work [33] by (1) incorporating a mechanism to han-
dle violations expressed as text sentences; (2) learning a multi-label task through the iden-
tification of different classes of violating behavior; (3) understanding the words usually 
associated with norm violation, specifically determining their relevance to different viola-
tion cases; and (4) comparing two PLMs to analyze their ability to learn in this scenario 
and how their architecture impacts the understanding of violating behavior.

The remainder of this paper is divided as follows. Section 2 presents the basic mecha-
nisms used by our proposed framework, described in Sect. 3. Section 4 shows its applica-
tion to the use case of Wikipedia article edits, and Sect. 5 discusses the results. Related 
literature is presented in Sect. 6, and we give our conclusions and propose our future work 
in Sect. 7.

2  Background

This section presents the base concepts upon which this work is built. First, we start by 
presenting an ensemble strategy to deal with the imbalanced nature of the dataset when 
handling a tabular task. Second, we describe the incremental learning approach used to 
continuously train the ML models considered in this work. Third, we introduce the concept 
of the Pre-trained Language Model (PLM), which is responsible for handling actions as 
natural language sentences. Lastly, we describe explainability and its application to under-
standing the classification output of PLMs.

2.1  Ensemble learning

Dealing with the detection of norm-violating behavior usually leads to cases of imbalanced 
datasets. This happens because regular (or expected) behavior is more common than viola-
tions. Thus, solutions that deal with domains in these settings must be equipped to handle 
class distribution imbalance. Otherwise, the solutions tend to be biased towards the class 
that describes regular behavior (the majority class). To tackle this issue, we use ensemble 
learning, which can be defined as the generation and combination of different ML models 
(e.g., neural networks, random forest, and logistic regression) to solve a predictive task 
[83]. The main idea of this technique is that by combining multiple ML models using a 
voting scheme, the errors of a single model will be compensated by the others. Thus the 
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overall performance of the ensemble would be better than the performance of a single com-
ponent [29].

Different ensemble methods can be used to build a classification system. Dong et  al. 
[29] highlight some important ones, such as Bagging, AdaBoost, and Random Forest. Bag-
ging is an interesting method to deal with the challenge of imbalanced datasets investi-
gated in this work. This technique finds a solution by training different base classifiers in 
different subsets of the initial dataset. Then, the ensemble uses majority voting to decide 
the final output. As an example, in a binary tabular classification task with an imbalanced 
dataset D, it is possible to divide D into two subsets, majority class subset M and minority 
class subset P (the number of instances in these sets is represented by |M| and |P| , respec-
tively). In this context, the main goal is to train an ensemble E with n number of balanced 
datasets B = {B1, ...,Bn} . Each Bi ∈ B is a dataset with a similar class distribution, and 
n = |M| ÷ |P| . In this manner, because the number of instances in P ⊆ D is smaller than the 
number of instances in M ⊆ D , subsets in B have size 2 × |P| and are created with |P| non-
overlapping instances from M, while all instances of P are replicated to each subset.

The bagging method, as described above, can be applied to train ML models offline 
or in a mini-batch manner. However, this method cannot be used in an online setting (in 
which training happens one instance at a time). To solve this issue, modifications to the 
bagging procedures are necessary. Thus, Wang et al. [102] present a resampling strategy to 
deal with imbalanced datasets for the online case. This strategy considers two approaches, 
Oversampling-based Online Learning (WEOB1) and Undersampling-based Online Learn-
ing (WEOB2), with the addition of weight adjustment over time. WEOB1 and WEOB2 
work to adjust the learning bias from M to P by resampling instances from these subsets. 
Specifically, oversampling increases the number of minority instances, while undersam-
pling decreases the number of majority instances. Like the traditional bagging strategy, 
online bagging creates different classifiers and trains them a k number of times by consid-
ering only the current data point. k is defined by the Poisson(� = 1) distribution. As data 
becomes available, the � parameter is calculated dynamically according to the imbalance 
ratio. In this manner, if there is a new instance in P, then k increases. However, if there is a 
new instance in M, then k decreases.

2.2  Incremental learning

Since we are dealing with online communities, we must consider how data is made availa-
ble. Usually, systems must work with a stream of data that arrives sequentially. In this con-
text, there are different ways to build a framework capable of solving the problem. Tech-
niques differ in how they handle the data stream and, consequently, how the algorithms 
are trained. Following this idea, we can separate training techniques into two big groups: 
offline and incremental learning.

Offline learning deals with the complete dataset; in this case, it is impossible to update 
the trained model. To incorporate new knowledge, an entire training process from the 
beginning is necessary [40], which is the main drawback of this approach when we must 
handle non-stationary domains. Besides, maintaining and treating all the data for this kind 
of learning can be costly and complex (especially when considering data regulations speci-
fied by different entities and legislators) [50].

On the other hand, incremental learning is the technique that addresses the limitations 
of offline learning by continuously updating the ML model with new data as it becomes 
available. This approach is particularly beneficial in online communities since the models 
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must be constantly updated as people interact and a change in understanding emerges. In 
this work, we are concerned with mini-batch and online learning. Mini-batch learning cre-
ates and uses small sets of data that arrive continuously to train ML models. Since we only 
deal with the most recent instances that compose the present data block of a fixed size, the 
process is neither as costly nor as complex as offline learning [50, 54]. Online learning 
can be seen as a special case of mini-batch learning, in which the batch size is 1. Thus, as 
soon as data is made available, it is possible to update the ML model, discarding the need 
to store this data point and consequently avoiding the complexities of data treatment. It is 
important to highlight one advantage of mini-batch over online learning regarding stability 
properties. Since in online learning, the training procedure only considers one data point 
at each time step, the algorithms that implement this concept usually have the poorest sta-
bility when compared to mini-batch algorithms [54] (in Sect. 5 we also demonstrate this 
phenomenon).

Incremental learning approaches, which involve the continuous updating of base models 
as new data becomes available, can be useful for investigating problems that involve con-
cept drift, i.e., the change in the view of the community members about what is regular and 
violating behavior. It is possible to identify the shift in community behavior by observing 
the joint distribution Pt(X, y) over time [56, 101], where x ∈ X is a feature value, y ∈ {0, 1} 
is the associated class label that denotes regular or norm-violating behavior, and t the cur-
rent timestamp. Then, to compare two moments in time and detect a possible concept drift, 
we refer to the following: Pt(X, y) ≠ Pu(X, y) , where u is a timestamp in the past. Gama 
et  al. [35] define three ways to categorize concept drift: change in the prior probability 
of classes p(y), affecting the ratio between violation and regular behavior; change in the 
class conditional probabilities p(X ∣ y) , impacting how violation and regular behavior are 
defined; this has an impact on the posterior probabilities of classes p(y ∣ X) , which is a 
change in what the community understands as a violation and regular behavior. The latter 
leads to real concept drift, which is the definition that interests us in this work.

2.3  The pre‑trained language model (PLM)

The first part of our proposal focuses on solving tabular classification problems. However, 
we aim to broaden the framework’s scope to a more generic solution by incorporating the 
ability to solve tasks in text classification scenarios. Different approaches to learning pat-
terns from natural language sentences have been proposed in the literature, ranging from 
probabilistic classifiers using TF-IDF [44, 109] and Recurrent Neural Network (RNN) [89] 
to transformer-based models, used in this work.

Recently, transformer models have been the primary approach for addressing Natural 
Language Processing (NLP) tasks, surpassing previous methods and consistently achiev-
ing the highest performances across various domains [47, 61, 99]. One of the advantages 
of the transformer is its ability to process text data by reducing the amount of work needed 
in the featurization step [78]. Figure 2 presents the transformer layer architecture and the 
advances incorporated, such as the addition of the attention mechanisms and the use of 
fully connected FNN layers [105], assembled in a parallelized way to improve computa-
tional performance.

The multi-head attention mechanism enables the transformer model to learn the rela-
tionship between different words in a text sequence by calculating an attention score. 
Consider the sentence “Wikipedia is important to society since it is a relevant source of 
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information”. This mechanism iteratively calculates the attention score between all words 
in the sentence, thus obtaining the dependency relationship between them [99]. In this spe-
cific instance, “Wikipedia” and “it” present a high attention score since they are related 
and represent the same concept. Meanwhile, the words “society” and “it” receive a low 
attention score. Besides, the attention mechanism adds context to sentences [99], enabling 
the model to differentiate the meaning of words, like the notions of “bank” as a financial 
institution and “bank” of a river. To leverage this mechanism, transformer-based models 
employ a multi-head strategy, with several attention heads computed in parallel. Here, 
words are encoded as embeddings in a vector space (input embedding) and are combined 
with the positional encoding, which inserts information about the word’s position in a sen-
tence and allows the model to handle long-range texts [99]. Equation  1 formalizes how 
attention is calculated.

Q, K, and V are matrices that represent every word in a sentence and ⊙ is the dot product. 
These matrices receive the same input and differ only in their learned weights, acquired by 
training in a large-scale dataset. dk is used as a scaling factor and encodes the dimension of 
interest [99] between Q and the transpose of K. Finally, the softmax value is combined with 
V to obtain the final attention score.

To improve training efficiency, the transformer normalizes the output of the inter-
mediate sub-layers (multi-head attention and feed-forward) [12, 107]. It does that by 

(1)Attention(Q,K,V) ← softmax

�
Q⊙ KT

√
dk

�
⊙ V

Fig. 2  The transformer layer, as 
proposed by Vaswani et al. [99]
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calculating the distribution statistics (mean and standard deviation) from the addition 
of the output of the sub-layers, forwarding the normalized values to the next step. Equa-
tion 2 formalizes this process.

g and b are the gain and bias parameters, respectively. They have the same dimension as 
the output of the previous layers and are dynamic terms learned iteratively during the train-
ing process (large-scale datasets). � is the standard deviation and � the mean. x is the previ-
ous layer’s output.

Since the transformer incorporates a point-wise network, each normalized node of 
the attention layer is forwarded through the FNN. At this step, the transformer applies 
two linear transformations, using the ReLU (Eq. 3) activation function [99]. To formal-
ize the complete step, we present Eq. 4.

ReLU (Eq. 3) executes a non-linear operation that aims to calculate the final value given by 
a previous NN layer (z). In Eq. 4, x represents the output of the attention layer, W1 repre-
sents the weights of the first linear transformation, and W2 the second. b1 and b2 are the bias 
terms added to both steps.

The architecture described above is the basic block for building a Pre-trained Lan-
guage Model (PLM), a large Deep Neural Network (DNN) used to solve complex NLP 
tasks. To create a PLM, multiple transformer layers are stacked and initially trained on 
large-scale datasets [105]. Different implementations yield state-of-the-art results, e.g., 
BERT [47], which has around 110 million trainable parameters, RoBERTa [55], around 
125 million trainable parameters, and DistilBERT [86], 66 million trainable parameters. 
Since we are dealing with large DNNs, it would be impossible to train these models 
from scratch to handle each task. Thus, PLMs take advantage of the fine-tuning para-
digm to adapt to specific tasks [31].

The fine-tuning process requires using previously trained implementations and incor-
porating a new FNN layer on top of it, referred to as the classification head. Here, we 
are interested in the task of text classification in a violating-behavior setting, i.e., given 
a text as input, the model predicts whether the text is violating the norm of the commu-
nity. In this scenario, the transformer layers are used for language representation. These 
layers can be applied to any domain since they were trained in large-scale datasets. On 
the other hand, the classification head is responsible for the output. Thus it is explicitly 
trained only for the task at hand, considering a given domain dataset and the community 
requirements, such as the number of output nodes (binary or multi-label tasks) and the 
number of instances used for training.

Concretely, our work explores two different PLMs. The first is RoBERTa, built on 
top of BERT to improve its implementation by changing the architecture design and 
training on a larger dataset, obtaining better performance for different NLP tasks [55]. 
The second is DistilBERT, which is also built on top of BERT, but it aims to create a 
smaller, faster, and cheaper model [86]. Section  5.2 presents the results of RoBERTa 
and DistilBERT applied to hate speech detection in Wikipedia article edits.

(2)LayerNorm(x) ←
g

𝜎
⊙ (x − 𝜇) + b

(3)ReLU(z) ← max(0, z)

(4)FFN(x) ← ReLU(x ×W1 + b1) ×W2 + b2
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2.4  Interpretability of PLM

Unlike our tabular scenario, text-related tasks do not need a featurization process (encode 
text sentences into a set of attributes). Instead, it is possible to manipulate the text directly 
[10, 26, 72, 79]. In this context, we incorporate the Integrated Gradients (IG) algorithm 
[97] to understand the parts of a text sentence most relevant to the model’s output. IG ena-
bles our framework to gain insights into the inner workings of transformer-based models 
by debugging and extracting rules from a DNN [97].

Understanding the internal mechanisms of our model is crucial for the effective interac-
tion of people with a model’s output, which is especially relevant for two main reasons. 
First, it is an essential part of our solution to inform community members about violated 
norms, allowing people to consider the elements of their actions associated with violating 
behavior. Second, we align with the goals of Responsible AI [10], particularly regarding 
the transparency of the decision-making process of an ML model.

The literature usually focuses on two interpretability techniques to explain how an ML 
model works. First is local interpretability, which involves identifying the words (or fea-
tures) that contributed to the model’s output regarding a specific action. Second is global 
interpretability, providing a broader understanding of the model’s inner workings. We 
focus here on the local interpretability method since, at this step of our work, providing 
community members with information on specific text violations is the primary goal. To 
achieve this, IG calculates a word’s contribution by a backward pass through the model, 
propagating its relevance from the output to the input [57]. The central assumption of this 
algorithm is that the tokens with the highest gradient values present the most substantial 
influence on the classification output.

Following the formalization in [57, 97] and considering an NLP task, let x be the sen-
tence formed by a set of tokens xi, i ∈ 1, 2, ...n and x̄ the baseline input represented by a 
zero embedding vector. �M(x)

�xi
 is the gradient for token i and M is our transformer-based 

model. Theoretically, to obtain the integrated gradients, IG considers a straight-line path 
from the baseline x̄ to the input x, computing the gradients at all points of the path [97]. 
Thus, the integrated gradients come from the accumulation of these individual points. 
Equation 5 formalizes the integral calculation.

However, to efficiently compute the integrated gradients, IG approximates IntGrad(xi) by 
the Riemann sum method (Eq. 6), which defines a set of finite points (m) along the straight-
line path. r(xi) is the calculated relevance score and m is chosen empirically. Experiments 
in [97] suggest around 20-300 points along the path.

Finally, in our use case, after obtaining the relevance score for each token present in the 
original text sentence, we follow a two-step process. First, we convey to the community 
member (executing an action) the reasons for a model’s output. Section 5.2.3 and “Appen-
dix  2” showcase how this information is presented. Second, we prepare our framework 
to provide interpretability data to other community members in a future argumentation 

(5)IntGrads(xi) ← (xi − x̄i)⊙ ∫
1

𝛼=0

𝜕M × (x̄ + 𝛼 × (x − x̄))

𝜕xi
× d𝛼

(6)r(xi) ← (xi − x̄i)⊙

m∑

k=1

𝜕M
(
x̄ +

k

m
× (x − x̄)

)

𝜕xi
×

1

m
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process, focusing on discussing the reasons behind a violated norm and gathering the 
evolving community views. Subsequently, we use the feedback in this step to update the 
trained model, as we envision community members constantly defining the meaning of 
norm violations.

3  The multi‑scenario incremental learning framework

In this section, we present the proposal of our work, a framework capable of learning the 
meaning of norm violations through the combination of ensemble and incremental learning 
for tabular tasks, and the use of PLMs for text tasks. The main idea is to deploy this frame-
work in a normative system to support the fulfillment of norms, especially when consider-
ing prohibited behavior.

Figure 3 outlines the workflow for deploying our framework. The initial step, Step 0, 
involves the continuous training of machine learning models, including the ensemble of 
classifiers and the PLM. The framework starts by training with data blocks, and upon com-
pletion of the first block, the model is prepared to detect norm violations. Subsequently, 
the system starts monitoring every new action performed in the community (Step 1). In 
Step 2, the system can map the action to a set of features defined by the community or 
directly handle text input. In the latter scenario, text-processing steps such as correct-
ing words, addressing grammatical errors, and removing non-alpha-numeric characters 

Fig. 3  The process in which our solution would be implemented
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might be performed. Step 3 presents the two distinct paths that the system may execute. 
Should the action be detected as a norm violation (Condition 1), the system must execute 
a sequence of steps to ensure that the violation is not forwarded to the entire community. 
These steps include: (1) rejecting the action (i.e., the action is not executed); (2) informing 
the user about the violation and its blocking; (3) providing the reasons for violation detec-
tion, including the specific features or words associated with the violating behavior, allow-
ing for community feedback and the opportunity for correction of our system. Community 
feedback can then be used to continuously train the base model (Step 0).

In contrast, if the executed action is not detected as a norm violation (Condition 2), the 
action is forwarded to the community. In this case, community members can still provide 
feedback due to the possibility of incorrect classification by our model. Besides, the feed-
back incorporates new community views to update the understanding of norm violations 
through continuous model training (Step 0).

The following sections delve into the different approaches for implementing our solu-
tion,3 particularly considering some challenges in norm violation detection. For instance, 
norm violations often lead to working with imbalanced datasets since detrimental behavior 
does not happen as often as regular (or expected) behavior. Thus, when building a solution 
to tackle learning in this setting, it is necessary to work with an approach capable of han-
dling imbalance in class distribution. In this research, we investigate the use of ensemble 
machine learning to tackle this issue in the tabular scenario while we investigate under 
and over-sampling for text-related tasks. We also apply two approaches to continuously 
update the base ML models: mini-batch and online learning. Although we use the mini-
batch approach to fine-tune the PLMs, online learning is not feasible due to the size of 
these models. As a result, our framework considers only mini-batch learning for text clas-
sification tasks.

3.1  Mini‑Batch Learning for Tabular Scenarios

As data is made available sequentially, the algorithm starts to build blocks of data with 
fixed size n. As soon as a data block contains n data points, the algorithm is ready to start 
the training procedure of the ML classifiers. The mini-batch approach explored in this 
work (Algorithm 1) builds on top of two incremental ensemble algorithms, the Accuracy 
Updated Ensemble (AUE2) [17] and the Dynamic Updated Ensemble (DUE) [54]. The 
differences introduced by our approach are: (1) incorporating feedback to emphasize data 
points that had their class labels changed by the community; (2) using a replication-based 
oversampling technique that randomly replicates minority class instances present in the 
current data block instead of using the SMOTE [21] oversampling technique that creates 
synthetic minority class samples. Additionally, we define a new metric (number of classi-
fiers) to define the oversampling ratio for the minority instances (Algorithm 1, line 6).

In our case, the majority class M represents expected behavior, while the minority class 
P represents norm-violating behavior. Since we define an action as a set of features, we 
represent a data point with the tuple (X, y), in which X is the set of features of an action and 
y ∈ {0, 1} is its class label. Thus, a data block is defined as Dt = {(X, y)1, ..., (X, y)n} , with 
n being the data block size. After the data is pre-processed, the algorithm starts by calcu-
lating the imbalance ratio (Algorithm 1, line 5) between sets Pt and Mt in the current data 

3 Source code available at https:// bitbu cket. org/ thiago- phd/ jaamas_ 2023/ src/

https://bitbucket.org/thiago-phd/jaamas_2023/src/
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block Dt . Besides, set Mt and set Pt are used to calculate the number of classifiers in the 
ensemble st (Algorithm 1, line 6).

To illustrate in more detail how Algorithm 1 works, it is interesting to use an example. 
Let us say that initially t = 1 , st = 10 , and the imbalance ratio rt = 0.07 . Then, after some 
time, a concept drift is noted at time step t = 5 , with rt changing to 0.03 and st changing to 
12. Next, if st > m , the algorithm oversamples set Pt by duplicating all minority instances 
(Algorithm 1, line 8), which prompts the update of the best ensemble size (line 9). The 
algorithm then checks if the imbalance ratio has changed by some pre-defined factor d in 
line 11 (it is worth mentioning that the community members may decide on an appropri-
ate number for this value), computing the number of new classifiers to be included in the 
ensemble (line 12). After that, the algorithm incorporates community feedback (line 15) to 
present relevant data about the change in the community’s view in the training procedure. 
Then, st balanced datasets are created from data block Dt . Each balanced dataset B com-
prises non-overlapping data points from Mt , all data points from Pt , and all feedback data 
points from Ft (line 18). Next, the algorithm executes the training procedure for each of the 

The Mini-Batch Training procedure.
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st ML base classifiers with the balanced datasets in Bt (line 20). Finally, the current data 
block Dt is discarded, and t is incremented.

3.2  Online learning for tabular scenarios

Algorithm 2 describes the procedure to train the ensemble of classifiers in an online man-
ner, which is built on top of the concepts described by Wang et al. [102] and Montiel et al. 
[65]. The first step is to create the ensemble of classifiers E (Algorithm  2, line 1). The 
number of base classifiers in E can be defined by the community, from expert knowledge, 
or through initial experiments. For each data point pt that is made available (i.e., for each 
action in an online community), the algorithm pre-processes pt using the running statistical 
values. We are interested in the mean, and the sum of squares since these are used to nor-
malize the incoming data point.

Unlike the mini-batch approach, the training procedure is executed in online learning 
as soon as a single data point is made available. However, this characteristic leads to a 
different way of calculating statistical values for the pre-processing phase. In this case, 
the algorithm must compute running statistical values, updated at each time step and less 

The Online Training procedure.
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exact than the values calculated using blocks of data [65]. The algorithm uses the following 
equations to compute these values:

where �t is the updated running mean at time t for each feature that describes an action, 
�t−1 is the last running mean, vt is the new feature value, and nt is the number of data points 
encountered until the current time t. With the running mean, it is possible to calculate the 
running sum of squares sst:

Since it is impossible to know the data distribution for the complete dataset in online train-
ing, deciding which portions of the data will be used for training as interactions happen 
is fundamental. To tackle this, the algorithm checks for concept drift by calculating the 
change in the imbalance ratio r (Algorithm  2, line 7). If the difference is bigger than a 
defined threshold value, then the desired distribution m is updated, which works to empha-
size the minority class instances.

After updating m, the algorithm calculates the rate at which to draw a random value 
(Algorithm  2, line 11) for the Poisson distribution. This value determines the sampling 
strategy (oversampling or undersampling). For each classifier o ∈ E , the algorithm uses 
the Poisson distribution to determine how many times to replicate a data point for training 
[102] (line 13). Thus, the larger the imbalance ratio, the larger the number of times that 
minority data points are used for training. Although we use the work in [102] to calculate 
the resampling rate, future work will investigate the effect of applying alternative strategies 
to calculate this value [30].

Lastly, suppose the data point receives feedback from the community (represented by 
ft = True , line 16). In that case, the algorithm oversamples pt to emphasize the provided 
information and trains all classifiers in the ensemble with pt (Algorithm 2, line 18). Empir-
ical experiments showed that oversampling presents a higher recall performance than the 
weighting scheme proposed by the other approaches.

3.3  Mini‑batch learning for binary text scenarios

Previously, we examined two algorithms that address binary classification tasks involv-
ing tabular data. This section extends our framework to include text classification tasks 
for binary and multi-label scenarios. This capability enables our framework to adapt to 
online communities’ diverse data structure requirements. As our primary focus is on PLMs 
(Sect. 2.3), the online learning approach is unfeasible due to the model’s size, which affects 
the update of the network weights and the needed time to complete the fine-tuning process.

Like Algorithm 1, mini-batch for text tasks (Algorithm 3) builds data blocks to continu-
ously update model parameters sequentially. However, one key difference between these 
approaches is that Algorithm  3 can handle imbalanced datasets more efficiently just by 
undersampling the majority class, not requiring the creation of an ensemble of classifiers. 
To achieve that, Algorithm 3 takes advantage of the PLMs’ architecture, which can learn 
representations of texts based on previous training and incorporate classification heads to 
solve specific tasks [47, 55, 86].

The fine-tuning process of PLMs starts by pre-processing the available text data. The 
classification task at hand dictates the necessary steps for this process. For instance, in the 

(7)�t ← �t−1 + ((vt − �t−1) ÷ nt)

(8)sst ← sst−1 + (vt − �t−1) × (vt − �t)
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case of detecting hate speech, it may be beneficial to remove non-alphanumeric characters, 
as our model considers only the terms in a sentence to determine the violation. Thus, these 
characters may not be relevant in this context. Another step that may be necessary is cor-
recting words that are commonly used to bypass automatic detection tools. For example, in 
cases where a community member manifests racism, they may employ alternative terms to 
refer to African Americans, such as, “nigga”, “n1gga”, and “nigger”. On the other hand, 
to detect whether a sentence is violating an expected writing style, removing these char-
acters is detrimental to the model’s performance. Thus, it is necessary to implement task-
specific pre-processing to ensure the efficacy of our framework. This becomes particularly 
important when our community contains small datasets, or the interactions happen in a 
low-resource language.

Following the pre-processing phase, Algorithm 3 calculates the imbalance ratio (line 3) 
to determine if undersampling is required (line 4). The algorithm then applies undersam-
pling considering the established difference between the amount of majority and minor-
ity instances (line 5). The next step (line 7) is to fine-tune the PLM with the data block 
for a specified number of epochs. One of the main advantages of PLM is the simplicity 
with which we can execute the fine-tuning process. Hence, the complete training process is 
more straightforward than Algorithms 1 and 2 as it requires fewer steps to deploy a PLM to 
a new task domain.

Lastly, in line 8, as we update the PLM, it is possible to understand the terms usually 
associated with violation by calculating a global relevance score based on local interpreta-
tions. The global relevance score of a word ( gri ) is the sum of all local relevance scores, 
calculated using integrated gradients. In Eq. 9, k is the number of occurrences of word i in 
the dataset, ��(iu, 1) is the calculated relevance score for the uth occurrence of i, regarding 
its contribution to class 1, which indicates violating behavior. The framework must only 
change the second parameter to 0 to get the relevance scores for the regular class.

(9)gri ←

k∑

u=1

𝖨𝖦(iu, 1)

The Mini-Batch Fine-Tuning procedure of PLMs.
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3.4  Mini‑batch learning for multi‑label text scenarios

In addition to identifying violations (Algorithm 3), our proposed framework can also clas-
sify the specific class of violation present. It is worth noting that a single action may com-
prise multiple violation classes. Thus, the framework must be equipped to handle multi-
label tasks.

For each violation class v ∈ V  defined by the community (Algorithm  4, line 2), the 
algorithm retrieves the number of instances that belong to that class and compares it to a 
fixed minimum number of instances (c) that each violation class must have (line 4). Sup-
pose the data block does not contain the minimum number of class instances v. In that 
case, the algorithm oversamples by duplicating all instances belonging to v and uses them 
for fine-tuning. This step is crucial as we attempt to maintain a balanced data distribu-
tion between the different violations. Without this step, the model would be prone to bias 
towards classes with a larger number of instances, potentially hindering its ability to accu-
rately identify violations in low-represented classes. One limitation of this approach is that 
we do not handle the emergence of new violation classes. In this case, we have one PLM 
with |V| output nodes, where each output node represents a violation class. Future work 
shall investigate the emergence of new violation classes and their incorporation into PLMs.

Line 9 obtains the global relevance score using Eq. 10. The global relevance score ( grv
i
 ) 

is calculated for each v ∈ V  and is based on local interpretations. ��(iu, v) computes the 
local relevance score of word i in relation to class v, k is the number of occurrences of i in 
the dataset, and u represents a specific instance of i. Calculating grv

i
 enables community 

members to understand the words commonly associated with each violation class. This is 
particularly relevant because a word may have a relatively low relevance score for one class 
yet a high relevance score for another.

(10)grv
i
←

k∑

u=1

𝖨𝖦(iu, v)

The mini-batch fine-tuning procedure for multi-label PLMs.
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4  Experiments

This section describes how we apply the incremental learning approaches to the use case 
of Wikipedia article edits. Here we consider data from Wikipedia in two scenarios (tabular 
and text tasks) as we envision our framework deployed in different classification contexts. 
This use case is relevant because Wikipedia is an open and collaborative community with 
norms to maintain and organize its content [76], including the requirement to use proper 
writing style, refrain from removing content, avoid editing wars, and not engage in hate 
speech. Given the diverse backgrounds of individuals interacting and contributing to Wiki-
pedia, misunderstandings about what constitutes a norm violation might emerge. In this 
research, we focus on violations of the hate speech norm, as this represents a complex and 
particularly harmful violation within online interactions.4 In this context, a norm violation 
is referred to as “vandalism”.

This work explores a dataset consisting of two parts. First, Wikipedia uses Amazon 
Mechanical Turk (MTurk) to classify an article edit either as a violation or not [2], provid-
ing no further information on the nature of the violation. Second, we further annotate each 
violation instance with a violation class, focusing on hate speech violations.5 To perform 
this annotation, we start by considering the labels from the MTurk process (violation or 
regular). Then, we specify additional hate speech classes for the violation edits with mes-
sages that convey attacks to individuals or groups. Usually, these attacks focus on char-
acteristics of people, such as ethnicity, sexual orientation, and social class [73]. Table 2 
presents examples of such behavior in Wikipedia. Freitas dos Santos et al. [34] provide a 
detailed taxonomy for this task, including information on the relationship between features 
and their representation of actions in the tabular scenario.  Additionally, at this step, we 
manually correct the misspelled insulting words (based on the identified violation classes).

In the Wikipedia dataset, we identify six different classes of hate speech. A single 
edit can contain elements of one or more of these classes. As such, we build our frame-
work to address the multi-label classification task. We only solve the multi-label classi-
fication task for text sentences, as the features present in the tabular data do not encode 

Table 2  Examples of sentences classified as norm violation (vandalism) in the Wikipedia community and 
the specific class of hate speech

“[INDIVIDUAL’s NAME]” is used to mask real people’s names

Sentence Class of hate speech

...he was the mother fuckin dom... Swear

...this is wiki not a forum for retards... Insult and Ableism

...the big lipped,hairbraned,egotistical dirty nigger often defecated... Racism
[INDIVIDUAL’s NAME] also sucks dick for features Sexual Harassment
...HES GAY YYY YYY YYY Y AND HES A FREAKK... LGBTQIA+ Attack
[INDIVIDUAL’s NAME] was a super mega bitch and she kill the... Misogyny

4 Future work shall focus on solving other kinds of violations.
5 The hate speech annotation is executed by one of our authors, introducing our view on the meaning of 
norm violation. It should be noted that the primary goal of this work is to develop a framework capable of 
continuously updating its parameters and adequate itself to a specific view present in an online community 
(which also contains diverse perspectives and may vary depending on the community in question).
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relevant information for classifying a violation with a specific hate speech class. Below, 
we present a list detailing each of these classes:

• Swear - it describes edits that contain foul language;
• Insult and Ableism - it considers edits that insult people in general and specifically 

people with disabilities [16];
• Sexual Harassment - with edits that contain sexual insinuations and harassment [15];
• Racism - discrimination targeting people from different ethnicities [48];
• LGBTQIA+ Attack - insults targeting people based on their sexual orientation and/

or gender identity [39];
• Misogyny - attacks targeting women [37].

To evaluate the performance of our approaches, we design specific experiments for the 
different task scenarios. First, considering a domain in which the community has only a 
tabular dataset available, we separate the experiments into two phases:

• Learn the meaning of norm violation with no concept drift: In this case, the goal is 
to evaluate if the proposed algorithms can learn the meaning of norm violation. The 
data set contains 32.439 edits, with 2.394 vandalism edits (around 7%) and 30.045 
regular edits (around 93%). The dataset is highly imbalanced. We use 10-fold cross-
validation to evaluate the performance. Classification recall is the chosen metric.

• Learn the meaning of norm violation with concept drift: In this case, the aim is to 
evaluate whether the proposed algorithms can learn the meaning of norm violation 
in the presence of concept drift. To do that, we start by separating the complete data-
set D into two subsets, I and F. I contains data used to initially train the ensem-
ble, with 1.197 vandalism edits and 15.022 regular edits, and F contains data that 
incorporates the concept drift, with 1.197 vandalism edits and 15.023 regular edits. 
This separation is necessary because we aim to demonstrate the algorithms’ ability 
to adapt incrementally to new concepts. Thus, we start by training the algorithms 
with the subset I. Only when the algorithms process all data points in I, do we start 
learning from the changing dataset F. In this experiment, we are particularly inter-
ested in adding concept drift by changing what edits are labeled vandalism (swap 
of the class label). Since we do not have real feedback from community members, 
we simulate it by changing the dataset as follows: using only the vandalism subset 
VF ∈ F , we apply the K-Means clustering algorithm to generate subgroups that con-
tain data points most similar between themselves [49]. From this process, we obtain 
four subgroups, G = {0: 618, 1: 442, 2: 117, 3: 20}. The idea of getting these groups 
with similar data points is to fulfill the assumption that the feedback is consistent 
since we are grouping similar edits. Thus, our interpretation of the results naturally 
comes from this consistency. For this experiment, we swap the class label from all 
data points ∈ G0 . Then, the class distribution changes, resulting in 15.641 regular 
edits and 579 vandalism edits. Consequently, the imbalanced ratio changes as well.

We build the ensemble using the Keras library [24]. Feedforward Neural Network 
(FNN) is the base classifier. To compare mini-batch and online learning, the FNN archi-
tecture is the same in both cases. Stochastic Gradient Descent (SGD), with a learn-
ing rate equal to 0.01, is the optimizer and the loss function is the Cross Entropy. The 
experiments are executed on a 2.6GHz Intel Core i7-9750 with 16GB of RAM.



 Autonomous Agents and Multi-Agent Systems (2023) 37:38

1 3

38 Page 20 of 57

  It is necessary to set specific parameters for the learning algorithms. In mini-batch 
learning, the batch size is 512, and the number of epochs is 200. In online learning, the 
initial ensemble size is set to 12, the desired distribution is 50% for each class label (regu-
lar and vandalism), the sampling rate is equal to 1, and the change in distribution is 30%. 
These values are found empirically (similar to a hyperparameter search) and can affect the 
performance of the classifiers.

Unlike the experiment above, we are not investigating concept drift for the second sce-
nario.6 However, we include here a multi-label classification task:

• Learn the meaning of norm violation (hate speech) - binary task: In this experiment, 
we aim to evaluate the ability of our framework to deal with norm violation in a text 
classification task. This step is similar to the first experiment for the tabular classifica-
tion scenario. The difference is that we are interested specifically in hate speech. Thus 
our dataset contains 30.684 edits, with 639 hate speech edits (around 2%) and 30.045 
regular edits (around 98%). The dataset is highly imbalanced. We use 2x5-fold cross-
validation for the experiments, which is necessary due to the text dataset size. Classifi-
cation recall is the chosen metric.

• Learn hate speech class - multi-label task: Here, we aim to evaluate the performance of 
our framework to detect the specific hate speech class. Besides the imbalanced dataset 
for violation/regular edits, the hate speech classes are also imbalanced. Certain viola-
tion classes occur more often than others. In total, the violation dataset is composed 
of 36,47% (233) Sexual Harassment edits, 33,18% (212) Insult and Ableism, 19,72% 
(126) Swear, 17,06% (109) LGBTQIA+ Attack, 8,76% (56) Misogyny, and 5,01% (32) 
Racism, in a total of 639 violation edits. To guarantee that each fold of the validation 
process maintains the data distribution, we apply a stratification step on the multi-label 
dataset using the algorithm in [90]. 2x5-fold cross-validation is also used for this exper-
iment. Classification recall for each class is the chosen metric.

To solve text-related tasks, our framework adopts PLMs (Sect.  2.3).   Specifically, we 
employ RoBERTa and DistilBERT following the Hugging Face implementation [105], 
with a batch size of 1024 for the binary classification task and 256 for the multi-layer clas-
sification task. Adam is the optimization algorithm, and focal cross entropy is the loss 
function. Learning rate is 10−4.

To optimize the performance of the PLMs, we implement additional parameters. Specif-
ically, we set the maximum input length to 64 words and apply padding to edits that exceed 
this length. We base this decision on the observation that most instances in our dataset 
fell within this range, allowing us to save computational resources and accelerate the fine-
tuning process. It is essential to highlight that, if required in other communities, our frame-
work uses PLMs that can accommodate text sentences up to the limit of 512 words.

In our framework, we aim not only to classify a task as norm-violating behavior but also 
to provide community members with the reasons for such output. Our goal is to integrate 
diverse community members by leveraging their mutual understanding. To achieve this, 
we use Integrated Gradients (IG) to obtain the relevant words contributing to the viola-
tion classification. These words are then presented to the users, as depicted in the figures 

6 The reason is that we do not possess enough data for the hate speech detection case to run such experi-
ments. Hence, for future work, we are investigating cross-community learning. The idea is to obtain a data-
set with hate speech from a different domain and improve upon that with data from our specific environ-
ment.
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of Sect. 5 and “Appendix 2”. Additionally, by providing access to this information, other 
community members can argue about the inner workings of our framework, supporting a 
future agreement process in which the community must collaboratively decide whether an 
action is indeed a violation.

The interpretation results for the binary case show which words contribute the most 
to the classification of text as being a violation or not (regular text). Each word in an edit 
can be relevant for violation classification, relevant for regular classification, or neutral. 
In contrast, the multi-label case allows each word to be relevant to 0, 1, or more classes. 
For instance, a single word may contribute to the classification of an edit as both racist 
and containing swear words. As we are interested in understanding the meaning of norm 
violations, the experiments focused only on interpretability data for these cases. Thus, we 
consider 639 edits (the complete violation dataset) for interpretability. Finally, we use the 
Transformers Interpret library for our experiments.7

5  Results and discussion

This section presents the results of using an ensemble of FNN to address tabular-related 
tasks and PLMs to address text-related tasks, considering the context of Wikipedia arti-
cle edits. In this domain, the community defines norm-violating behavior as “vandalism”. 
Additionally, we show words of an edit that contribute to the PLMs’ outputs in binary and 
multi-label settings.

Fig. 4  Overall Recall for the Mini-Batch and Online cases with no concept drift

7 pypi.org/project/transformers-interpret/
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5.1  Tabular scenario

5.1.1  Experiment 1—No concept drift

Figure 4 and Table 3 describe the overall recall score for the algorithms when applied 
to the first experiment (no concept drift). The learning curves for both approaches are 
similar, and the Wilcoxon Signed-Rank Test (Table 5) attests to this similarity. The null 
hypothesis is not rejected. Thus, there is no statistically significant difference between 
mini-batch and online learning for overall recall. Although similar in this case, the algo-
rithms differ when explicitly dealing with vandalism instances. Table  4 presents how 

Fig. 5  Vandalism Recall for the Mini-Batch and Online cases with no concept drift

Table 3  Summary of mini-batch and online learning performance results applied to the tabular Wikipedia 
article edits dataset

The highest performance values are given in bold
Three settings are considered: (1) dataset with no concept drift (Original); (2) dataset with concept drift, 
swap of the class label; and (3) dataset with only the data that suffered the change (Re-Label)

Dataset Method Recall±Std Regular recall±Std Vandalism recall±Std

Original Mini-Batch 0.9023±0.0097 0.8971±0.0091 0.9075±0.0219
Online 0.8959±0.0088 0.9297±0.0094 0.8622±0.0164

Concept Drift Mini-Batch 0.8679±0.0280 0.87085±0.0120 0.8651±0.0597
Online 0.8408±0.0259 0.9025±0.0319 0.7792±0.0674

Re-label Mini-Batch 0.8708±0.0120 X X
Online 0.9277±0.0284 X X
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mini-batch learning is faster, requiring less time to complete the training process since 
it executes the calculations on a batch of data instead of repeating this process for each 
data point individually.

Considering the data in Table 3 and the learning curves in Fig. 5, we can infer that 
the mini-batch algorithm outperforms the online algorithm in correctly classifying 

Table 4  Summarized comparison 
between the training time of 
mini-batch and online learning

The best training time is given in bold
The number of processed edits is 512 (batch size)

Measurement Mini-batch±Std Online±Std

Training time (s) 4.0947±0.7032 10.4159±0.9021

Table 5  Summarized comparison 
between the recall performance 
of mini-batch and online learning

The paired Wilcoxon Signed-Rank Test is used to obtain the P-values. 
The learning approaches are compared after the model processes 512 
edits. We use the performance results obtained from the cross-valida-
tion procedure. The null hypothesis is that the samples were drawn 
from the same distribution. Critical value � = 0.05

Dataset P-values

Overall Regular Vandalism

Original 0.2754 0.0039 0.0058
Concept drift 0.1308 0.0273 0.0371
Re-label 0.0019 X X

Fig. 6  Overall Recall for the Mini-Batch and Online cases in the presence of concept drift
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vandalism edits. Additionally, the instability properties in the online case are affected 
by the training approach (since it considers only one point at a time) and the resampling 
strategy used [54, 102, 103].

5.1.2  Experiment 2—presence of concept drift

The results of the second experiment, depicted in Fig.  6 and Table 3, reveal the overall 
recall for the scenario involving concept drift. The mini-batch performs significantly bet-
ter during most parts of training (until around 12.000 processed instances). The reason is 
that the introduction of concept drift causes a higher variation and instability in the online 
learning algorithm, leading to a slower improvement in performance and a need to process 
additional data points to stabilize the learning process. However, towards the end of the 
training procedure, both methods have similar overall performance, with no significant dif-
ference (Table 5).

Since we are working with an imbalanced dataset, comparing the results of overall and 
vandalism cases is essential, as failure to do so may result in misleading conclusions. In 
such a context, the online learning approach prioritizes the classification of the majority 
class, leading to an overestimation of performance through increased overall values. Fig-
ure 7 presents the learning curve specifically for vandalism classification, in which mini-
batch significantly outperforms the online approach (Table  5). As in other cases, online 
learning is more unstable, suffering from a significant drop in performance as we introduce 
concept drift.

Figure 8 presents the recall specifically for the data that suffered the swap of the class 
label (which we will refer to as the Re-label dataset in Table 3). When we incorporate 
the simulated feedback, the framework’s performance decreases due to introducing new 
information. However, as more data becomes available and the framework incrementally 

Fig. 7  Vandalism Recall for the Mini-Batch and Online cases in the presence of concept drift
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trains the ML models, the ensemble adapts to the new community view by learning that 
specific article edits should no longer be classified as vandalism. Table  5 shows that 
the online learning algorithm performs significantly better in this case (however, it still 
presents instability properties). The bias towards the majority class impacts the perfor-
mance of the online algorithm since we increase the imbalance ratio by changing the 
classification label from vandalism to regular behavior.

To summarize, Table  3 presents performance information of each approach in the 
considered datasets, and Table  4 presents the time required for the training proce-
dure, showing that mini-batch learning is more efficient than online learning. Table 5 
describes the results of the Wilcoxon Signed-Rank Test, which compares the perfor-
mance of the proposed approaches. The null hypothesis is that the samples were drawn 
from the same distribution, and the critical value � = 0.05. Results show that the mini-
batch approach is more suitable for classifying vandalism edits, offering stable perfor-
mance, and adapting quickly to concept drift. In comparison, the online approach pre-
sents a bias toward the majority class and, consequently, in our concept drift case, a 
bias toward the changed data. Besides, this approach significantly drops in performance 
when classifying vandalism edits. Here, we note the need to investigate further and 
explore the effects of different imbalance strategies combined with the incorporation of 
community feedback on the algorithm performance since the online approach can learn 
the new concept, but at the cost of the performance in the minority class.

Finally, it is possible to conclude that both approaches are suitable for learning the 
meaning of norm violation in the context of an online community for the tabular sce-
nario. Mini-batch offers more stability, better performance at vandalism detection, and 
faster training since it needs to process a smaller number of instances to solve a task. 
On the other hand, online learning offers the flexibility of updating the model as soon as 

Fig. 8  Re-Label Recall for the Mini-Batch and Online cases, vandalism edits re-labeled to regular edits
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data is made available, with no need to maintain and create data blocks while keeping 
an acceptable classification performance. Thus, the choice of approach must consider 
the community’s requirements.

5.2  Text scenario

Here we present the results related to the application of RoBERTa and DistilBERT to 
detect vandalism in Wikipedia article edits. Additionally, we present the interpretability 
results for the binary and multi-label classification tasks.

5.2.1  Experiment 1—binary classification

Figure 9 shows the graph that describes the recall score (detailed in Table 6) for RoBERTa 
and DistilBERT when applied to the vandalism classification task. According to the Wil-
coxon Signed-Rank Test in Table 8, the results show no significant difference between the 
two models. However, it is worth noting that RoBERTa presents a high standard devia-
tion, which may be attributed to the small size of the dataset and a large number of train-
able parameters (125 M) in the model. This behavior highlights how the presentation of 
data (different runs of the 2x5-folder cross-validation) affects the fine-tuning process and 
RoBERTa’s performance. In contrast, DistilBERT (which has approximately 66 M train-
able parameters) presents a more stable performance across the different executions of the 
experiments, dealing with a less complex language model architecture that is especially 
useful for our small dataset settings.

Figure 10 and Table 6 show the time required to fine-tune RoBERTa and DistilBERT. 
We can see a significant difference between the models, with DistilBERT requiring less 
time to complete the fine-tuning process. This superiority is attested by the Wilcoxon 
Signed-Rank Test, which yields a p-value of 0.0019, indicating a statistically significant 
difference at level � = 0.05 . Like the performance case analyzed above, the PLMs’ size 
also interferes with training time. DistilBERT is smaller, with fewer parameters. Thus, it 

Fig. 9  Vandalism Recall for RoBERTa and DistilBert
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takes less time to complete the whole process. The standard deviation of the results reflects 
the limited computational resources available for fine-tuning these models.

Fig. 10  Training time for RoBERTa and DistilBERT to classify vandalism. Binary task

Table 6  Summary of the 
performance results of RoBERTa 
and DistilBERT applied to the 
Wikipedia article edits dataset, 
binary task

The highest performance values and best training time are given in 
bold
We consider the task of classifying an edit as regular or vandalism 
behavior. We also present the total training time in seconds to process 
1024 edits (batch size)

Measurement RoBERTa±Std. DistilBERT±Std.

Vandalism recall 0.8741±0.1294 0.9221±0.0380
Regular recall 0.9906±0.0073 0.9946±0.0026
Training time (s) 221.22±42.300 142.54±40.740

Table 7  Summary of the 
performance results of RoBERTa 
and DistilBERT applied to the 
Wikipedia article edits dataset in 
the multi-label case

The highest performance values and best training time are given in 
bold
Here we consider the task of classifying a vandalism edit specifically 
to the class or classes of interest. We also present the total training 
time in seconds to process 256 edits (batch size)

Violation RoBERTa±Std. DistilBERT±Std.

Swear 0.7475±0.1140 0.8180±0.1047
Insult and ableism 0.7802±0.1172 0.7553±0.0886
Sexual harassment 0.8367±0.0662 0.8131±0.0759
Racism 0.6285±0.2054 0.7523±0.1594
LGBTQIA+ Attack 0.8854±0.0580 0.8670±0.0797
Misogyny 0.7242±0.1271 0.5811±0.1838
Training time (s) 294.50±30.134 136.97±10.922
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Table 8  Summarized comparison 
between the recall performance 
of RoBERTa and DistilBERT

The Wilcoxon Signed-Rank Test is used to obtain the P-values. The 
null hypothesis is that the samples were drawn from the same distribu-
tion. Critical value � = 0.05

Dataset P-values

Regular Violation

Complete 0.1309 0.6250
Swear X 0.1134
Insult and ableism X 0.4316
Sexual harassment X 0.3571
Racism X 0.0632
LGBTQIA+ attack X 0.4055
Misogyny X 0.0407

Fig. 11  Recall scores for the violation classes: Swear, Insult and Ableism, Sexual Harassment, Racism, 
LGBTQIA+ Attack, and Misogyny
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5.2.2  Experiment 2—multi‑label classification of vandalism

This section presents the evaluation of RoBERTa and DistilBERT applied to the multi-
label classification task. We aim to categorize vandalism considering the six classes 
mapped for hate speech in Wikipedia, e.g., Swear, Insult and Ableism, Sexual Harassment, 
Racism, LGBTQIA+ Attack, and Misogyny. In the investigated use case, hateful content 
can attack different individuals and groups at the same time. For instance, in a single sen-
tence, a community member can utter insults based on a person’s ethnicity and sexual ori-
entation. Thus, our proposed framework must be able to identify when these violations 
occur simultaneously.

Figure 11 presents the recall scores (detailed in Table 7) for each class in the context 
of our use case, which involves handling only vandalism data. As each class consists of 
a small number of edits, our approaches exhibit a higher variation in the recall scores for 
the 2x5-fold cross-validation experiments. Concerning performance values, the learning 
curves for both PLMs are similar, attested by the Wilcoxon Signed-Rank Test (Table 8). 
The only significant difference is the Misogyny class, in which RoBERTa outperforms Dis-
tilBERT. This class occurs in only 8,76% of the violation instances and presents the lowest 
performance score for both models, especially for DistilBERT. To address this issue, future 
work shall focus on cross-community learning to enhance the model’s performance by lev-
eraging the fine-tuning process with data from different communities.

Finally, Fig. 12 shows the training time needed for the multi-label task. Similar to the 
binary case, the DistilBERT model has a significantly faster fine-tuning process, as attested 
by the Wilcoxon Signed-Rank Test with a p-value of 0.0019 (below the critical value 
� = 0.05 ). We use a batch size of 256 vandalism edits for the multi-label, trained over three 
epochs. On a smaller scale, the same behavior regarding the spread in training time, as seen 
for the binary case, can also be observed here.

Fig. 12  Training time for RoB-
ERTa and DistilBERT to classify 
the violation classes. Multi-label 
task

Fig. 13  The local interpretation of a specific edit considering the DistilBERT model in the multi-label case. 
The label considered is SWEAR. The relevance score is calculated using Integrated Gradient (Sect. 2.4)
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5.2.3  Interpretability—binary and multi‑label cases

This experiment investigates which words of an edit affect the output of the PLMs. For 
that, we present three different pieces of information. One describes the relevant words 
for a specific vandalism edit, as depicted in Figs.  13 and  14. Our framework calculates 
the relevant values using the Integrated Gradients (IG) algorithm (Sect. 2.4). The second 
describes a summarization of words usually associated with a specific (Swear) violation 
class and their frequency in our complete training dataset, as depicted in Figs. 15 and 16.8 
Lastly, Figs. 17 and 18 present the summarization of words usually associated with vandal-
ism behavior in general. The sum of scores considers the local relevance calculated using 
IG. With this, we aim to give an overall view of the meaning of hate speech in our domain.9

To describe local interpretation, we analyze Figs. 13 and 14 for DistilBERT and RoB-
ERTa, respectively. The vandalism class considered here is Swear.10 For local interpreta-
tions, the stronger the green shade, the higher the highlighted word’s relevance score. On 
the other hand, the stronger the shade of red, the more significant the influence of the high-
lighted word on decreasing the vandalism confidence (classification as non-Swear).

One crucial aspect is that the relevance of certain words may vary depending on the 
model. Let us consider the word “man” in Figs. 13 and 14. For RoBERTa, it is relevant to 
the model’s classification. However, for DistilBERT, this word has no importance since it 
contains a neutral score. There are two main reasons for this variation. First, while RoB-
ERTa prioritizes performance accuracy, DistilBERT was built to be smaller, faster, and 
cheaper. Hence, their architectures differ, and individual words affect the classification 
results differently. Second, they employ different tokenization processes and vocabularies, 
influencing how each PLM encodes words in the input layer. For instance, in DistilBERT’s 
tokenization process, the word “nerd” is split into two “ne” and “rd”. In contrast, RoB-
ERTa’s tokenization handles the complete word with no modification. This difference is 
especially critical for our hate speech use case since these PLMs do not initially map most 
terms associated with this behavior.

Besides local interpretations, it is also interesting to describe the summary of words 
related to specific hate speech classes. As discussed earlier, each edit may contain more 
than one vandalism class (people may express hatred towards various groups or individu-
als). Therefore, it is essential to understand the words associated with each hate speech 

Fig. 14  The local interpretation of a specific edit considering the RoBERTa model in the multi-label case. 
The label considered is SWEAR. The relevance score is calculated using Integrated Gradients (Sect. 2.4)

8 “Appendix 1” presents the relevance score for all the other vandalism classes.
9 To clarify, the sum of scores is not a global interpretation of our model but rather a summary of local 
interpretations.
10 “Appendix 2” presents local interpretability examples for all other vandalism cases.
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class. Figures 15 and 16 present the terms with the highest sum of relevance score for the 
Swear class. From the top 20 relevant words, DistilBERT and RoBERTa disagree on six. 
Additionally, some relevant words do not align with our understanding of the Swear class, 
such as “307” and “s”. Identifying these words demonstrates another advantage of incor-
porating interpretability. With this information, community members have a visualization 
tool to identify when a model follows faulty logic since it considers influential words that 
are not coherent with their understanding.

Fig. 15  The global sum of relevance score for the top 20 words considering the DistilBERT model in the 
multi-label case. The label considered is Swear. Besides, we also present the frequency in which a word 
appears in the dataset used for training. The relevance score is calculated using IG (Sect. 2.4)
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The last part of our interpretation is in Figs. 17 and 18. These graphs summarize the 
words usually associated with vandalism behavior for the binary classification task. As 
expected for hate speech in general, the words in the community dataset are insulting 
and related to cyberbullying. Both models consider similar words relevant for detecting 
vandalism. However, they disagree on the assessment of six of them. This discrepancy 

Fig. 16  The global sum of relevance score for the top 20 words considering the RoBERTa model in the 
multi-label case. The label considered is Swear. Besides, we also present the frequency in which a word 
appears in the dataset used for training. The relevance score is calculated using IG (Sect. 2.4)
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in scores (higher or lower) does not necessarily indicate a lack of relevance. Instead, 
it reflects the differences in the internal mechanisms (different numbers of transformer 
layers and embeddings) of the PLMs. For instance, in DistilBERT, the word with the 
highest global sum of relevance scores is “gay”, while RoBERTa presents “fuck” with 
the highest scores. These findings highlight how the two PLMs solve this task.

Fig. 17  The global sum of relevance score for the top 20 words considering the DistilBERT model. 
Besides, we also present the frequency in which a word appears in the dataset used for training. The rel-
evance score is calculated using Integrated Gradients (Sect. 2.4)
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6  Literature review

This section presents related work to the research reported in this paper. Specifically, we 
cite literature focusing on detecting detrimental behavior in online communities using 
Machine Learning (ML). The idea is to present different approaches that deal with this 
issue in other communities, highlighting the importance of research in the field. For exam-
ple, Risch and Krestel [81] describe several Deep Learning (DL) approaches to deal with 
toxic comments. In [6], the authors use Natural Language Processing (NLP), ML, and 

Fig. 18  The global sum of relevance score for the top 20 words considering the RoBERTa model. Besides, 
we also present the frequency in which a word appears in the dataset used for training. The relevance score 
is calculated using Integrated Gradients (Sect. 2.4)
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feature representation techniques as the basis to build a solution that handles hate speech. 
Chandrika et  al. [20] report and compare the application of several ML algorithms to 
detecting abusive comments online, with Neural Network (NN) presenting better results 
than other approaches. We also focus on works that deal with incremental learning in an 
environment with concept drift and imbalanced dataset [35, 56, 80]. Gama et al. [35], and 
Lu et al. [56] present surveys on concept drift, with different applications to solve this chal-
lenge in several domains, while Ren et al. [6] build an ensemble to deal with imbalanced 
dataset and concept drift using a sampling strategy that considers previously seen data to 
enhance the current minority set. Lastly, we present works that handle interpretability in a 
text classification context, demonstrating how this technique has been used to improve user 
interaction in such domains [14, 77, 100].

6.1  Norm violation detection

Previous works have also focused on the Wikipedia online community to detect norm vio-
lations. Anand and Eswari [8] apply Deep Learning to classify a comment as abusive or 
not based on a dataset from the talk page edit. Freitas dos Santos et al. [34] use the Logistic 
Model Tree to learn the meaning of norm violation. Additionally, they provide a taxonomy 
that describes the relationship between the features of an action. However, these differ from 
our research because they do not cope with concept drift and do not incorporate commu-
nity feedback to update their models.

Cheriyan et al. [22] present a work that explores ML to detect norm violations in the 
Stack Overflow (SO) community. As in our work, Cheriyan et  al. [22] use specific data 
about the context of the SO community to train the ML models. In this case, instead of 
article edits, Cheriyan et  al. [22] analyze comments posted on the site. The presence of 
hate speech and abusive language defines the violation. The main difference is our focus on 
applying an incremental learning approach to continuously update the ML models, while 
Cheriyan et  al. [22] focus on using a recommendation system to detect and recommend 
alternatives to the community members’ posts. Continuing their work, in [23], the authors 
expand their solution to incorporate the detection of offensive language in four different 
Software Engineering (SE) communities. They consider three violation classes, personal, 
racial, and swearing. Other ML techniques were also evaluated, ranging from Random For-
est and Support Vector Machines to BERT-based language models, which present the best 
classification performance. Unlike our work, Cheriyan et al. [22, 23] use TF-IDF Vector-
izer to obtain features, while the community provides our attributes [34].

Using an approach that applies ensemble learning to help in the task of comment mod-
eration in Reddit, Chandrasekaran et  al. [19] created a system that uses the concept of 
cross-community learning to train different ML models on additional data (provided by 
several communities), namely the Crossmod approach. The goal is to detect a violation in 
a specific community by understanding how other communities would classify a particular 
comment. Unlike our proposal, which uses ensemble learning to create ML models with 
balanced portions of the dataset, Crossmod collects information from different communi-
ties to train the ensemble of classifiers. Future work shall investigate incorporating data 
from different communities to leverage norm violation detection in our use case.

Different researchers use BERT-based language models for violation detection in 
text classification tasks. The work by [59] creates an ensemble using transformers-based 
models, SVM, and feature information. Since their application considers the Dutch lan-
guage, BERTje was used, which is explicitly trained on top of Dutch text sentences. The 
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authors used data from comments on Facebook and Twitter to evaluate their approach. 
While Markov et al. [59] mix text and features to solve violation classification tasks, our 
framework tackles them separately, aiming to avoid the need to have a featurization process 
when a community provides text data. For instance, we can tackle hate speech detection 
without defining a set of attributes that encodes a text sentence. Thus our system does not 
require the community members to create these attributes. Intending to detect aggression 
and misogyny, Samghabadi et al. [85] use BERT in a multi-task setting. Their solution first 
classifies an action as not aggressive, covertly aggressive, or overtly aggressive. Then, they 
discover the target of the violation, focusing on the gender of a person or group. Their work 
achieves state-of-the-art performance.

Muslim and Purwarianti [70] investigate the use of offensive language in social media. 
They employ a combination of ensemble and cost-sensitive learning to enhance the perfor-
mance of BERT for this task, divided into three subgroups: a) offensive language identi-
fication; b) automatic categorization of offense types; and c) offense target identification. 
The authors focus on building an ensemble of BERT models to address the issue of high 
variance in small datasets. Similar to other studies on detrimental behavior, the dataset is 
also imbalanced. In contrast to Muslim and Purwarianti [70], which uses cost-sensitive 
learning to evaluate the costs of mistakes made by the model, we employ binary focal loss 
to assess errors in the calculation of the loss function during the training process.

In addition to the comparisons above, we note the potential of our work to contribute 
to another line of research, which focuses on continuously revising norms as agents inter-
act [18, 27, 66]. For instance, Dell’Anna et al. [27] propose the Data-Driven Norm Revi-
sion (DDNR) approach that relies on previously obtained knowledge of whether individual 
actions violate a norm or not. DDNR requires access to labeled data acquired from auto-
mated (or manual) classification processes, which is precisely the type of information our 
approach provides. In this context, our framework complements DDNR’s strategy by ena-
bling the identification of multiple classes of norm violations occurring simultaneously and 
handling text-based scenarios.

6.2  Incremental learning

Regarding the use of incremental learning in a setting with a class distribution that is 
highly imbalanced, the work by Lebichot et al. [50] builds a solution capable of detecting 
credit/debit card frauds. Like our use case, these transactions have a sequential nature, are 
highly imbalanced, and present concept drift. The proposed approach in [50] reports better 
results than the traditional offline learning approaches. To enhance incremental learning, 
Lebichot et  al. [50] use ensemble learning to reduce variance and improve stability. At 
the same time, transfer learning deals with information learned in a different task. One 
difference in our approach is that we use an active process to detect concept drift, better 
suited to deal with major changes in time. Lebichot et al. [50], on the other hand, apply a 
passive strategy to concept drift since, in their domain, several concept drifts happen daily. 
Another major difference is the way to deal with an imbalanced dataset. While we use an 
ensemble, their work uses parameter tuning of a dense neural network model. In this case, 
the models that compose the ensemble are independently trained. The final output is the 
average of the probability scores.

In their work, Zeng et al. [54] present an incremental learning approach that emphasizes 
misclassified instances in the update procedure of the models that compose the ensem-
ble (DUE). Another interesting characteristic of DUE is that it keeps a limited number 
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of classifiers in the ensemble to ensure efficiency. Like our work, DUE uses an ensem-
ble to handle data imbalance without needing to access past data. The oversampling tech-
nique used in [54] is the SMOTE, while we oversample by duplication. A key distinction 
between our approaches is the inclusion of a feedback component that uses data provided 
by the community to emphasize instances with a swap of class labels, i.e., we duplicate 
edits that receive feedback from community members, which works to update our frame-
work on a new community view.

Zhang et al. [111] introduce an ensemble framework to handle concept drift in an imbal-
anced dataset context, the Resample-based Ensemble Framework for Drifting Imbalance 
Stream (RE-DI). This approach employs a resampling buffer to keep instances of the 
minority class, enabling the framework to handle the class distribution over time. Addi-
tionally, ensemble members that perform poorly in the minority class receive less weight. 
RE-DI incorporates a long-term static classifier to handle gradual changes and a set of 
dynamic classifiers to address sudden concept drift, which only considers recently received 
data. The framework dynamically creates these classifiers using a block-based method, 
chosen due to their ability to be updated incrementally and their strong initialization power. 
The goal is for these dynamic classifiers to learn the most recent concepts by the end of the 
training process. While RE-DI employs a buffer (using past information). We oversample 
to emphasize the minority class and undersample to decrease the influence of the majority 
class.

6.3  Interpretability

Different approaches to handling interpretability exist, Atanasova et al. [11] present a com-
parison of interpretability methods applied to several ML models. Besides, competitions 
are also common in the field, providing interesting solutions to the problem [28, 51, 84].

In their work, Xiang et al. [106] propose an approach to enhance the interpretability of 
PLMs. Unlike our work, the authors compute the relevance of each word’s contribution to 
the output of a text and use max pooling to aggregate these values to determine the over-
all relevance of an entire sentence. To evaluate the effectiveness of this approach, Xiang 
et al. [106] conducted a user experiment, discovering that the explanations generated by 
their method outperform those produced by inherently interpretable models (e.g., Logistic 
Regression). Future work shall evaluate the differences between IG and the proposal in 
[106], focusing on analyzing how the understanding of norm violation differs depending on 
the interpretability algorithm.

Interpretability is also relevant in the health domain. Novikova and Shkaruta [74] use 
BERT to detect depression marks in text. While Wawer et al. [87] present an approach to 
detect objective markers of schizophrenia, showing parts of the text that are usually associ-
ated with this disorder. They used a perturbation method (LIME) to explain the output of a 
PLM, namely ElMo. In their investigation, the goal is to identify patients and healthy indi-
viduals. The use of interpretability provides additional information about the words usually 
associated with patient behavior. For instance, spiritual words are sometimes connected to 
non-healthy behavior, while work and professional words indicate healthy behavior.

The relationship between interpretability and PLMs can also be beneficial for low-
resource languages, characterized by a scarcity of labeled data and language models [42, 
92]. In [46], the authors present a study that applies an interpretability approach to the 
investigation of hate speech in Bengali, focusing on political, personal, geopolitical, and 
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religious hate targets. In contrast to our work, their approach uses the Layer-wise Rele-
vance Propagation (LRP) technique to obtain interpretations when hate speech is detected.

Some researchers also use interpretability to simulate and evaluate how ML models 
behave in an adversarial attack situation [7, 53, 108], in which small perturbations to the 
input can significantly degrade model performance. In addition, other works focus on lev-
eraging cross-domain interactions. Hossam et  al. [41] present a model that learns using 
data from a similar domain, extracting relevant features. Their assumption for creating this 
substitute model is that text structures are similar across different domains (such as reviews 
of movies and restaurants). A possible future direction is to investigate cross-domain inter-
actions, focusing on getting relevant information about violating behavior from different 
communities and understanding their evolving meanings.

7  Conclusion and future work

In this work, we propose mechanisms that support normative systems to learn from the 
interactions and feedback of agents (human or artificial) to determine what is considered a 
norm violation. Our framework handles norms whose meanings may change, such as hate 
speech or acceptable response times. To demonstrate the effectiveness of our approach, 
we conduct experiments in tabular and text scenarios. We employ an ensemble of classi-
fiers in tabular tasks, while in text classification tasks, we use the Pre-trained Language 
Model (PLM). Both approaches incorporate incremental learning techniques to continu-
ously adapt to the evolving community view.

We evaluate our approach in the Wikipedia article editing task. Specifically, we focus on 
two challenges that emerge in such domains, the imbalanced nature of the dataset and the 
adaptation to the changing community view on the meaning of norm violation. Thus, our 
main contributions are: (1) incorporating feedback data (to be collected from a real online 
community in the future) to update the machine learning model as interactions unfold; 
and (2) using interpretability to enhance a community understanding of norm-violating 
behavior.

In the context of tabular tasks, we start evaluating the algorithms in the case with no 
concept drift, which focuses on learning the meaning of norm violation. Following this 
step, we evaluate our approach in a context with concept drift, specifically the drift due to 
the swap of class labels. For this experiment, we highlight the need for feedback from com-
munity members to enhance our framework’s performance. However, as we do not have 
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access to real feedback from community members, we use a simulation strategy to cre-
ate different subgroups of the violation dataset and change their labels. This simulation 
assumes that the feedback is consistent since we are grouping similar edits. Thus, our inter-
pretation of the results naturally comes from this consistency.

For the text classification tasks, we evaluate RoBERTa and DistilBERT in two different 
settings. First, we run experiments for the binary case, in which both PLMs should learn 
whether an article edit is a violation. Second, we evaluate the PLMs to solve a multi-label 
task, aiming at learning the specific hate speech classes in an article edit. Since we han-
dle text data directly in these cases, we incorporate an interpretability component into our 
framework.

Results show that our proposal can learn the meaning of norm violations in an online 
community considering different scenario requirements. While ensemble and incremental 
learning can efficiently handle imbalanced datasets and continuously adapt to concept drift, 
DistilBERT and RoBERTa incorporate prior language knowledge to leverage the learning 
process of hate speech in our specific domain. Through interpretability analysis, we could 
examine the community’s description of non-acceptable behavior and identify the most rel-
evant words in the dataset usually associated with norm violation, providing a summary 
view of this concept.

Finally, as we argue that feedback from community members can provide informa-
tion on how a community understands norm violations, future work shall focus on get-
ting real feedback. This is not only interesting because of feedback collection but also 
from the point of view of how the community members will agree on the definition of 
norm violation. Additionally, for the ensemble of classifiers to decide if an action is a 
norm violation, we will investigate the adoption of different strategies, from a simple 
voting scheme (used in this paper) to something more complex as deliberation. For 
future interpretation, our work shall investigate the global interpretability of ML mod-
els. We plan to use this information as a resource to explain concept drift and how vio-
lation-related words change as community members interact. To validate our approach, 
user experiments shall be conducted.

Appendix 1: Global sum of relevance scores for all violation classes

See Figs. 19, 20, 21, 22, 23, 24, 25, 26, 27, 28.
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Fig. 19  The global sum of relevance score for the top 20 words considering the DistilBERT model in the 
multi-label case. The label considered is INSULT AND ABLEISM. Besides, we also present the frequency 
in which a word appears in the dataset used for training. The relevance score is calculated using Integrated 
Gradients (Sect. 2.4)
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Fig. 20  The global sum of relevance score for the top 20 words considering the RoBERTa model in the 
multi-label case. The label considered is INSULT AND ABLEISM. Besides, we also present the frequency 
in which a word appears in the dataset used for training. The relevance score is calculated using Integrated 
Gradients (Sect. 2.4)
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Fig. 21  The global sum of relevance score for the top 20 words considering the DistilBERT model in the 
multi-label case. The label considered is SEXUAL HARASSMENT. Besides, we also present the frequency 
in which a word appears in the dataset used for training. The relevance score is calculated using Integrated 
Gradients (Sect. 2.4)
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Fig. 22  The global sum of relevance score for the top 20 words considering the RoBERTa model in the 
multi-label case. The label considered is SEXUAL HARASSMENT. Besides, we also present the frequency 
in which a word appears in the dataset used for training. The relevance score is calculated using Integrated 
Gradients (Sect. 2.4)
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Fig. 23  The global sum of relevance score for the top 20 words considering the DistilBERT model in the 
multi-label case. The label considered is RACISM. Besides, we also present the frequency in which a 
word appears in the dataset used for training. The relevance score is calculated using Integrated Gradients 
(Sect. 2.4)
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Fig. 24  The global sum of relevance score for the top 20 words considering the RoBERTa model in the 
multi-label case. The label considered is RACISM. Besides, we also present the frequency in which a 
word appears in the dataset used for training. The relevance score is calculated using Integrated Gradients 
(Sect. 2.4)
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Fig. 25  The global sum of relevance score for the top 20 words considering the DistilBERT model in the 
multi-label case. The label considered is LGBTQIA+ Attack. Besides, we also present the frequency in 
which a word appears in the dataset used for training. The relevance score is calculated using Integrated 
Gradients (Sect. 2.4)
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Fig. 26  The global sum of relevance score for the top 20 words considering the RoBERTa model in the 
multi-label case. The label considered is LGBTQIA+ Attack. Besides, we also present the frequency in 
which a word appears in the dataset used for training. The relevance score is calculated using Integrated 
Gradients (Sect. 2.4)



 Autonomous Agents and Multi-Agent Systems (2023) 37:38

1 3

38 Page 48 of 57

Fig. 27  The global sum of relevance score for the top 20 words considering the DistilBERT model in the 
multi-label case. The label considered is MISOGYNY. Besides, we also present the frequency in which a 
word appears in the dataset used for training. The relevance score is calculated using Integrated Gradients 
(Sect. 2.4)
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Appendix 2: Local interpretation examples for all violation classes

See Figs. 29, 30, 31, 32, 33, 34, 35, 36, 37, 38.

Fig. 28  The global sum of relevance score for the top 20 words considering the RoBERTa model in the 
multi-label case. The label considered is MISOGYNY. Besides, we also present the frequency in which a 
word appears in the dataset used for training. The relevance score is calculated using Integrated Gradients 
(Sect. 2.4)
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Fig. 29  The local interpretation of a specific edit considering the DistilBERT model in the multi-label case. 
The label considered is INSULT AND ABLEISM. The relevance score is calculated using Integrated Gra-
dients (Sect. 2.4)

Fig. 30  The local interpretation of a specific edit considering the RoBERTa model in the multi-label case. 
The label considered is INSULT AND ABLEISM. The relevance score is calculated using Integrated Gra-
dients (Sect. 2.4)

Fig. 31  The local interpretation of a specific edit considering the DistilBERT model in the multi-label case. 
The label considered is SEXUAL HARASSMENT. The relevance score is calculated using Integrated Gra-
dients (Sect. 2.4)

Fig. 32  The local interpretation of a specific edit considering the RoBERTa model in the multi-label case. 
The label considered is SEXUAL HARASSMENT. The relevance score is calculated using Integrated Gra-
dients (Sect. 2.4)
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Fig. 33  The local interpretation of a specific edit considering the DistilBERT model in the multi-label case. 
The label considered is RACISM. The relevance score is calculated using Integrated Gradients (Sect. 2.4)

Fig. 34  The local interpretation of a specific edit considering the RoBERTa model in the multi-label case. 
The label considered is RACISM. The relevance score is calculated using Integrated Gradients (Sect. 2.4)

Fig. 35  The local interpretation of a specific edit considering the DistilBERT model in the multi-label case. 
The label considered is LGBTQIA+ Attack. The relevance score is calculated using Integrated Gradients 
(Sect. 2.4)

Fig. 36  The local interpretation of a specific edit considering the RoBERTa model in the multi-label case. 
The label considered is LGBTQIA+ Attack. The relevance score is calculated using Integrated Gradients 
(Sect. 2.4)
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