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Abstract
We have carried out the traditional analysis of a set of dynamic breakthrough experiments on the CO

2
/He system adsorbing 

onto activated carbon by fitting a 1D dynamic column breakthrough model to the transient experimental profiles. We have 
quantified the uncertainties in the fitted model parameters using the techniques of Bayesian inference, and have propa-
gated these parametric uncertainties through the dynamic model to assess the robustness of the modelling. We have found 
significant uncertainties in the outlet mole fraction profile, internal temperature profile and internal adsorption profiles of 
approximately ±15% . To assess routes to reduce these uncertainties we have applied a global variance-based sensitivity 
analysis to the dynamic model using the Sobol method. We have found that approximately 70% of the observed variability 
in the modelling outputs can be attributed to uncertainties in the adsorption isotherm parameters that describe its tempera-
ture dependence. We also make various recommendations for practitioners, using the developed Bayesian statistical tools, 
regarding the choice of the isotherm model, the choice of the fitting data for the extraction of system specific parameters and 
the simplification of the wall energy balance.

Keywords  Adsorption · Dynamic column breakthrough · Uncertainty quantification · Sensitivity analysis · Bayesian 
inference · Sobol indices

Nomenclature
A	� cross-sectional area of column [m2]
b1	� adsorption equilibrium constant of site 1 [m3 

mol−1]
b2	� adsorption equilibrium constant of site 2 [m3 

mol−1]
b0,1	� reference adsorption equilibrium constant of site 

1 [m3 mol−1]
b0,2	� reference adsorption equilibrium constant of site 

2 [m3 mol−1]
c	� concentration [mol m −3]
Cp,g	� heat capacity of gas [J kg−1 K −1]
Cp,a	� heat capacity of adsorbed phase [J kg−1 K −1]
Cp,w	� heat capacity of wall [J kg−1 K −1]
Cp,s	� heat capacity of solid [J kg−1 K −1]
Cp,air	� heat capacity of air [J kg−1 K −1]

D	� dataset
Dm	� molecular diffusivity [m2 s −1]
DL	� longitudinal dispersion coefficient [m2 s −1]
f	� probability density function [-]
fin	� inlet volumetric flowrate [ccm]
F	� cumulative distribution function [-]
Jq	� objective function for fitting isotherm model 

[mol2 kg−2]
JT	� objective function for fitting dynamic model 

[K2]
hin	� inside heat transfer coefficient [W m −2 K −1]
hout	� outside heat transfer coefficient [W m −2 K −1]
kair	� thermal conductivity of air [J s −1 m −1 K −1]
kf	� film mass transfer coefficient [m s −1]
kg	� thermal conductivity of gas [Btu hr−1 ft−1 F −1]
ks	� thermal conductivity of solid [J s −1 m −1 K −1]
Kw	� thermal conductivity of wall [J m −1 K −1 s −1]
k1	� adsorption rate constant for CO2 [s−1]
Kz	� effective thermal conductivity of bed [J s −1 m −1 

K −1]
K0
z
	� effective thermal conductivity of bed at Rep = 0 

[J s −1 m −1 K −1]
L	� length of column [m]
n	� exponent in correlation of [23] [-]
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np	� number of uncertain model parameters [-]
N	� number of grid cells [-] or number of Monte 

Carlo trials [-]
Nburn	� number of Monte Carlo trials in burn-in phase 

[-]
Np	� number of measurements [-]
Np,q	� number of experimental equilibrium data points 

[-]
Np,T	� number of experimental temperature data points 

[-]
Ntot	� total number of Monte Carlo trials [-]
Nu	� Nusselt number [-]
p	� pressure [Pa]
pF	� feed pressure [Pa]
p̄	� non-dimensional pressure [-]
p0	� characteristic pressure [Pa]
P	� probability [-]
Pe	� Peclet number [-]
Pr	� Prandtl number [-]
q1	� amount of CO2 adsorbed [mol kg−1]
q∗
1
	� equilibrium amount of CO2 adsorbed [mol kg−1]

q∗
br

	� equilibrium capacity of bed [mol]
q∗
i,exp

	� ith measurement of equilibrium amount adsorbed 
[mol kg−1]

qs,0	� characteristic amount adsorbed [mol kg−1]
qs,1	� saturation capacity of site 1 [mol kg−1]
qs,2	� saturation capacity of site 2 [mol kg−1]
Qexp∕sim	� quantity Q (measured or simulated)
Qregen	� heat of regeneration [J]
rin	� inside radius of column [m]
rout	� outside radius of column [m]
rp	� particle radius [m]
R	� universal gas constant [m3 K Pa−1 mol−1]
Re	� Reynolds number [-]
Rep	� particle Reynolds number [-]
S1,i	� first-order Sobol index for parameter i [-]
t	� time [s]
tbr	� breakthrough time [s]
tmax	� maximum simulation time [s]
tregen	� regeneration time [s]
T	� temperature [K]
T 	� Owen’s T-function [-]
T̄ 	� non-dimensional temperature [-]
Ta	� ambient temperature [K]
T̄a	� non-dimensional ambient temperature [-]
TF	� feed temperature [K]
T̄F	� non-dimensional feed temperature [-]
Tw	� wall temperature [K]
T̄w	� non-dimensional wall temperature [-]
T
exp

tc 	� experimentally measured temperature [K]
Tsim
tc

	� simulated temperature [K]
T0	� characteristic temperature [K]

u	� velocity of airflow in laboratory [m s −1]
vF	� feed velocity [m s −1]
v0	� characteristic velocity [m s −1]
v̄	� non-dimensional velocity [-]
Vj	� variance attributable to parameter �j [-]
V
avg

j
	� average variance attributable to parameter �j [-]

x1	� non-dimensional amount of CO2 adsorbed [-]
x∗
1
	� non-dimensional amount of CO2 adsorbed at 

equilibrium [-]
y1	� gas-phase mole fraction of CO2 [-]
y1,F	� feed gas-phase mole fraction of CO2 [-]
y1,out	� outlet gas-phase mole fraction of CO2 [-]
YQ	� measure of variability in quantity Q
z	� axial coordinate [m]
Z	� non-dimensional axial coordinate [-]

Greek symbols
�	� skew normal shape parameter
�1	� dimensionless group [-]
�	� numerical stabilisation parameter or skew nor-

mal shape function [-]
ΔTads	� temperature rise [K]
ΔTdes	� temperature drop [K]
ΔU1	� change of internal energy due to adsorption at 

site 1 [J mol−1]
ΔU2	� change of internal energy due to adsorption at 

site 2 [J mol−1]
Δt	� maximum integration time step [s]
�	� bed voidage [-]
�p	� particle voidage [-]
�j	� uncertain model parameter j
�nom
j

	� nominal value of uncertain model parameter j
�
(−)

j
	� lower bound of credibility interval for �j

�
(+)

j
	� upper bound of credibility interval for �j

�	� vector of uncertain model parameters
�∼j	� vector of all uncertain model parameters except 

�j
�
DSL

	� vector of DSL isotherm parameters
�	� dynamic viscosity of gas [kg m −1 s −1 ] or mean 

of skew normal distribution
�air	� dynamic viscosity of air [kg m −1 s −1]
�	� skew normal location parameter
Π1	� dimensionless group [-]
Π2	� dimensionless group [-]
Π3	� dimensionless group [-]
�	� gas-phase density [kg m −3]
�air	� density of air [kg m −3]
�b	� density of packed bed [kg m −3]
�w	� density of wall [kg m −3]
�	� standard deviation of distribution of errors
�1	� dimensionless group [-]
�	� non-dimensional time [-]
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�br	� non-dimensional breakthrough time [-]
�p	� intra-pellet tortuosity [-]
�	� dimensionless group [-]
�	� skew normal scale parameter
�1	� molecular weight of CO2 [kg mol−1]
�2	� molecular weight of He [kg mol−1]
�air	� molecular weight of air [kg mol−1]
Ω1	� dimensionless group [-]
Ω2	� dimensionless group [-]
Ω3	� dimensionless group [-]
Ω4	� dimensionless group [-]

1  Introduction

Gas-phase separations by adsorption underpin many 
important industrial processes, including oxygen purifi-
cation, hydrogen production and carbon capture [1–3]. 
The model-based design and optimisation of adsorption 
separations depends on the validation of detailed numeri-
cal models against results obtained in the laboratory from 
dynamic column breakthrough (DCB) experiments. In a 
DCB experiment, a small column packed with pellets of an 
adsorbent material is used to adsorb a feed gas. During the 
dynamic adsorption process, the outlet gas composition and 
volumetric gas flow rate, the internal temperature (at one 
or more locations) and the internal adsorption profiles can 
all be measured as functions of time [4–6]. The dynamic 
adsorption process can be modelled by application of a DCB 
model, in which material and energy balances are solved, 
with respect to time, as a coupled system of partial differen-
tial equations using a finite-volumes numerical scheme [7]. 
The experimental measurements can be used to validate the 
implementation of the DCB model as well as to obtain sys-
tem specific parameters such as the gas-phase longitudinal 
dispersion coefficient, the adsorption rate constant and the 
overall heat transfer coefficients [8].

The process of obtaining these parameters from the data 
generated in DCB experiments inevitably carries a degree 
of uncertainty. This uncertainty can owe to several factors, 
including uncertainties in measurements of the experimental 
data points themselves, any inadequacy of the available experi-
mental conditions in parametrising the physical processes 
described by the model, and any inadequacy of the model itself 
in describing the physical processes taking place in the experi-
ments. Due to the uncertainty present in obtaining the model 
parameters, there will also be uncertainty present in the subse-
quent model predictions. To enable using experimental data to 
validate the numerical model, one must be quite certain of the 
robustness of the modelling in the presence of experimental 

uncertainties. Further to this, in the case where the robust-
ness of the model is found to be insufficient for the chosen 
application, an indication of how to improve the experimental 
procedure to effectively reduce the experimental uncertain-
ties would prove very useful. These techniques would allow 
more confident validation of complex numerical models and 
more effective translation of lab-scale results into industrial 
process design.

The task of analyzing experimental uncertainties to assess 
the robustness of a model can be broken down into two key 
steps. Firstly, there is uncertainty quantification, where the 
uncertainties associated with each of the model parameters 
are extracted based on the relationship between the numerical 
model and the experimental data sets. These uncertainties can 
then be propagated through the model to gain understanding of 
the robustness of the model by observing the resulting variabil-
ity in the model outputs. Secondly, a sensitivity analysis can be 
used to assess the contribution of each individual parametric 
uncertainty to the overall modelling uncertainty. In the scien-
tific literature, there are examples of applications of a well-
established and sophisticated suite of techniques for uncer-
tainty quantification and sensitivity analysis, across a broad 
range of subject areas [9–11]. Bayesian inference has been 
relatively widely studied for the quantification of uncertain-
ties in the prediction of adsorption equilibrium from isotherm 
models [12–14]. This technique has also been demonstrated 
to be effective in the context of prediction of adsorption pro-
cess dynamics [15]. There have been attempts in the literature 
to analyse the sensitivity of adsorption process dynamics to 
various modelling parameters [16]. However, to the best of 
our knowledge, a rigorous global sensitivity analysis of the 
DCB model in the context of experimental uncertainties, for a 
particular laboratory-scale system, is not available in the litera-
ture. In other fields the application of variance-based sensitiv-
ity methods for the evaluation of the Sobol indices of a system 
is a popular technique [17, 18].

In this study, we demonstrate a methodology for integrating 
uncertainty quantification and sensitivity analysis of the DCB 
model. We consider the case of single-component DCB exper-
iments and use Bayesian inference to quantify the amount of 
uncertainty in each of the fitted model parameters. Then, the 
approach of Sobol sensitivity indices (variance-based method) 
is applied in the context of the experimental uncertainties cal-
culated in the previous step. These indices are used to recom-
mend routes to reduce the presence of experimental uncertain-
ties in the modelling results.

In the following, we will briefly discuss the experimental 
protocol and modelling of a DCB system used in one of our 
previous studies [5], which provides the context within which 
we demonstrate our methodological advancement.
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2 � Experiments

The DCB experiments referenced in this study were conducted 
by [5] in a previous study. All data associated with this study 
was available in-house, but a detailed description of the pro-
cedures, materials, methods and results can be found in [5]. In 
this study, we will analyse the uncertainties associated with the 
methodology presented in the prior study to demonstrate the 
general framework of uncertainty quantification and sensitivity 
analysis which can be applied to any given DCB system.

The experiments concerned the CO2/He system adsorbing 
onto a packed bed of activated carbon rods, with CO2 being the 
adsorbable component. A total of three dynamic experiments 
were conducted. In each experiment, an initially regenerated 
packed bed was exposed to a specified volumetric flow of pure 
CO2 . Upon reaching saturation of the packed bed, the flow 
was increased and switched to pure helium, to regenerate the 
bed. Therefore, in each experiment we observed the dynamic 
adsorption process, as well as the corresponding dynamic des-
orption process. This gives a total of 6 data sets with which 
we can analyse the associated modelling uncertainty. In each 
experiment, the transient profiles of outlet composition, outlet 
flow rate, internal temperature and internal adsorption were all 
measured. A full summary of the experimental conditions and 
parameters can be found in Table 1.

3 � Modelling

3.1 � Adsorption equilibrium

The experiments of [5] were accompanied by a set of static 
volumetry measurements of the adsorption equilibrium for 
CO2 adsorbing onto the activated carbon pellets used in the 
dynamic experiments. To describe the adsorption equilib-
rium of the system, we have applied a dual-site Langmuir 
(DSL) isotherm model:

where q∗
1
 is the equilibrium amount adsorbed (mol/kg) of 

component 1 ( CO2 ). The parameters qs,1 and qs,2 are the tem-
perature independent saturation capacities of site 1 and site 
2, respectively. The parameters bi are the adsorption equi-
librium constants for each of the sites and are expressed as 
a function of the system temperature, T, using the van’t Hoff 
equation:

where b0,i and ΔUi are the reference equilibrium constant and 
change in internal energy due to adsorption, respectively, for 
site i. The molar concentration of the gas-phase in Eq. 1 is 
calculated using the ideal gas law:

(1)q∗
1
=

qs,1b1c

1 + b1c
+

qs,2b2c

1 + b2c

(2)bi = b0,i exp (−ΔUi∕RT)

The six parameters of the DSL model (qs,i, b0,i andΔUi,

∀i ∈ {1, 2}) have been obtained by fitting Eq. 1 to the avail-
able volumetry data ( p = 0 − 1 bar, T = 293 − 313 K) using 
the lsqcurvefit routine in MATLAB by solving the following 
optimization problem:

where q∗
i,exp

 is the equilibrium amount adsorbed at conditions 
(pi, Ti) , Np,q is the number of experimental data points and 
�
DSL

 is the vector of DSL isotherm parameters. The resulting 

(3)c =
p

RT

min
�DSL

Jq =

Np,q∑
i=1

(
q∗
1
(pi, Ti) − q∗

i,exp

)2

Table 1   Physical parameters describing the experimental system of 
[5]

Parameter Value Units

Column dimensions
Column length, L 0.286 [m]
Inner column radius, rin 0.00945 [m]
Outside column radius, rout 0.0127 [m]
Feed conditions
Feed pressure, pF 100, 000 [Pa]
Feed temperature, TF 293 [K]
Physical properties
Bed voidage, � 0.456 [−]
Particle voidage, �p 0.59 [−]
Particle radius, rp 1.5 × 10−3 [m]
Molecular diffusivity, Dm 0.605 × 10−5 [m2 s −1]
Intra-pellet tortuosity, �p 3 [−]
Thermal conductivity of wall, Kw 205 [J m −1 K −1 s −1]
Heat capacity of gas, Cp,g 840 [J kg−1 K −1]
Heat capacity of adsorbed phase, 
Cp,a

840 [J kg−1 K −1]

Heat capacity of wall, Cp,w 902 [J kg−1 K −1]
Heat capacity of adsorbent, Cp,s 1040 [J kg−1 K −1]
Heat capacity of air, Cp,air 1012 [J kg−1 K −1]
Ambient temperature, Ta 291.4 [K]
Density of packed bed, �b 435 [kg m −3]
Density of wall, �w 2, 700 [kg m −3]
Dynamic viscosity of gas, � 1.72 × 10−5 [kg m −1 s −1 ]
Dynamic viscosity of air, �air 1.81 × 10−5 [kg m −1 s −1 ]
Thermal conductivity of gas, kg 9.38 × 10−3 [Btu hr−1 ft−1 F −1 ]
Thermal conductivity of air, kair 25.8 × 10−3 [J s −1 m −1 K −1]
Thermal conductivity of adsor-

bent, ks
0.63 [J s −1 m −1 K −1]

Molecular weight of CO2 , �1 0.044 [kg mol−1]
Molecular weight of He, �2 0.004 [kg mol−1]
Molecular weight of air, �air 0.029 [kg mol−1]
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isotherm parameters can be found in Table 2 and the fit of 
the DSL isotherm to the experimental data can be seen in 
Fig. 1. We can see that the DSL model provides an excellent 
description of the experimental data across the full range of 
available temperatures and pressures. In Sect. 4, we will 
describe the approach to quantify the uncertainty associated 
with the isotherm parameters reported in Table 2.

3.2 � Adsorption dynamics

The transient profiles measured in the experiments of [5] 
have been described using a 1D DCB model [5]. The model 
accounts for the compressible, non-isothermal flow of an 

ideal gas mixture containing two components (where one 
component is an inert non-adsorbing gas). The overall 
and component material balances account for the advec-
tion and longitudinal dispersion of the gas-phase. These 
balances are coupled with a solid-phase material balance, 
which expresses the sorption kinetics using the linear driv-
ing force (LDF) model. The pressure drop in the system 
is expressed using Darcy’s law. The material balances are 
solved simultaneously with a set of energy balances for 
both the gas-phase and the column wall. They account for 
several mechanisms of heat transfer, including conduction, 
convection, heat released by exothermic adsorption and the 
transfer of heat between the gas-phase, column wall and 
ambient surroundings. The material and energy balances 
are a coupled system of partial differential equations, and 
can be found in Table 3. The associated set of boundary 
conditions can be found in Table 4. The equations are writ-
ten in a non-dimensional form to enhance computational 
efficiency. Definitions of the non-dimensional variables 
and dimensionless groups can be found in Appendix 1. 
The system has been discretised in space using the semi-
implicit finite-volumes scheme with a weighted essentially 
non-oscillatory (WENO) flux-limiter function [7]. The dis-
cretised material and energy balances have been solved in 
MATLAB using the ode15s solver with the mass-matrix 
approach. A summary of the numerical discretization 
parameters can be found in Table 5.

Several parameters of the model are obtained from cor-
relations available in the literature. The longitudinal dis-
persion coefficient, DL , is evaluated using the following 
correlation [19]:

where Dm is the molecular diffusion coefficient, vF is the 
interstitial velocity of the feed gas and rp is the average pellet 
radius. It was found that an optimal match to the experimen-
tal outlet composition profiles was obtained when multiply-
ing the dispersion coefficient values predicted in Eq. 4 by 
a factor of 4. The outside heat transfer coefficient, hout , has 
been evaluated using the correlation of [20]:

(4)DL = 0.7Dm + vFrp

Table 2   Parameters of the 
DSL model for describing the 
equilibrium adsorption of CO

2
 

onto activated carbon

Parameter Value

qs,1 [mol/kg] 0.418
qs,1 [mol/kg] 6.04
b0,1 [m3/mol] 2.05 × 10−6

b0,2 [m3/mol] 3.32 × 10−6

ΔU1 [J/mol] −29, 980

ΔU1 [J/mol] −20, 367

Fig. 1   Equilibrium adsorption capacity of activated carbon adsorb-
ing CO

2
 at three temperatures for pressures between 0-1bar. The open 

circles correspond to experimental measurements from volumetry [5] 
and the solid lines correspond to the fitted DSL isotherm model

Table 3   The system of non-
dimensional partial differential 
equations representing the 
material and energy balances of 
the 1D DCB model

Overall material balance 𝜕p̄

𝜕𝜏
−

p̄

T̄

𝜕T̄

𝜕𝜏
= −T̄

𝜕

𝜕Z

(
p̄v̄

T̄

)
− 𝜓 T̄

𝜕x1

𝜕𝜏

Component material balance 𝜕y1

𝜕𝜏
+

y1

p̄

𝜕p̄

𝜕𝜏
−

y1

T̄

𝜕T̄

𝜕𝜏
=

1

Pe

T̄

p̄

𝜕

𝜕Z

(
p̄

T̄

𝜕y1

𝜕Z

)
−

T̄

p̄

𝜕

𝜕Z

(
y1 p̄v̄

T̄

)
−

T̄

p̄
𝜓

𝜕x1

𝜕𝜏

Solid-phase material balance �x1

��
= �1

(
x∗
1
− x1

)
Pressure drop

−
𝜕p̄

𝜕Z
=

150

4r2
p

(
1−𝜖

𝜖

)2
v0L

p0
𝜇v̄

Column energy balance 𝜕T̄

𝜕𝜏
+ Ω2

𝜕p̄

𝜕𝜏
= Ω1

𝜕2 T̄

𝜕Z2
− Ω2

𝜕

𝜕Z
(p̄v̄) − Ω3T̄

𝜕x1

𝜕𝜏
+ 𝜎1

𝜕x1

𝜕𝜏
− Ω4

(
T̄ − T̄w

)
Wall energy balance 𝜕T̄w

𝜕𝜏
= Π1

𝜕2 T̄w

𝜕Z2
+ Π2

(
T̄ − T̄w

)
− Π3

(
T̄w − T̄a

)
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where Nu = (2houtrout∕kair ) is the Nusselt number, rout is the 
outside column radius and kair is the thermal conductivity 
of air. Re = (2routu�air∕�air ) is the Reynolds number of the 
ambient surroundings, where �air and �air are the density 
and dynamic viscosity of air, respectively. The density is 
evaluated using the ideal gas law, � = p�∕RT  , where � is 
the molecular weight. A value of u = 0.5ms−1 is used for 
airflow in a laboratory environment. Pr = (Cp,air�air∕kair ) is 
the Prandtl number of the ambient surroundings, where Cp,air 
is the isobaric heat capacity of air. The adsorption rate con-
stant, k1 , for the LDF adsorption kinetics model, has been 
evaluated using the relationship by [21]:

where kf is the film mass transfer coefficient for the diffusion 
of gas molecules through the laminar boundary layer sur-
rounding adsorbent pellets, �p is the pellet tortuosity factor 
and �p is the pellet voidage. The film mass transfer coeffi-
cient is given by the correlation of [22]:

(5)Nu = 0.027Re0.8Pr1∕3

(6)1

k1
=

rp

3kf
+

�pr
2
p

15�pDm

(7)Sh = 2 + 1.1Sc1∕3Re0.6
p

where Sh = (2kf rp∕Dm) is the Sherwood number, 
Sc = (�∕Dm�) is the Schmidt number and Rep = (2rp�vF�∕�) 
is the particle Reynolds number inside the bed. The effective 
thermal conductivity of the bed, Kz , is evaluated using the 
correlation of [23]:

where K0
z
 is the effective thermal conductivity of the bed at 

Rep = 0 , given by:

where:

here, kg and ks are the thermal conductivity of the gas and 
adsorbent, respectively, and Pr = (Cp,g�∕kg) is the Prandtl 
number evaluated inside the column. Following the corre-
lation of the model parameters, the model was then cali-
brated to the dynamic experimental measurements by fitting 
the internal temperature profile to that measured using the 
thermo-couple (located at z = L∕4 ) by specifying the value 
of the inside heat transfer coefficient, hin . It should be noted 
that the value of hout used in the modelling is predicted using 
Eq. 5. Although it is standard practice in the literature to fit 
the outside heat transfer coefficient, we do not do this in this 
case because, as will be discussed in Sect. 5, the DCB model 
has an extremely low sensitivity to this parameter under the 
presented experimental conditions. In later Sections, the role 
of the outside heat transfer coefficient is explored more thor-
oughly by including it in the set of uncertain model param-
eters. The fitting was carried out in MATLAB using the 
genetic algorithm routine. The inside heat transfer coefficient 
corresponding to each experiment was found by the solution 
of the following optimisation problem:

where Np,T is the number of measurements made by the 
thermo-couple, Texp

tc  is the temperature measured by the 
thermo-couple at reduced time �i and Tsim

tc
 is the correspond-

ing simulated temperature. A table of the fitted inside heat 
transfer coefficient values can be found in Table 6, and plots 
of the calibrated conventional model outputs, as compared 
to experimental measurements, can be found in Fig. 2. As 
can be seen, by following the procedure set out in this Sec-
tion, the agreement between the model and the experiments 
is excellent.

(8)Kz = K0
z
+ 0.75kgPrRep

(9)K0
z
= kg

(
ks

kg

)n

(10)n = 0.28 − 0.757 log10(�) − 0.057 log10

(
ks

kg

)

min
hin(fin)

JT =

Np,T∑
i=1

(
Tsim
tc

(�i, fin) − T
exp

tc (�i, fin)
)2

Table 4   Boundary conditions used to solve the material and energy 
balances of the 1D DCB model

Danckwert’s conditions 𝜕y1

𝜕Z

||||Z=0 = −v̄||Z=0Pe
(
y1,F − y1

||Z=0
)

�y1

�Z

||||Z=1 = 0

𝜕T̄

𝜕Z

||||Z=0 = −v̄||Z=0Pe
(
T̄F − T̄||Z=0

)

𝜕T̄

𝜕Z

||||Z=1 = 0

Tight thermal contact T̄w
||Z=0 = T̄w

||Z=1 = T̄a

Operating pressure p̄||Z=1 = 1

Feed flow rate v̄||Z=0 = 1

Table 5   Parameters used in the numerical solution of the 1D DCB 
model

Parameter Value Units

Number of grid cells, N 30 [−]
Maximum simulation time, tmax 3, 000 [s]
Maximum integration time step size, Δt 1 [s]
Numerical stabilization parameter, � 10−10 [−]
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4 � Methods

The modelling work flow presented in Sects. 2, 3 represents 
a quite typical analysis of a set of DCB experiments. We 
have shown that by using the standard approach of calibrat-
ing the 1D DCB model to experimental measurements, it 
is possible to extract the value of the inside heat transfer 
coefficient for the system in each experiment. In the fol-
lowing, we will discuss the working principles of two tools; 
Bayesian inference for uncertainty quantification and Sobol 
indices for sensitivity analysis. In Sect. 5, we will present 
the results of the application of these tools to the dynamic 
breakthrough system presented in Sects. 2, 3. Finally, in 
Sect. 6, we will discuss some implications of the results and 

make recommendations for the experimental procedure and 
associated numerical analysis.

4.1 � Bayesian inference

Bayesian inference [15, 24] is a widely applied tool across 
academic literature for the quantification of uncertainties in 
model parameters, given a set of measurements. In a tradi-
tional parameter extraction exercise, like that presented in 
Sect. 3, the model and data are used together to extract a 
point estimate for each of the unknown model parameters. 
Whereas, when using the Bayesian inference technique, the 
model and data are used together to extract probability dis-
tributions for each of the unknown parameters. The mean 
value of the parametric distribution will correspond to the 
point estimate of the parameter which would be obtained 
from a traditional parameter extraction exercise. However, 
there is also significant additional information which can be 
obtained from the distributions. The cumulative distribution 
function (CDF) corresponding to the parametric distribu-
tion can be used to quantify the uncertainty in each of the 
unknown parameters, to within some specified confidence 
level, by taking the appropriate quantile on the CDF.

Bayesian inference is derived from Baye’s Theorem, 
which is stated as follows:

Table 6   Fitted values of the inside heat transfer coefficient, h
in

 , for 
each dynamic experiment

Type f
in

 [ccm] h
in

 [W/m2/K]

Adsorption 50 77.5
Adsorption 100 57.9
Adsorption 200 45.2
Desorption 100 77.6
Desorption 150 66.8
Desorption 250 52.6

Fig. 2   Transient profiles of the 
outlet mole fraction, internal 
temperature at the thermo-
couple and outlet flow rate 
from the dynamic breakthrough 
experiments. The results corre-
spond to three flow rates: 50ccm 
(black), 100ccm (blue) and 
200ccm (red) for adsorption, 
and 100ccm (black), 150ccm 
(blue) and 250ccm (red) for 
desorption. The open circles 
correspond to experimental 
measurements [5] and the solid 
lines correspond to predictions 
by the fitted 1D DCB model
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where P(�|D) is the posterior distribution, which is the prob-
ability distribution of the model parameters, � = (�1, ..., �np ) , 
given the set of experimental data, D . The term P(D|�) is 
the probability of the data given a set of model parameters. 
This term is commonly called the likelihood, derived from 
traditional (frequentest) parametric analysis. The term P(�) 
is called the prior distribution, which represents our existing 
knowledge of the probability distribution of the model 
parameters before starting the Bayesian inference analysis. 
Finally, the term P(D) is a normalizing constant which 
ensures that the posterior distribution has a cumulative area 
of unity across the full domain of the model parameters. We 
can see that Eq. 11 expresses a quite intuitive idea, which is 
that if we take our existing understanding of the model 
parameters, we can in some sense “update” this understand-
ing to incorporate additional information which is present in 
the experimental data that we have measured.

For expression of the likelihood function, it is common 
to assume that the errors between the measured data and the 
model predictions (with a given set of parameters) are nor-
mally distributed. The following expression of the likelihood 
follows from this assumption:

where Np is the number of measurements in the data, D . The 
term Qexp

j
 is the value of the jth measurement of quantity Q 

and Qsim
j

 is the corresponding model prediction, given 
parameters � . The term � is the standard deviation of the 
distribution of residual errors between the model and the 
data. This term is not easy to estimate directly and is there-
fore taken as a hyper-parameter of the numerical model by 
including � within the vector of parameters � . This means 
that we effectively obtain � from the experimental data itself 
during the inference process. In this study, we obtain a first-
approximation of � from the standard deviation of the dis-
tribution of the residual errors between the experimental 
measurements and the predictions of the model in the nomi-
nal case.

For expression of the normalising constant of Eq. 11, we 
can marginalise the joint distribution of the data and the 
parameters to obtain the following:

where the integral is multi-dimensional and is taken over 
all of the model parameters. We can see, as in Eq. 11, that 

(11)P(�|D) =
P(D|�)P(�)

P(D)

(12)P(D��) = 1�√
2��

�Np

exp

⎡⎢⎢⎢⎣
−

∑Np

j=1

�
Q

exp

j
− Qsim

j

�2

2�2

⎤⎥⎥⎥⎦

(13)P(D) = ∫
�

P(D|�)P(�) d�

the likelihood and parametric prior distribution both appear 
in Eq. 13.

The expression of the parametric prior distribution is more 
ambiguous than the other terms of Eq. 11. Broadly, the prior 
distribution simply represents our existing knowledge of the 
probability distribution of the model parameters, prior to start-
ing the Bayesian inference analysis. A popular approach for 
determining the prior distribution, particularly among practi-
tioners in the fields of engineering, is to apply the so-called 
maximum entropy principle [25]. In the case of this study, 
the maximum entropy principle leads to an expression of the 
marginal prior distribution for parameter �j with the following 
form:

which is an exponential distribution with a mean of �nom
j

 , 
which is the nominal (fitted) value of �j . A thorough deriva-
tion of this result can be found in Appendix 1, but has been 
excluded from the main text for brevity. Assuming that the 
model parameters are independent of one another, we can 
then obtain the full prior distribution as the product of the 
marginal prior distributions:

Given the above, we have expressions for each of the terms 
in Eq. 11 which allows us to calculate the (joint) posterior 
distribution, P(�|D) . We can then break this down into an 
individual probability distribution for each model parameter, 
given the experimental data, by marginalising Eq. 11:

where the integral is multi-dimensional and is taken for all 
parameters except �j . Therefore, the evaluation of the para-
metric posterior distribution for each of the model param-
eters, P(�j|D) , requires the evaluation of two multi-dimen-
sional integrals, given by Eqs. 13 and 16. In this study, the 
integrals have been evaluated using the quasi-Monte Carlo 
technique [26]. The parameters, � , are sampled at N points 
in the parameter space using the np-dimensional Halton 
sequence [27]. The integral terms are then approximated 
using their Monte Carlo estimators as:

(14)P(�j) =
1

�nom
j

exp
(
−�j∕�

nom
j

)

(15)P(�) =

np∏
j=1

P(�j)

(16)P(�j|D) = ∫
�∼j

P(D|�)P(�)
P(D)

d�∼j

(17)P(D) ≈
1

N

N∑
i=1

P(D|�(i))P(�(i))
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where �(i) is the parameter combination sampled in the ith 
Monte Carlo trial. Note that Eq. 18 must be applied individ-
ually at all points �j where the desired posterior distribution 
is required to be known. Therefore, to reduce the computa-
tional burden of the calculations, the posterior distribution 
for each model parameter is evaluated using Eq. 18 at a fixed 
number of values of the parameter, �j , and the discrete prob-
ability distribution points generated by this process are then 
fit with a continuous skewed normal distribution, the prob-
ability density function of which is [28]:

where � is the location parameter, � is the scale parameter 
and � is the shape parameter. The skew normal distribution 
is fit to the numerically determined probability distribution 
points from Eq. 18 using the lsqcurvefit routine in MATLAB 
to find the values of � , � and � corresponding to the paramet-
ric posterior distribution of each uncertain model parameter.

Given an expression for the posterior distribution of each 
parameter, P(�j|D) = f (�j) , the point estimate of the parameter 
from Bayesian inference is evaluated by taking the mean of the 
distribution, � . In the case of the skew normal distribution, the 
mean is given by:

where � = �∕
√
1 + �2 . We can also use the parametric pos-

terior distribution, f (�j) , to quantify the uncertainty in the 
model parameter, �j , given the experimental data, D . Within 
a Bayesian framework, the uncertainty in parameter �j is 
quantified by the bounds of a “credibility interval” (analo-
gous to a confidence interval in frequentist analysis). In this 
study, the 95% credibility interval for �j has been evaluated 
using the equal-tailed method according to the following 
expression:

where F(�j) is the cumulative distribution function corre-
sponding to the probability density function f (�j) . In the 
case of a skew normal distribution, the cumulative distribu-
tion function is given by:

(18)P(�j|D) ≈
1

N

N∑
i=1

P(D|�(i)

∼j
, �j)P(�

(i)

∼j
, �j)
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1
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− 2T

�
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�
, �

�

where T  is Owen’s T-function, given by [29]:

Bayesian inference has been used in this study to obtain 
parametric distributions, and quantify uncertainty, for all of 
the fitted model parameters from the analysis presented in 
Sect. 3. This includes the parameters of the DSL isotherm 
model (qs,i, b0,i,ΔUi) and the overall heat transfer coeffi-
cients on the inside and outside of the column wall from 
the 1D DCB model (hin, hout ) for each dynamic experiment. 
We note that although the outside heat transfer coefficient 
was obtained using Eq. 5 in Sect. 3.2, for the remainder of 
this study we treat this parameter as part of the set of fit-
ted parameters to allow us to thoroughly explore the role 
that this parameter plays in the DCB model. The quantified 
uncertainties in the model parameters have been propagated 
through the model to generate predictive distributions of 
process performance indicators for the dynamic experiments 
(Sect. 5.2) as well as being used as an input to the integrated 
global variance-based sensitivity analysis (Sect. 5.4).

4.2 � Sobol sensitivity indices

The method of Sobol sensitivity indices [30] has been used 
in this study to carry out a global variance-based sensitivity 
analysis of the dynamic breakthrough system. The Sobol 
indices method is a global method, meaning that it considers 
the sensitivity of the numerical model to all of the uncertain 
parameters simultaneously. Sobol indices is also a variance-
based method, meaning that these sensitivities are used to 
attribute a proportion (%) of the observed model variability 
to each of the model parameters. The first-order Sobol index, 
neglecting interactions between the parameters, for the 1D 
DCB model for parameter �j is:

where Vj is the variance in the DCB model outputs which is 
attributed to variability in parameter �j , averaged over vari-
ations in each of the parameters. Therefore, the value of S1,j 
can be directly interpreted as the proportion of the model 
variability which is caused by variations in parameter �j . 
This is not necessarily an intrinsically useful metric, how-
ever, it becomes very powerful when coupled with the idea 
of uncertainty quantification. By considering variations in 
the sensitivity step according to the quantified uncertainties 
in each of the model parameters from the Bayesian inference 
step, the Sobol indices of the breakthrough system directly 
rank the parameters of the model by their influence over 
the precision in the model outputs - in the context of the 

(23)T(h, a) =
1

2� ∫
a

0

exp
(
−

1

2
h2(1 + x2)

)

(1 + x2)
dx

(24)S1,j =
Vj∑
∀i Vi
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experiments. This allows us to easily identify the largest 
sources of experimental uncertainty ( S1,j ≫ 0 ), and therefore 
potential routes for improving the robustness of the model. It 
also allows us to identify physical effects in the model which 
are irrelevant at the conditions of the system under consid-
eration ( S1,j ≈ 0 ). Model simplification may allow for both 
easier forward modelling procedures and a smaller computa-
tional burden when carrying out parameter fitting exercises.

In this study, we have evaluated the variance in the 
model outputs attributable to each of the model param-
eters using the method presented by [31]. Their method 
is a quasi-Monte Carlo method based on quasi-random 
sampling using the Sobol sequence. The d-dimensional 
Sobol sequence generates a set of quasi-random numbers 
on the interval r ∈ [0, 1]d , such that as the number of points 
sampled in the d-dimensional space is increased, the set 
of sampled points distributes very evenly over the entire 
region [0, 1]d . We may scale the points generated by the 
Sobol sequence using lower and upper bounds specified 
by the 95% credibility intervals for each of our uncertain 
model parameters. Therefore, the scaled Sobol sequence 
will represent a quasi-random sample of uncertain param-
eter realisations for our experimental system. The use of 
the Sobol sequence in this approach means that the full 
uncertainty space of the experimental system is explored 
evenly, and crucially, by using a small number of parameter 
points as compared to alternative sampling methods.

For the approach used in this study, we generate three 
sets of points for the evaluation of the variance attribut-
able to each of the uncertain model parameters, Vj . These 
sets of points are specified by three matrices, A,B and A(j)

B
 . 

Each of these matrices has a number of columns equal 
to the number of uncertain model parameters, np , and a 
number of rows equal to the number of Monte Carlo trials 
which are to be conducted, N. The columns of the matrices 
each correspond to one of the uncertain model parameters. 
Therefore, each row of each matrix specifies one combina-
tion of parameters at which the DCB model is evaluated. 
The specific parameter combinations are generated as fol-
lows. The 2np-dimensional Sobol sequence is generated 
for N points. The Sobol sequence is then scaled according 
to the credibility intervals for each of the model param-
eters. The matrix A is then taken as the left-hand side of 
the scaled sequence (the first np columns) and the matrix 
B is taken as the right-hand side (the second np columns). 
The matrix A(j)

B
 is then formed by taking A , and replac-

ing the jth column with that of B . Noting that we have a 
unique matrix A(j)

B
 for each of the model parameters, �j , the 

model is run at a total of N(np + 2) points in the parameter 
uncertainty space. The following Monte Carlo estimator 
is then used to evaluate the model variance, Vj , which is 
attributable to uncertainties in parameter �j:

where YQ(⋅) is a measure of the model variability, in predic-
tion of quantity Q, as determined when the model is run at the 
parameter combination specified by (⋅) . In this study, we have 
expressed the model variability using the sum of squared 
residuals between the nominal simulated profile, Qnom

sim
(�) , for 

quantity Q, and the simulated profile for Q as evaluated at the 
uncertain parameter combination (⋅) , QΔ

sim
(�) :

We have evaluated the Sobol indices for the three important 
1D DCB model outputs separately, namely the outlet mole 
fraction profile, the internal temperature profile ( Z = 1∕4 ) 
and the internal adsorption profiles.

There are two challenges present in the evaluation of the 
Sobol indices which require addressing. The first is that the 
quasi-Monte Carlo scheme used here has a significant burn-
in phase. This means that for many of the initial samples, the 
variance attributable to each parameter, Vj , as calculated 
using Eq. 25, is far from its true value. Therefore, these 
evaluations of the variance should be ignored. Secondly, 
there is a form of sampling bias present as the number of 
Monte Carlo trials increases, which arises from the fact that 
as more parameter samples are added to the total pool of 
trials, they are not added totally uniformly across the param-
eter uncertainty space. This means that even once the vari-
ance approaches the neighbourhood of the true value, there 
are still some small oscillations around this value. Therefore, 
we take the average value of the evaluated variance, Vavg

j
 , 

after the burn-in phase, as the “true” value of the variance. 
This is given by:

where Ntot = 1000 is the total number of Monte Carlo tri-
als and Nburn = 500 is the number of trials considered to be 
within the burn-in phase. These values were set empirically 
according to the response of our specific numerical model 
to the techniques described in this section.

5 � Results

5.1 � Equilibrium model uncertainty quantification

We have applied the Bayesian inference workflow described 
in Sect. 4 to the isotherm modelling described in Sect. 3. 
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Fig. 3 shows the posterior distributions for each of the model 
parameters. The corresponding mean parameter values 
(Eq. 20) and 95% credibility intervals (Eq. 21) are given in 
Table 7. By comparison of Table 7 with Table 2, we can see 
that there is agreement between the point value estimates of 
the isotherm parameters from traditional model fitting and 
from Bayesian inference. This serves to assure us that the 
numerical implementation of the Bayesian inference work 
flow is sound, because this key information is not lost dur-
ing the inference process. Looking at Fig. 3, we can see that 
the process of Bayesian inference has been able to update 
the parametric prior distributions for all isotherm param-
eters, except b0,1 , with new information from the equilibrium 
data. This can be seen from the skew normal shape of the 
parametric distributions for these parameters - which rep-
resents a significant departure from the exponential prior 
distributions. This indicates that the equilibrium data con-
tains significant information about these parameters and 
correspondingly they are given by relatively narrow 95% 
credibility intervals (Table 7). However, for the parameter 
b0,1 the process of Bayesian inference has not been able to 
update the prior distribution with any new information from 
the equilibrium data. This can be seen in the exponential 
shape of the posterior distribution, P(b0,1|D) , in Fig. 3. As 
a result of this, b0,1 also has a very broad 95% credibility 
interval (large uncertainty).

The posterior distributions for the model parameters have 
been propagated through the dual-site Langmuir isotherm 
model. As shown in Fig. 4, this generates the 95% cred-
ibility interval for the fitted isotherm model as a function 
of the pressure. We can see across all three experimental 
temperatures ( T = 293-313K) that there is a moderately large 
uncertainty in the amount of CO2 adsorbed at equilibrium. 

The uncertainty in the equilibrium state grows as a function 
of the pressure and is highest, within the relevant pressure 
range, at atmospheric pressure. At the operating conditions 
of the column in the DCB experiments, the equilibrium 
amount adsorbed has a 95% credibility interval of q∗

1
 (1 bar, 

293 K) ∈ [2.24, 3.03] mol/kg. We can anticipate, based on 
this credibility interval, that we can expect quite significant 
uncertainties in predictions of the DCB model because there 
is significant uncertainty in the adsorbed amount at equilib-
rium at the conditions in the column.

5.2 � Dynamic model uncertainty quantification

We have also applied the Bayesian inference technique to 
the extraction of the overall heat transfer coefficients from 
the dynamic breakthrough experiments. Figs. 5 and 6 show 
the posterior distributions of the inside and outside heat 
transfer coefficients as determined by Bayesian inference 
from adsorption and desorption dynamic experiments, 
respectively. The 95% credibility intervals associated with 
these posterior distributions can be found in Table 8 for the 
adsorption and desorption experiments, respectively. The 
posterior distributions have been extracted using only the 
internal temperature profile for each experiment. Firstly, 
we can see that the inside heat transfer coefficient has been 
inferred successfully from the experimental data due to 
the significant change between the parametric prior and 

Fig. 3   Parametric posterior distributions for each of the DSL iso-
therm parameters. Y-axis ticks are excluded for brevity (curves are 
normalised to have a shaded area of unity). Discrete points indicate 
the fitted parameter values from Sect. 3

Table 7   Parameter point estimates and 95% credibility intervals (CI) 
on the DSL isotherm parameters

Parameter Value CI (95%)

qs,1 [mol/kg] 0.390 [0.328, 0.497]
qs,2 [mol/kg] 5.95 [5.64, 6.42]
b0,1 [m3/mol] 2.08 × 10−6 [5.28 × 10−8, 7.69 × 10−6]

b0,2 [m3/mol] 3.48 × 10−6 [2.91 × 10−6, 4.05 × 10−6]

ΔU1 [J/mol] −30,550 [−34, 157,−26, 964]

ΔU1 [J/mol] −20,398 [−20, 889,−20, 015]

Fig. 4   95% credibility intervals for the isotherm model predictions. 
Solid lines correspond to the nominal isotherm predictions and the 
shaded regions correspond to the 95% credibility intervals. Each 
panel corresponds to a different experimental temperature, as indi-
cated on the plot
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posterior distributions. On the contrary, the outside heat 
transfer coefficient has not been inferred successfully in any 
of the experimental scenarios. We see that there is only a 
small discrepancy between the prior and posterior distribu-
tions for this parameter, which is not significant and likely 
owes to an insufficient sampling range in the integration 
of Eqs. 13 and 16. The inability for the tools used in this 
study to infer the outside heat transfer coefficient could 
imply that either information about this parameter is not 
contained within the experimental temperature profiles, or 
that the model is not utilising this mechanism of heat transfer 
within the wall energy balance. This will be discussed in 
more detail in Sect. 6.3.

By comparison of the inside heat transfer coefficients 
obtained from the adsorption and desorption experiments, 
we can see that generally the heat transfer coefficients 
obtained from the desorption experiments take a higher 
value than those from the adsorption experiments as a func-
tion of the inlet gas flow rate. This is unexpected, as we 

Fig. 5   Parametric posterior distributions for the dynamic column 
breakthrough model overall heat transfer coefficients in each adsorp-
tion experiment. Y-axis ticks are excluded for brevity (curves are nor-
malised to have a shaded area of unity). Discrete points indicate the 
fitted parameter values from Sect. 3

Fig. 6   Parametric posterior distributions for the dynamic column 
breakthrough model overall heat transfer coefficients in each desorp-
tion experiment. Y-axis ticks are excluded for brevity (curves are nor-
malised to have a shaded area of unity). Discrete points indicate the 
fitted parameter values from Sect. 3

Table 8   Parameter point estimates and 95% credibility intervals (CI) 
for the overall heat transfer coefficients from adsorption and desorp-
tion experiments

Parameter f
in

 [ccm] Value CI (95%)

Adsorption
hin [W/m2/K] 50 70.7 [64.7, 76.6]

100 52.8 [49.3, 56.3]
200 36.1 [33.4, 38.8]

hout [W/m2/K] 50 4.35 [0.110, 16.1]
100 4.39 [0.112, 16.2]
200 4.37 [0.111, 16.1]

Desorption
hin [W/m2/K] 100 76.1 [67.5, 84.7]

150 63.2 [56.4, 70.1]
250 47.6 [42.6, 52.6]

hout [W/m2/K] 100 4.42 [0.112, 16.3]
150 4.34 [0.110, 16.0]
250 4.22 [0.107, 15.6]
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would anticipate that the inside heat transfer coefficient is 
predominantly a function of the flow rate and should be 
invariant between adsorption and desorption experiments.

By reference to the nominal fits of the dynamic model 
shown in Fig 2, we can see that in the adsorption experi-
ments the model provides a much more accurate description 
of the transient temperature profile than in the corresponding 
desorption experiments. Therefore, the discrepancy between 
the two sets of data in obtaining the heat transfer coefficients 
from the experimental data may be resolved by defaulting to 
the values obtained from adsorption experiments. This result 
highlights an important message for practitioners, which is 
that experimental data should only be used to extract system 
specific parameters in the case where the model offers a high 
quality of fit to the experimental data.

5.3 � Predictive distributions of process performance 
indicators

The posterior distributions of the overall heat transfer coef-
ficients have been propagated through the dynamic column 
breakthrough model to obtain predictive distributions for the 
experimental system. We have evaluated predictive distribu-
tions for a selection of process performance indicators, as 
shown in Fig. 7. The performance indicators for the system 
are evaluated as per the definitions provided in Table 9. The 
95% credibility intervals associated with the predictive dis-
tributions in Fig. 7 are shown in Table 10. The 95% cred-
ibility intervals have been used to evaluate an approximate 
percentage uncertainty for each of the process indicators. 
We can see for the adsorption experiments that the equilib-
rium capacity of the bed ( q∗

br
 ) does not vary significantly 

with flow rate. This is to be expected, as this indicator is 

a property of the system itself rather than of any quanti-
ties which vary between the experimental runs. The minor 
variability with flow rate can be attributed to a decrease in 
the sharpness of the adsorption front as the flow rate of the 
experiment decreases. Although there are not significant 
variations with the flow rate, the equilibrium capacity does 
show a relatively high uncertainty of approximately ±15.6% , 
on average. We can see in Fig. 7 that the absolute uncertainty 
in the breakthrough time ( tbr ) decreases as the flow rate of 
the experiment increases and that for the temperature rise 
( ΔTads ), the absolute uncertainty increases as the flow rate 
increases. For the breakthrough time we observe a quasi-
constant relative uncertainty of approximately ±16.1% at all 
flow rates. For the temperature rise we observe a relative 
uncertainty ranging from ±12.8% , at the lowest flow rate, to 
±15.3% , at the highest flow rate. It is clear that uncertainties 
of this magnitude are intolerable and do not indicate that the 

Fig. 7   Predictive distributions 
for the process performance 
indicators defined in Table 9, 
as predicted by the 1D dynamic 
column breakthrough model. 
Panels on the left correspond to 
the adsorption process indica-
tors and panels on the right 
correspond to the desorption 
process indicators. Each colour 
corresponds to a given flow rate, 
as indicated on the plots

Table 9   Definitions of the process performance indicators used to 
quantify the uncertainty in the predictions of the dynamic break-
through model

Adsorption
Breakthrough time [s] tbr = �||y1,out (�)=0.5 ⋅

L

vF

Equilibrium capacity [mol] q∗
br
= A�b

∑N

j=1
q1
�
Zj, �br

�
⋅ Δz

Temperature rise [K] ΔTads = max�

(
Ttc(�)

)
− TF

Desorption
Regeneration time [s] tregen = �||y1,out (�)=0.1 ⋅

L

vF

Temperature drop [K] ΔTdes = TF −min�

(
Ttc(�)

)
Heat of regeneration [J]

Qregen = AL�b

(
ΔU1qs,1b1c(�=0)

1+b1c(�=0)
+

ΔU2qs,2b2c(�=0)

1+b2c(�=0)

)



174	 Adsorption (2022) 28:161–183

1 3

numerical modelling work flow presented in Sect. 3 is robust 
enough to experimental uncertainties for confident extrac-
tion of system specific parameters.

Observing the desorption process indicator distributions in 
Fig. 7 reveals a similar pattern to the corresponding adsorp-
tion experiments. We can see that the regeneration time ( tregen ) 
and temperature drop ( ΔTdes ) show the same flow rate depend-
ence as the breakthrough time and temperature rise from the 
adsorption experiments, respectively. The regeneration time 
has a relative uncertainty which varies with flow rate, ranging 
from ±21.4% to ±36.4% . The temperature drop has a con-
stant relative uncertainty of ±10.1% across flow rates. The 
heat of regeneration ( Qregen ) shows no flow rate dependence, 
but does display a significant uncertainty of ±17.3% . Again, 
similarly to the adsorption experiments, we can notice that 
these uncertainties are generally quite large and are likely to 
be intolerable in real world applications.

5.4 � Dynamic model sensitivity analysis

It is evident from the uncertainty quantification exercise on 
the dynamic breakthrough model that there are significant 
uncertainties on the process performance predictions of our 
experimental breakthrough system. To this end, we are fur-
ther motivated to pursue the global variance-based sensitiv-
ity analysis to seek out routes to improve the robustness of 
the model. The sensitivity analysis has been conducted for 
our system using the methodology set out in Sect. 4.2, by 
varying the fitted model parameters in the uncertainty space 
defined by the 95% credibility intervals from the uncertainty 
quantification exercise.

In Fig. 8, we can see the 95% credibility intervals on the 
dynamic model outputs for the adsorption experiments. For 
each experiment, we show the outlet mole fraction profile, 
the internal temperature profile and the internal adsorption 
profile (at four specified times). We can see that the cred-
ibility intervals shown in these plots broadly agree with the 

assertions which come from the predictive distributions in 
the previous Sections. Particularly, there is significant uncer-
tainty in the internal profiles, which grows as a function 
of time, owing to the large uncertainty in the equilibrium 
state of the system. Figure 9 shows the Sobol indices of 
this system for each model output at each experimental flow 
rate. We can see from these plots that there is essentially 
no significant flow rate dependence of the Sobol indices. 
The Sobol indices indicate that a very large proportion of 
the total model variability ( ∼ 70% ) can be attributed to the 
parameters of the isotherm model which describe its tem-
perature dependence ( b0,i,ΔUi ). This serves as a strong indi-
cation that there is an inadequacy in the parametrisation of 
the temperature dependent parameters from the available 
equilibrium data set. It would be strongly recommended 
in this case to include equilibrium data at a larger number 
of temperatures and over a larger range of temperatures to 
mitigate the significant uncertainties that this inadequacy 
propagates into the dynamic modelling results.

The Sobol indices from the adsorption experiments also 
indicate that the outside heat transfer coefficient has essen-
tially zero effect on the dynamic model outputs. This pre-
sents a clear opportunity for model simplification of the wall 
energy balance, which will be explored further in Sect. 6.3. 
This outcome also provides an explanation for the inability 
of Bayesian inference to update the outside heat transfer coef-
ficient prior distribution with any additional information from 
the experimental temperature profile data. Therefore, it is not 
possible in this case to conclude whether or not the internal 
temperature profile contains sufficient information for fitting 
of the outside heat transfer coefficient. It is only possible to 
conclude that the model is insensitive to this parameter under 
the specified experimental conditions and that the model can 
not, therefore, be used to extract this parameters value.

Figures 10 and 11 show the 95% credibility intervals on the 
dynamic model outputs, and Sobol indices, respectively, for 
the desorption experiments. We can see that as anticipated by 
the predictive distributions of the process performance indica-
tors that the uncertainties in the mole fraction and temperature 
profile are slightly smaller than those from the corresponding 
adsorption experiments. For the outlet mole fraction profile 
and internal adsorption profiles, the Sobol indices follow the 
same pattern as for the corresponding adsorption experiments. 
The temperature dependent parameters of the isotherm model 
largely contribute to the variability in these model outputs. 
This serves to reinforce the case for the use of additional equi-
librium data at a more thorough spectrum of temperatures to 
reduce the observed uncertainties in the dynamic model. For 
the internal temperature profile, we can see that the Sobol 
index of the inside heat transfer coefficient is uncharacteristi-
cally large. This follows from the large quantified uncertainty in 
this model parameter when it is determined based on the tem-
perature profile measured during the desorption experiment. 

Table 10   95% credibility intervals (CI) for the predictive distribu-
tions of the process performance indicators shown in Fig. 7

CI (95%)

Adsorption
fin [ccm] tbr [s] q∗

br
 [mol] ΔTads [K]

50 [2132, 2949] [0.0737, 0.101] [7.36, 9.53]
100 [1048, 1451] [0.0712, 0.0983] [12.9, 17.2]
200 [482, 668] [0.0646, 0.0898] [20.0, 27.2]
Desorption
fin [ccm] tregen [s] ΔTdes [K] Qregen [J]
100 [1447, 2672] [6.37, 7.84] [1630, 2312]
150 [791, 1695] [8.10, 9.95] [1630, 2312]
250 [659, 1018] [11.1, 13.6] [1630, 2312]
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The inadequacy of the energy balances in describing the tran-
sient temperature profile during desorption causes a very large 
parametric uncertainty in hin , meaning that the corresponding 
Sobol index is large - given that the indices are calculated from 
an uncertainty space determined from the actual parametric 
uncertainty of each model parameter. This serves to demon-
strate further that temperature data from desorption experi-
ments should not be used for model fitting, unless the model 
provides a stronger description of the experimental data than 
it did during the modelling presented in this study (Sect. 3.2).

6 � Discussion

6.1 � Choice of isotherm model

In this study, we chose rather arbitrarily to apply a dual-
site Langmuir (DSL) isotherm model for the description 

of the equilibrium state of our system (Sect. 3.1). This 
choice was made based on the DSL model providing an 
excellent fit to the experimental data which was available 
to us. However, it would be valid to question this choice 
and propose the use of a simpler single-site Langmuir 
(SSL) model instead. Classical model selection exercises 
are based around the comparison of two or more models by 
their quality of fit to the experimental data and their num-
ber of parameters (in comparison to the number of experi-
mental measurements which have been made). One such 
approach is the evaluation of the Bayesian information 
criterion (BIC) [32]. The definition of the BIC is derived 
from a negative logarithm transform of the probability of 
observing the set of experimental measurements, provided 
with a given model, M . Therefore, the model which pro-
vides the lowest BIC value is favoured. In the case where 
we assume that the residuals between the models and the 

Fig. 8   95% credibility intervals 
of the dynamic model outputs 
for the adsorption experiments. 
Shown are the outlet mole frac-
tion profiles, internal tempera-
ture profiles and the internal 
adsorption profiles (at several 
specified times). Each profile 
is shown at each experimental 
flow rate, as indicated on the 
plot. The solid lines correspond 
to the nominal profiles and the 
shaded regions correspond to 
the 95% credibility interval

Fig. 9   Bar charts of the Sobol 
sensitivity indices for adsorp-
tion experiments on the 
dynamic breakthrough system
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experimental measurements are normally distributed, the 
BIC is evaluated as [33]:

where Mki
 is model i under consideration which has ki 

parameters and there are n experimental measurements. The 
residual sum of squares between isotherm model Mki

 and 
the experimental equilibrium data, RSSi , is evaluated as:

where q∗
j,exp

 is the experimental equilibrium amount adsorbed 
in measurement j and q∗

i,j
 is the corresponding prediction by 

model Mki
 . The BIC has been evaluated for both the SSL 

and DSL isotherm models using the available equilibrium 
data for the adsorption of CO2 onto activated carbon. This 

(28)BIC
(
Mki

)
= n ln

(
RSSi

n

)
+ ki ln(n)

(29)RSSi =

n∑
j=1

(
q∗
j,exp

− q∗
i,j

)2

r e s u l t e d  i n  va l u e s  o f  BIC(SSL) = −570  a n d 
BIC(DSL) = −785 . Based on the difference between these 
two values, [34] suggest that there is very strong evidence 
to choose the DSL model over the SSL model in this case. 
However, we contend that naive decision making based only 
on the residual against the equilibrium data is insufficient.

In Fig. 12, we show the predictive distributions for the 
equilibrium amount adsorbed at ambient conditions for 
both the SSL and DSL model. The corresponding 95% 
credibility intervals for the equilibrium amount adsorbed 
are [2.24, 3.03] mol/kg for the DSL model and [1.87, 3.15] 
mol/kg for the SSL model. Although the DSL model does 
indeed have a narrower credibility interval than the SSL 
model, the difference is not sufficient to prefer one model 
over the other, and one should not simply discard the SSL 
model at this stage.

Figure 13 shows a series of box plots representing the 
dynamic process performance indicators for both the adsorp-
tion and desorption experiments when using either an SSL 

Fig. 10   95% credibility intervals 
of the dynamic model outputs 
for the desorption experiments. 
Shown are the outlet mole frac-
tion profiles, internal tempera-
ture profiles and the internal 
adsorption profiles (at several 
specified times). Each profile 
is shown at each experimental 
flow rate, as indicated on the 
plot. The solid lines correspond 
to the nominal profiles and the 
shaded regions correspond to 
the 95% credibility interval

Fig. 11   Bar charts of the 
Sobol sensitivity indices for 
desorption experiments on the 
dynamic breakthrough system
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or DSL equilibrium model embedded within the dynamic 
column breakthrough model. The central black line repre-
sents the mean of the predictive distribution for each perfor-
mance indicator and the span of the shaded area represents 
the 95% credibility interval. Firstly, we can see that both 

isotherm models lead to quite similar mean values of the 
performance indicators across all metrics apart from the 
temperature drop. As it has been discussed above, the des-
orption temperature profile is poorly described in any case, 
and it is therefore not concerning that the two approaches do 
not agree over the metric which corresponds to this model 
output. The agreement between the two cases on the other 
mean indicator values shows that, in fact, either model 
would be sufficient for the description of this experimental 
system in the nominal case. In terms of uncertainties, we can 
see that the magnitude of the 95% credibility interval is very 
comparable across the full set of performance indicators for 
both the SSL and DSL models. We can see that generally 
the uncertainty in the process indicators is lower when using 
the DSL model, but that the magnitude of the improvement 
by using DSL over SSL is not as significant as one might 
expect. These results paint a rather complex picture for the 
choice of the isotherm model. One may wish to make the 
decision based on the narrowness of the credibility interval 
for the performance metric associated with the model output 

Fig. 12   Predictive distributions for the equilibrium amount adsorbed 
at ambient conditions for the single-site Langmuir (left) and dual-site 
Langmuir (right) isotherm models

Fig. 13   Box plots of the predic-
tive distributions for the process 
performance indicators (defined 
in Table 9) using either the 
DSL or SSL model embedded 
within the 1D dynamic column 
breakthrough model. For each 
indicator, the solid black line 
represents the mean of the pre-
dictive distribution and the span 
of the shaded area represents 
the corresponding 95% cred-
ibility interval
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which will be used for parameter fitting, where a more nar-
row credibility interval would be favourable. We have shown 
that the choice of isotherm model is not as trivial as the 
comparison of the squared residual against the equilibrium 
data and also depends upon the final application in which 
the isotherm will be embedded. Ultimately, either the SSL 
or DSL isotherm would have been sufficient in this case, 
despite a classical model selection exercise expressing a high 
level of preference for the DSL model.

6.2 � Choice of fitting data for dynamic model

It is standard practice in the adsorption literature to fit the 
1D DCB model to both the internal temperature profile 
(measured using a thermo-couple) and the outlet mole frac-
tion profile (measured using a mass spectrometer) simultane-
ously [5, 8, 35, 36]. This choice of fitting data is justified by 
the desire for the dynamic model to capture both transient 
profiles accurately. However, we would suggest that this is 
not the optimal approach for extracting accurate values of 
system specific parameters from the available data. It may be 
the case that different measurements made during dynamic 
experiments contain distinctly different information about 
the system and cannot necessarily be used simultaneously 
for the extraction of a given set of model parameters. In the 
modelling presented in Sect. 3, we fit the dynamic column 
breakthrough model to the internal temperature profile using 
the overall inside heat transfer coefficient as the sole fitting 
parameter (while predicting the outside heat transfer coef-
ficient using Eq. 5). Now, we wish to explore the relationship 
between the heat transfer coefficient and the outlet mole frac-
tion profile. Before using measurements of multiple different 
quantities as fitting data to extract parameter values, we must 
first answer some important questions. Firstly, we need to 
determine if the outlet mole fraction profile contains any 
information about the inside heat transfer coefficient. Sec-
ondly, if the outlet mole fraction profile does contain infor-
mation about the inside heat transfer coefficient, we need to 
determine if this information is consistent with that provided 
by the measurement of the internal temperature profile.

To this end, we have carried out the Bayesian inference of 
the inside heat transfer coefficient using the 1D DCB model 
against either the internal temperature profile measurements, 
or the outlet mole fraction profile measurements, for each of 
the experimental adsorption scenarios. Figure 14 shows the 
results of this exercise. The central black line represents the 
mean of the parametric posterior distribution for the inside 
heat transfer coefficient and the span of the shaded area rep-
resents the corresponding 95% credibility interval. We can 
see that there is significant disagreement between the heat 
transfer coefficient values extracted from each set of data. As 
can be anticipated from physical reasoning, the heat trans-
fer coefficient as extracted from the internal temperature 

profile shows a strong dependence on the inlet flow rate of 
the experiment. We can see that the heat transfer coefficient 
values as extracted from the outlet mole fraction profile do 
not show a strong, if any, flow rate dependence. We can 
also see that the credibility intervals for the heat transfer 
coefficients are more narrow when extracting the parameter 
from the internal temperature profile than the outlet mole 
fraction profile. This suggests that the internal temperature 
profile contains a higher quality of information about the 
heat transfer coefficient than the outlet mole fraction profile.

We can also see, with reference to the solid black lines 
in Fig. 14, that the value of the heat transfer coefficient 
from each set of data is in relative agreement at the high-
est experimental flow rate. However, this agreement drifts 
away as the flow rate decreases. By observing the quality 
of fit in the nominal case to the outlet mole fraction profile 
(Fig. 2) we can notice that the outlet mole fraction profile 
is most accurately described at the highest flow rate, but is 
over dispersed at the lower flow rates. This indicates that the 
modelling of the longitudinal dispersion coefficient by the 
correlation given in Eq. 4 is not sufficient for our system. 
Difficulties with modelling longitudinal dispersion are well 
known within the adsorption field [37], particularly when 
the adsorbent pellets in the packed bed are non-spherical (as 
in our case). However, by using fitting parameters, such as 
the heat transfer coefficient, to force the model to describe 
the outlet mole fraction profile well, we create two potential 
issues. Firstly, we invalidate the value of the heat transfer 
coefficient, as it will become skewed from its true value to 
allow an accurate description of the outlet mole fraction pro-
file. This compromises the subsequent predictive capabilities 

Fig. 14   Box plots of the predictive distributions for the inside heat 
transfer coefficients obtained using either the internal temperature 
profile ( T

tc
(�) ) or the outlet mole fraction profile ( y

1,out
(�) ) as experi-

mental data. For each distribution, the solid black line represents the 
mean of the predictive distribution and the span of the shaded area 
represents the corresponding 95% credibility interval
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of the developed model. Secondly, we fail to address the 
inadequacies of our modelling work flow in describing the 
longitudinal dispersion coefficient. By using Bayesian sta-
tistical tools, we are able to assess the quantity and quality 
of information contained within each individual series of 
experimental measurements to allow for a more critical anal-
ysis of the fitting procedures we routinely apply. We would 
recommend that this should be an important step in further 
work in this area to ensure that we report accurate parametri-
sations of physical processes occurring within our adsorp-
tion systems. It is particularly important in the context of 
model-based design and optimization of adsorption systems 
that we report accurate parametrisations of processes such 
as dispersion, adsorption kinetics and heat transfer, such that 
our modelling can be reliable beyond the scope of only ana-
lysing conditions described by available experimental data.

6.3 � Simplification of wall energy balance

We have seen in Sect. 5.4 that the outside heat transfer coef-
ficient appears to have no influence over the outputs of the 
1D DCB model at the conditions analysed in this study, as 
indicated by a Sobol index of zero for this parameter in all 
of the simulated scenarios. This presents an opportunity for 
model simplification of the wall energy balance equation. To 
this end, we have proposed three alternative energy balance 
formulations to test which mechanisms of heat transfer are 
necessary within this system to accurately describe the flow 
of heat. Firstly, we may use the “full model” for the wall 
energy balance, as specified in Table 3. Secondly, we may 
use a “partially reduced model” in which the outside heat 
transfer coefficient is neglected. The resulting dimensionless 
wall energy balance in this case is:

Finally, we may also consider a “fully reduced model” in 
which the wall energy balance is neglected entirely. In this 
case the model contains one less partial differential equation 
and the column energy balance is modified such that the 
temperature driving force applied to the inside heat trans-
fer coefficient is taken directly as (T̄ − T̄a) , where T̄a is the 
constant ambient temperature. Figure 15 shows the internal 
temperature profile for these three energy balance models 
in comparison to the experimental data for the experimen-
tal scenario corresponding to adsorption at an inlet flow 
rate of fin = 200 ccm. We can see that removing the term 
which includes the outside heat transfer coefficient from the 
wall energy balance has no measurable effect on the col-
umn temperature profile. However, when removing the wall 
energy balance entirely from the modelling, the temperature 
profile changes and becomes insufficient for description of 

(30)
𝜕T̄w

𝜕𝜏
= Π1

𝜕2T̄w

𝜕Z2
+ Π2

(
T̄ − T̄w

)

the experimental data. This indicates that the wall energy 
balance does play an important role in moderation of the 
heat within the column, but that heat transfer to the ambi-
ent surroundings from the column wall is not an important 
mechanism of heat transfer. Therefore, the “partially reduced 
model” appears to be sufficient in this case. This is a useful 
result for potentially two reasons. Firstly, practitioners need 
not waste time identifying and applying an appropriate cor-
relation for evaluating the outside heat transfer coefficient. 
Secondly, in the case where the outside heat transfer coef-
ficient would be fitted against the experimental data, one can 
neglect this parameter and reduce the number of forward 
dynamic models which must be evaluated to carry out the 
fitting. This would reduce, potentially significantly, the com-
putational burden of the fitting exercise.

We have identified that the outside heat transfer coefficient 
is not necessary for the description of this experimental break-
through system. However, before neglecting the parameter 
entirely we wish to gain some understanding as to why this 
parameter is not relevant to the system. Figure 15 shows the 
various heat fluxes of the full wall energy balance as functions 
of time, at the location of the thermo-couple ( Z = 1∕4 ). The 
term Qcond is the heat flux owing to conduction in the column 
wall and the terms Qin and Qout are the heat fluxes owing to 
the transfer of heat from the column to the wall, and from the 
wall to the surroundings, respectively. We can see, as antici-
pated, that the heat flux for the transfer of heat from the wall to 
the surroundings is very small in magnitude compared to the 
other heat fluxes in the column wall. We can see that initially 
heat transfer in the wall is dominated by conduction. This is 
because as heat is transferred from the adsorption front into 
the column wall upstream of the location of the thermo-couple, 

Fig. 15   a Internal temperature profiles as compared to experimental 
measurements (solid blue symbols) using either the full wall energy 
balance model (solid red line), the partially reduced wall energy 
balance model (dashed black line) or the fully reduced wall energy 
balance model (dashed red line). b Transient profiles of heat fluxes 
within the column wall for the adsorption experiment with an inlet 
flow rate of f

in
= 200 ccm. Shown are the fluxes due to conduction 

(red), heat exchanged between the gas-phase and the wall (blue) and 
heat exchanged between the column wall and the surroundings (grey) 
(Color figure online)
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conduction in the wall disperses this heat longitudinally away 
from the position of the adsorption front. As the adsorption 
front reaches the location of the thermo-couple, heat is trans-
ferred from the front into the column wall. We can see from 
the corresponding inversion of the conduction profile that this 
heat is removed almost entirely by longitudinal conduction 
within the column wall. Owing to the conservation of energy 
principle, we understand that this heat must be leaving the 
system somewhere. We propose that in the present formula-
tion of the 1D DCB model that the boundary condition of 
tight thermal contact between the wall and the surroundings 
(Table 4) is causing the model to predict the loss of heat from 
the system almost exclusively from the ends of the column 
wall. This is because this boundary condition fixes the tem-
perature of the column wall to the ambient temperature at both 
ends of the column and essentially provides a heat sink for 
heat transferred to the ends of the column by conduction. By 
using this boundary condition, we provide a route for heat to 
escape the system which has a very low thermal resistance in 
comparison to loss of heat to the ambient air surrounding the 
column. This conclusion is supported by forward modelling 
exercises in which we disable longitudinal conduction in the 
column wall by setting the thermal conductivity of the wall 
to Kw = 0 . In this case, the outside heat transfer coefficient 
empirically regains a degree of control over the shape of the 
tail of the internal column temperature profile.

We propose that there are two potential resolutions to 
this conflict. Firstly, one could explore alternative boundary 
conditions for the closure of the wall energy balance such 
that the outside heat transfer coefficient regains relevance. 
Secondly, one can make peace with this modelling inad-
equacy and exclude the outside heat transfer coefficient from 
the model entirely to reduce the overall computational effort 
of analysing the dynamic experiments.

7 � Conclusions

We have shown how Bayesian inference can be applied 
for the quantification and propagation of uncertainties 
in dynamic column experiments with a single adsorbing 
component. We have also integrated a global variance-
based sensitivity analysis using the Sobol method with the 
uncertainty quantification exercise to identify opportuni-
ties to improve the robustness of the numerical modelling 
and to simplify the model formulation.

We have found that there are moderate uncertainties in 
the analysis of the DCB system. The outlet mole fraction 
profile, internal temperature profile and internal adsorp-
tion profiles all experience uncertainties on the order of 
approximately ±15% for both adsorption and desorption 
experiments. We would suggest that these uncertainties are 

intolerably large for the parametrisation of system specific 
physical processes and for the validation of the numeri-
cal model through comparison to experimental data. The 
global sensitivity analysis of the system has revealed that 
uncertainties in the dynamic model outputs owe signifi-
cantly to uncertainties in the parameters which describe 
the temperature dependence of the equilibrium state of 
the system. We propose that these uncertainties could be 
effectively reduced by including isotherms in the equilib-
rium data set at more temperatures to provide both a better 
range of temperatures, and improved granularity within 
the specified temperature range. This aspect of the results 
in particular should attract significant further attention to 
improve the robustness of dynamic modelling throughout 
the adsorption community. We found that the outside heat 
transfer coefficient has essentially no influence over the 
simulated temperature profile, and that the model bound-
ary conditions should be modified if this parameter is not 
to be excluded from the modelling.

We also make the following additional recommenda-
tions for the procedure of analysing DCB experiments. 
Firstly, the choice of isotherm model should not be made 
solely based on the quality of fit to the experimental equi-
librium data. We have shown that the decision runs deeper 
than this and must also include considerations relating to 
the uncertainty in relevant dynamic model outputs, in 
addition to the performance of the isotherm against the 
equilibrium data. Secondly, we have shown quantitatively 
that heat transfer coefficients should not be determined 
from internal temperature profiles measured during des-
orption experiments, through the comparison of paramet-
ric posterior distributions obtained from both adsorption 
and desorption experiments. Finally, we propose that more 
careful attention should be given in general when choos-
ing the data for fitting dynamic models to experimental 
measurements to ensure accurate parametrisations of the 
physical processes are prioritised over forcing the mod-
els to fit the experimental data to the highest degree. We 
believe that this practice masks inadequacies in the model-
ling workflow which are better off addressed, rather than 
ignored.

Appendix A Non‑dimensionalisation of 1D 
DCB model

In dimensional form, the 1D DCB model is defined as follows. 
The overall material balance is:

The component material balance for CO2 is:
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The pressure drop along the column is given by Darcy’s 
law, which is:

The column energy balance is:

And the wall energy balance is:

In Eq. A4, the molecular weight of the gas phase, �g , is 
given by the following relationship:

Where �1 and �2 are the molecular weight of CO2 and He, 
respectively. The molecular weight of the adsorbed phase, 
�a , is equal to the molecular weight of CO2.

The non-dimensional variables used in the 1D DCB model 
(Table 3) are defined as follows:

The dimensionless groups of the model are defined as 
follows:
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Maximum entropy principle

The maximum entropy principle states that the prior distri-
bution which best represents our initial knowledge of the 
parametric distribution is that which maximises the “Shan-
non entropy” of the prior distribution, subject to constraints 
defined by our initial knowledge. This concept follows natu-
rally from the physical idea of entropy, in which systems 
with a larger entropy tend to require a smaller amount of 
information to be described. Therefore, by maximising the 
Shannon entropy of the prior distribution, we incorporate 
as little information as possible into our choice of the distri-
bution, outside of constraints which we specifically apply. 
This avoids a potential situation arising in which we bias the 
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information described by the prior distribution by our choice 
of the form of the distribution. The Shannon entropy, H(�j) , 
of the marginal prior distribution, P(�j) , for parameter �j , is 
defined as [38]:

There are two constraints on our choice of the prior distribu-
tion which maximises the entropy H(�j) . Firstly, whatever 
the choice of probability distribution is, it must normalise 
to unity:

Secondly, in the context of this study, we are aware of the 
fitted values of the model parameters from the parameter 
extraction exercise carried out in Sect. 3. Therefore, we can 
assume that the mean of the prior distribution should take 
the fitted parameter value, �nom

j
 . So, it follows that the first 

central moment of the prior distribution should be:

Subject to the constraints of Eqs. A19–A20, we can find the 
best choice of prior distribution by solving the following 
optimisation problem:

This problem can be solved by application of the conditions 
of Karush, Kuhn and Tucker (KKT) [39], which derive the 
maximum of a functional constrained by equality condi-
tions as the stationary point of the corresponding Lagran-
gian, ∇L(P(�j)∗,�

∗) = 0 . Solution of the above optimization 
problem by application of the KKT conditions leads to an 
exponential marginal prior distribution for parameter �j:
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