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Abstract

Recently, physics-informed neural networks (PINNs) have offered a powerful new
paradigm for solving problems relating to differential equations. Compared to classi-
cal numerical methods, PINNs have several advantages, for example their ability to
provide mesh-free solutions of differential equations and their ability to carry out for-
ward and inverse modelling within the same optimisation problem. Whilst promising,
a key limitation to date is that PINNs have struggled to accurately and efficiently solve
problems with large domains and/or multi-scale solutions, which is crucial for their
real-world application. Multiple significant and related factors contribute to this issue,
including the increasing complexity of the underlying PINN optimisation problem as
the problem size grows and the spectral bias of neural networks. In this work, we
propose a new, scalable approach for solving large problems relating to differential
equations called finite basis physics-informed neural networks (FBPINNs). FBPINNs
are inspired by classical finite element methods, where the solution of the differen-
tial equation is expressed as the sum of a finite set of basis functions with compact
support. In FBPINNS, neural networks are used to learn these basis functions, which
are defined over small, overlapping subdomains. FBINNSs are designed to address the
spectral bias of neural networks by using separate input normalisation over each sub-
domain and reduce the complexity of the underlying optimisation problem by using
many smaller neural networks in a parallel divide-and-conquer approach. Our numer-
ical experiments show that FBPINNs are effective in solving both small and larger,
multi-scale problems, outperforming standard PINNSs in both accuracy and computa-
tional resources required, potentially paving the way to the application of PINNs on
large, real-world problems.
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1 Introduction

Solving forward and inverse problems relating to differential equations has been the
subject of intense research focus over many decades. Indeed, many areas of science
rely on our ability to accurately solve these problems, from modelling the climate
to understanding fundamental particle physics [1-3]. Classical approaches such as
finite difference, finite element, and spectral methods have emerged as the domi-
nant approach, with great advances in their performance being made throughout the
decades. Today, these methods are capable of solving highly complex, large-scale
problems and are often implemented using sophisticated, adaptive and parallel algo-
rithms utilising thousands of CPU and GPU cores [4, 5].

Whilst powerful, classical methods also have some long-standing limitations. For
example, many of today’s applications require the study of multi-physics, multi-scale
systems, which can be very challenging to incorporate and model accurately, often
requiring the use of adaptive schemes and subgrid parameterisations [6, 7]. Another
is the vast computational resources that are typically required, which render many
real-world applications unfeasible. Thirdly, implementations of classical approaches
are often elaborate and can require millions of lines of code, making them challenging
to maintain from generation to generation [4].

In recent years, researchers have turned towards the rapid advances in machine
learning as a potential way to address some of these challenges. One strategy is to
entirely replace classical methods with purely data-driven algorithms (for example see
[8,9]), and whilst this can lead to advantages such as dramatic savings in computational
efficiency, it reveals important flaws in current machine learning techniques such as
issues with generalisation and the need for large amounts of training data. A more
recent strategy is to blend together physical principles and traditional algorithms with
machine learning in a more nuanced way to create more powerful models, in the
burgeoning field of scientific machine learning (SciML) [10, 11].

One such approach which has received significant attention are physics-informed
neural networks (PINNs) [12—15], which can be used to solve both forward and inverse
problems relating to differential equations. PINNs use a deep neural network to rep-
resent the solution of a differential equation, which is trained using a loss function
which directly penalises the residual of the underlying equation. PINNs have multiple
benefits in comparison to classical methods, for example they provide approximate
mesh-free solutions which have tractable analytical gradients, and they provide an
elegant way to carry out joint forward and inverse modelling within the same optimi-
sation problem [13]. Many of the fundamental concepts behind PINNs were proposed
in the 1990s by [12] and others, whilst [13] implemented and extended them with
modern deep learning techniques.
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Since these works, PINNs have been utilised in a wide range of applications, for
example in simulating fluid flow [16, 17], carrying out cardiac activation mapping
[18], modelling wave physics [19], and even in predicting the temperature distribution
over an espresso cup [20]. Many extensions of PINNs have also been investigated. For
example, one extension is to include uncertainty estimation within PINNs, and [21]
proposed Bayesian PINNs which use Bayesian neural networks to estimate uncertainty
in the PINN solution. Another is to use the variational form of differential equations to
construct an alternative optimisation problem (see, for example [22]). [23], [24] and
[25] instead used finite difference filters to construct a differential equation residual
in a PINN-like loss function when training CNNs and RNNs to approximate the
solution of the differential equation on a mesh. The advantage of this approach is
that these models can be easily conditioned on the initial conditions of the problem,
i.e. they allow surrogate models to be learned. [26] proposed DeepONets, which also
condition neural networks on their initial conditions such that they learn families
of solutions, and DeepONets can be extended to include PINN loss functions [27].
In other applications, PINNs have been extended to fractional differential equations
[28], stochastic differential equations [29, 30], and have even been used to discover
underlying differential equations themselves [31]. Multiple software libraries have
been developed which allow PINNs to be trained easily and quickly, such as DeepXDE
[32], SimNet [33], PyDEns [34] and NeuroDiffEq [35].

Whilst popular and effective, PINNs also suffer from some significant limitations.
One is that, in comparison to classical approaches, the theoretical convergence prop-
erties of PINNs are still poorly understood. For example, the PINN loss function can
be highly non-convex and result in a stiff optimisation problem, yet it is unclear which
classes of problems this affects [36, 37]. Work by [37-39] and others have made initial
steps towards understanding the theoretical properties of PINNs but this sub-field is
in its early stages. Another is the poor computational efficiency of PINNs. A standard
PINN must be retrained for each solution, which is expensive and typically means
classical methods strongly outperform PINNS, at least for forward modelling tasks.
Works which condition PINNS on their initial conditions so that they learn a family of
solutions, such as those aforementioned above [23-25, 27], could potentially address
this issue.

Finally, a major challenge is scaling PINNs to large problem domains. There are
multiple related issues in this respect. One is that, as the domain size increases, the
complexity of the solution typically increases, which inevitably requires the size of
the neural network (or number of free parameters) to increase such that the network is
expressive enough to represent it. This in turn results in a harder PINN optimisation
problem, both in terms of the number of free parameters and the increased number
of training points required to sufficiently sample the solution over the larger domain,
and typically leads to much slower convergence times. Another is the spectral bias of
neural networks. This is the well-studied observation that neural networks tend to learn
higher frequencies much more slowly than lower frequencies [40—43], with various
convergence rates being proved. Because a problem’s input variables are typically
normalised over the domain before being input to a PINN, low-frequency features in
the solution effectively become high-frequency features as the domain size increases,
which can severely hinder the convergence of PINNs. Similarly, spectral bias is a major
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issue when solving problems with multi-scale solutions [44]. These limitations have
meant that the vast majority of PINN applications to date have only solved problems
in small domains with limited frequency content.

Recent works have started to investigate these issues. [44] showed that spectral bias
also affects PINNs and proposed the use of Fourier input features [45] to help alleviate
this issue, which transform the input variables over multiple scales using trigonometric
functions as a pre-processing step. [46] proposed multi-scale deep neural networks,
which used radial scaling of the input variables in the frequency domain to achieve
uniform convergence across multiple scales when solving problems with a PINN loss.
However, for both of these methods, the scale of their input features must be chosen
to match the frequency range of interest.

For reducing the complexity of the PINN optimisation problem, an increasingly
popular approach is to use domain decomposition [47], taking inspiration from exist-
ing classical methods such as finite element modelling. Instead of solving one large
PINN optimisation problem, the idea is to use a “divide and conquer” approach and
train many smaller problems in parallel. This can reduce training times and could
potentially reduce the difficulty of the global optimisation problem too. For example,
[48] proposed XPINNSs, which divide the problem domain into many subdomains and
use separate neural networks in each subdomain to learn the solution. A key consider-
ation in any domain decomposition approach is to ensure that individual subdomain
solutions are communicated and match across the subdomain interfaces, and [48] rely
upon additional interfaces terms in their PINN loss function to do so. In follow-up
work, [49] showed their approach can be parallelised to multiple GPUs, decreasing
training times. However, a key downside of their approach is that it contains disconti-
nuities in the PINN solution across subdomain interfaces, as the interface conditions
are only weakly constrained in the loss function. Similar domain decomposition strate-
gies were proposed by [50] and [51], but who instead used extreme learning machines
(ELMs) [52] as the neural networks in each subdomain, which can be rapidly trained.
However, whilst [51] claimed computational efficiency comparable to finite element
modelling, ELMs restrict the capacity of neural networks as only the weights in the last
layer can be updated. In other related approaches, [53] replaced subdomain solvers
of the classical Schwarz domain decomposition approach with PINNSs, resulting in
a similar strategy to [48]. [54] proposed GatedPINNs, which use an auxiliary neural
network to learn the domain decomposition itself, and [55] use domain decomposition
to train variational PINNS, although only when defining the space of test functions.

In this work, we propose a new domain decomposition approach for solv-
ing large, multi-scale problems relating to differential equations called finite basis
physics-informed neural networks (FBPINNs). In contrast to the existing domain
decomposition approaches, we ensure that interface continuity is strictly enforced
across the subdomain boundaries by the mathematical construction of our PINN solu-
tion ansatz, which removes the need for additional interface terms in our PINN loss
function. Furthermore, we explicitly consider the effects of spectral bias by using
separate input variable normalisation within each subdomain, which restricts the
effective solution frequency each subdomain network sees. We further propose flex-
ible training schedules which can aid the convergence of FBPINNs and propose a
parallel training algorithm which allows FBPINNs to be scaled computationally. To
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numerically validate our approach, we compare the accuracy of FBPINNs to stan-
dard PINNs across a range of problem sizes, both in terms of domain size and
dimensionality, including problems with multi-scale solutions. These experiments
suggest that FBPINN s are effective in solving both small and larger, multi-scale prob-
lems, outperforming standard PINNs in both accuracy and computation resources
required. All of the code for reproducing the results of this paper can be found at
github.com/benmoseley/FBPINNs.

The remainder of this paper is as follows. In Section 2, we describe the standard
PINN implementation as defined by [13], as well as the alternative constructed ansatz
formulation proposed by [12]. In Section 3, we motivate FBPINNs by showing a
simple example where PINNs break down: that of learning the solution to j—z =
cos wx for large values of w. In Section 4, we present the FBPINN methodology in
detail. In Section 5, we present numerical results which compare the performance
PINNs and FBPINNs across many smaller and larger scale problems, including the
Burgers equation and the wave equation. Finally, in Sections 6 and 7, we discuss the

implications and conclusions of our work.

2 Physics-informed neural networks (PINNs)

PINNS s are designed to solve differential equations of the general form [13]

Dlu(x);Al=f(x), xeQ, |

Brlu(x)] = gr(x), x el CoQ, )
fork =1, 2, ..., np where D is a differential operator, B is a set of boundary operators,
u € R% is the solution to the differential equation, f(x) is a forcing function, g (x)
is a set of boundary functions, x is an input vector in the domain @ C R? (i.e. x is
a d-dimensional vector), 92 denotes the boundary of 2 and A is an optional vector
of additional parameters of the differential operator. Many different physical systems
can be described in this form, including problems with time-dependence or time-
independence, linear or nonlinear differential operators, and different types of initial
and boundary conditions such as Dirichlet and Neumann conditions. As an example,
the inhomogeneous wave equation with Dirichlet and Neumann boundary conditions
atr = 0 reads

, 192
|:v _C_Zm}u(x,t)=f()€,f)v

u(x,0) = gi(x), @)

0
8—?()6,0) =g (),

where ¢ is the wave speed (note, for all time-dependent problems described in this
paper, we have labelled the time dimension separately from the spatial dimensions of
the input vector for readability).
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Given the problem definition in Equation 1, PINNS train a neural network, denoted
as NN (x; 6) where 6 denotes the free parameters of the neural network, to directly
approximate the solution to the differential equation, i.e. NN (x; 6) =~ u(x). To solve
the problem, the network is trained by minimising the following loss function:

LO) = L) + Lb(©®) , 3)
where v
1 P
£p©) = 2= D IDINN i 0): Al = f@) |12 “)
L
1 Npk
Ly®) =) N D I BUNN (xajs )1 — gicCaa) 11 )
k J

{x;} is a set of training points sampled over the full domain €2, and {x;} is a set of
training points sampled from the boundary I'y associated with each boundary con-
dition. We denote the first term, £, (), as the “physics loss” and the second term,
Lp(0), as the “boundary loss”. Intuitively, the physics loss pushes the neural net-
work to learn solutions which are consistent with the underlying differential equation,
whilst the boundary loss attempts to ensure the solution is unique by matching the solu-
tion to the boundary conditions. For the wave equation example above, Equation 3
becomes

82
LO) = Zn[ ——Z—Z}NN(x,,z,,e) fi ) |)?

1 Npi 1 Np2 3
™ Zn NN (x1;,0;0)—g1(x1)) | +—Z|| 5 NN (2, 0:6)
J

—g2002)) I (6)

There are a number of important points to consider when training PINNs. The first
is that a sufficient number of training points {x;} and {x;;} should be selected such
that the network is able to learn a consistent solution across the entire domain. For
large domains, training points are often sampled in mini-batches and the optimisation
problem becomes a stochastic optimisation problem.

Secondly, when evaluating the loss function, the gradients of the neural network
with respect to its inputs are required. These are typically analytically available, and
this allows the loss function to be evaluated and further differentiated with respect
to 0, allowing gradient descent methods to be used to optimise 6. In practice, these
gradients are easily obtainable in modern deep learning packages through the use of
autodifferentiation (AD). For example, when using the PyTorch library [56], one
can use reverse or forward-mode AD to obtain a computational graph for computing
the gradients of a network’s output with respect to its inputs and then use AD again on
this graph to obtain gradients of the PINN loss function with respect to the parameters
of the network.
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Thirdly, it is important to note that whilst the known values of the solution (and/or
its derivatives) are required at the domain boundaries to evaluate the boundary loss,
evaluating the physics loss only requires samples of the input vector, i.e. it can be
viewed as an unsupervised regularisation term, and therefore, PINNs require very
little training data in this sense.

Finally, PINNs can be naturally extended to inverse problems, for example when
estimating the parameters of the differential equation A. In this setting, an additional
“dataloss” is usually added, which penalises the difference between the network solu-
tion and the solution at a set of observed points within the domain, and the parameters
A are jointly optimised alongside 6.

2.1 Weakly vs strongly constrained PINNs

A downside of the standard PINN approach described above is that the boundary con-
ditions are only weakly enforced in the loss function described by Equation 3, meaning
that the learned solution may be inconsistent. Furthermore, recent work has shown
theoretically and empirically that the PINN optimisation problem can be stiff to solve,
to the point where it may not converge at all, due to the two terms in the loss function
competing with each other [17, 36, 37]. An alternative approach, as originally proposed
by [12], is to strictly enforce the boundary conditions by using the neural network as
part of a solution ansatz. For example, for the wave equation problem above, instead of
defining a neural network to directly approximate the solution NN (x, t; 0) ~ u(x, 1),
one could instead use the ansatz

u(x,t;0) :gl(x)—f-tgz(x)—i—tzNN(x,t; 0), 7

to define the approximate solution in the PINN optimisation problem. It is straight-
forward to verify that this ansatz automatically satisfies the boundary conditions in
Equation2. Because the boundary conditions are automatically satisfied, only the
physics loss, £,(6), needs to be included in Equation 3, which turns the optimisation
problem from a constrained one into a simpler unconstrained one. This formulation
has since been extended to irregular domains [57, 58], and general schemes for con-
structing suitable ansatze have been proposed [59]. We will use this strategy for the
rest of the examples in the paper, although we note that the FBPINN framework is not
limited to this approach and can use both formulations.

3 A motivating example

As discussed in Section 1, a major challenge is to scale PINNs to large domains. In this
section, we will show a simple empirical 1D example highlighting this difficulty, which
motivates the FBPINN framework. Specifically, we consider the following problem:

u
Ix = cos(wx) , @)

u0) =0,

@ Springer



62 Page 8 of 39 B. Moseley et al.

where x, u, € R!, which has the exact solution

u(x) = l sin(wx) . )
w

We will use the PINN solution ansatz
i(x;0) = tanh(wx) NN (x;0) , (10)

to solve this problem. We choose to use the tanh function in the ansatz because away
from the boundary condition, its value tends to £ 1, such that the neural network does
not need to learn to dramatically compensate for this function away from the boundary.
We also approximately match the width of the tanh function to the wavelength of the
exact solution, again such that the compensation the network needs to learn in the
vicinity of the boundary is of similar frequency to the solution. In our subsequent
experiments, we find both of these strategies help PINNs converge over large domains
and different solution frequencies.
The PINN is trained using the unconstrained loss function

N
1 < d
LO) = Lp(O) = 3~ DIl x5 0) = cos(en) I (11)
P

as derived using Equation4.

3.1 Low-frequency case (@ = 1)

First, the above PINN is trained for the w = 1 case. We use a fully connected network
with 2 hidden layers, 16 hidden units per layer and tanh activation functions, using
200 training points ({x;}) regularly spaced over the domain x € [—2m, 27]. The input
variable x is normalised to [—1, 1] over the domain before being input to the network,
and the output of the network is unnormalised by multiplying it by % before being
used in the ansatz defined by Equation 10. The PINN is trained using gradient descent
with the Adam optimiser [60] and a learning rate of 0.001. All code is implemented
using the PyTorch library, using its autodifferentiation features [56].

Figure 1 (a) and (e) shows the PINN solution after training and its L1 error compared
to the exact solution (evaluated using 1000 regularly spaced points in the domain) as
a function of training step. We find that the PINN is able to quickly and accurately
converge to the exact solution.

3.2 High-frequency case (® = 15)

Next, the same experiment is run, but with two changes; we increase the frequency
of the solution to w = 15 and the number of regularly spaced training points to
200 x 15 = 3000. Figure 1 (b) and (e) shows the resulting PINN solution and L1
convergence curve (using 5000 test points). We find for this case the PINN is unable
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) PINN (w =1, 2 layers, 16 hidden units) (b) PINN (w =15, 2 layers, 16 hidden units)
.01 —— Exact solution 0.05 —— Exact solution
0.54 —— PINN —— PINN
s 0.0 5 0.0041
=051 ~0.05 1
-1.04 T T T T T T T
-6 -4 =2 0 2 4 6
X X
(c) PINN (w =15, 4 layers, 64 hidden units) (d) PINN (w = 15, 5 layers, 128 hidden units)
—— Exact solution 0.05 1 —— Exact solution
0051 —— PINN : —— PINN
s 0.00 s 0.001
—0.054 —0.051
B S B R T
X X
(e) Test loss
1071 4 PINN (w =1, 2 layers, 16 hidden units)

PINN (w = 15, 2 layers, 16 hidden units)
PINN (w =15, 4 layers, 64 hidden units)
PINN (w =15, 5 layers, 128 hidden units)

L1 loss

T T T T T
0 10000 20000 30000 40000 50000
Training step

Fig. 1 Using PINNSs to solve ‘% = cos(wx). When @ = 1, a PINN with 2 hidden layers and 16 hidden
units quickly converges to the solution: (a) shows the PINN solution compared to the exact solution, and (e)
shows the L1 error between the PINN solution and the exact solution against training step. When o = 15,
the same PINN struggles to converge, as shown in (b). Increasing the number of free parameters of the
PINN improves its accuracy, as shown in (c) and (d)

to accurately learn the solution, only being able to capture the first few cycles of the
solution away from the boundary condition. We further retrain the PINN using larger
network sizes of 4 layers and 64 hidden units and 5 layers and 128 hidden units,
shown in Fig. 1 (c) and (d), and find that only the PINN with 5 layers and 128 hidden
units is able to fully model all of the cycles, although its final relative L1 error is
much worse than the w = 1 case and its convergence curve is much slower and more
unstable. We note that the @ = 1 PINN with 2 layers and 16 hidden units uses 321 free
parameters whilst the @ = 15 PINN with 5 layers and 128 hidden units uses 66,433
free parameters.

3.3 Remarks

Whilst the PINN performs well for low frequencies, it struggles to scale to higher fre-
quencies; the higher frequency PINN requires many more free parameters, converges
much more slowly and has worse accuracy. Multiple significant and related factors
contribute to this issue. One is that as the complexity of the solution increases, the
network requires more free parameters to accurately represent it, making the optimisa-
tion problem harder. Another is that as the frequency increases, more training sample
points are required to sufficiently sample the domain, again making the optimisation
problem harder. Third is the spectral bias of neural networks, which is the observa-
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tion that neural networks tend to learn higher frequencies much more slowly than low
frequencies, a property which has been rigorously studied. Compounding these factors
is the fact that, as the size of the network, number of training points, and convergence
time grow, the computational resources required increase significantly.

It is important to note that for this problem, scaling to higher frequencies is equiva-
lent to scaling to larger domain sizes. Because we have normalised the input variable
to [—1, 1] within the domain before inputting it to the network, keeping w = 1 but
expanding the domain size by 15 times and re-normalising presents the same optimisa-
tion problem to the neural network as changing w to 15. Indeed, increasing the domain
size and scaling to higher frequencies are related problems, and the above case study
highlights a general observation of PINNs: as the domain size increases, the PINN
optimisation typically becomes much harder and takes much longer to converge.

Another important note is that classical methods also typically scale poorly to large
domain sizes/higher frequencies. For example, when solving the problem above, the
number of mesh points required by standard finite difference modelling would scale
o« w. However, FD modelling would not suffer from the additional PINN-related
problems described above of many more free parameters in the optimisation problem
and slower convergence due to spectral bias.

In the next section, we will present FBPINNs, which, as we shall see in Section 5,
are able to solve the case study above much more accurately and efficiently than the
PINNSs studied.

4 Finite basis physics-informed neural networks (FBPINNSs)
4.1 Workflow overview

FBPINNs are a general domain decomposition approach for solving large, multi-
scale problems relating to differential equations. The main goal of FBPINNS is to
address the scaling issues of PINNs described above, which is achieved by using a
combination of domain decomposition, subdomain normalisation and flexible training
schedules. In this subsection, we give an overview of FBPINN s before giving a detailed
mathematical description in Section 4.2.

The FBPINN workflow is shown in Fig. 2. In FBPINNs, the problem domain is
divided into overlapping subdomains. A neural network is placed within each subdo-
main such that within the center of the subdomain, the network learns the full solution,
whilst in the overlapping regions, the solution is defined as the sum over all overlapping
networks. Before being summed, each network is multiplied by a smooth, differen-
tiable window function which locally confines it to its subdomain. In addition to this,
the input variables of each network are separately normalised over each subdomain,
and we can define flexible training schedules which allow us to restrict which subdo-
main networks are updated at each gradient descent training step (described in more
detail in Section 4.3).

By dividing the domain into many subdomains, the single, large PINN optimisation
problem is turned into many smaller subdomain optimisation problems. By using
separate subdomain normalisation (as well as a domain decomposition appropriate for
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the complexity of the solution), we ensure that the effective solution frequency each
subdomain optimisation problem sees is low. The use of flexible training schedules
allows us to focus on solving smaller parts of the domain sequentially instead of all of
them at once. Our hypothesis is that all three of these strategies alleviate the scaling
issues described above, leading to an easier global optimisation problem.

With any domain decomposition technique, it is important to ensure that the indi-
vidual neural network solutions are communicated and match across the subdomain
interfaces. In FBPINNSs, during training, the neural networks share their solutions
in the overlap regions between subdomains, and by mathematically constructing our
global solution as the sum of these solutions, we automatically ensure the solution is
continuous across subdomains. This approach allows FBPINNS to use a similar loss
function to PINNSs, without requiring the use of additional interface loss terms, in
contrast to other domain decomposition approaches (e.g. [48]).

Finally, FBPINNs can be trained in a highly parallel fashion, decreasing their train-
ing times, and we present an algorithm for doing so in Section 4.4. FBPINNs are
inspired by classical finite element methods (FEMs), where the solution of the differ-
ential equation is expressed as the sum of a finite set of basis functions with compact
support, although we note that FBPINNS s use the strong form of the governing equation
as opposed to the weak form in FEMs.

4.2 Mathematical description

We will now give a detailed mathematical description of FBPINNs. In FBPINNS,
the problem domain  C R is subdivided into n overlapping subdomains, ©; C Q.
FBPINNSs can use any type of subdivision, regular or irregular, with any overlap width,
as long as the subdomains overlap. An example subdivision, a regular hyperrectangular
division, is shown in Fig. 2. For simplicity, we use this type of division for the rest of
this work.

Given a subdomain definition, the following FBPINN solution ansatz is used to
define the approximate solution to the problem defined by Equation 1

i(x;0) =C[NN(x;0)] , (12)

where

n
NN(x:0) = Z w; (x) - unnorm o NN; o norm; (x) , (13)

i
NN;(x; 6;) is a separate neural network placed in each subdomain 2;, w;(x) is a
smooth, differentiable window function that locally confines each network to its sub-
domain, C is a constraining operator which adds appropriate “hard” constraints to the
ansatz such that it satisfies the boundary conditions (following the same procedure
described in Section 2.1), norm; denotes separate normalisation of the input vector
x in each subdomain, unnorm denotes a common unnormalisation applied to each

neural network output, and 6 = {6;}.

The purpose of the window function is to locally confine each neural network
solution, N N, to its subdomain. Any differentiable function can be used, as long as it
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Subdomain network: Window
function
T Subdomain Output
i normalisation NN; unnormalisation | X w;
T2 norm; & unnorm h

Z2

FBPINN solution:

n
a(z;0) =C Z w;(x) - unnorm o NN; o norm; (z)
i

Ll
SIEIGILE

]
!
-

I

HiHE @

Summation over all

x N
! subdomain networks

=1 model 4 overlapping models
2 overlapping models

Fig.2 FBPINN workflow. FBPINNs use domain decomposition and separate subdomain normalisation to
address the issues related to scaling PINNs to large domains. First, the problem domain is divided into over-
lapping subdomains; an example 2D hyperrectangular subdivision is shown. Next, separate neural networks
are placed within each subdomain. Each network is locally confined to its subdomain by multiplying it with
a differentiable window function, such that within the center of the subdomain, the network learns the full
solution to the differential equation, whilst in the overlapping regions, the solution is defined as the sum over
all overlapping networks. For each network, the input variables x = (x, x3, ...) are normalised between
[-1,1] over the subdomain, and the output of the network is unnormalised using a common unnormalisation.
Finally, an optional constraining operator C can be applied which appropriately constrains the ansatz such
that it automatically satisfies the boundary conditions

is (negligibly close to) zero outside of the subdomain and greater than zero within it.
For all the problems studied in this paper, which all use hyperrectangular subdomains,
we use the following window function:

d
wix) = [[o (@ = a))/o)Hp(b] —x7)/0)) (14)

J

where j denotes each dimension of the input vector, aij and bij denote the midpoint of

the left and right overlapping regions in each dimension (where ai] < bij ,1.e. the black
lines in Fig. 2), ¢ (x) = 1-&-% is the sigmoid function, and Ui] is a set of parameters
defined such that the window function is (negligibly close to) zero outside of the
overlap region.

The window function is an important choice when defining FBPINNSs. In particular,
whilst any window function can be used, the window function for each subdomain
network should sufficiently overlap with the window functions of its neighbouring
subdomains, so that the network can communicate its solution and boundary values.
Empirically, we find that larger overlaps lead to improved accuracy, although the
computational cost is higher as more subdomain network evaluations are required in
the overlapping regions.

The individual normalisation, norm; in Equation 13, for each subdomain is applied
by normalising the input vector between [—1, 1] in each dimension over the subdomain
before it is input to the network, whilst the common output unnormalisation unnorm
is chosen such that each neural network output stays within the range [—1, 1] and
depends on the solution itself.
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Finally, any neural network can be used to define N N;(x; 6;); in this paper, for
simplicity, we only consider fully connected neural networks.

Given the ansatz defined by Equation 12, FBPINNs are trained using the uncon-
strained loss function

N
1 & .
L) = Lp©) = = D I DliCxi; 0); A = f i) I (15)
L

using a set of training points {x;} sampled over the full domain 2. This loss function
is the same form as used when training the strongly constrained PINNs described
in Section 2.1 and notably does not require the use of additional interface terms by
construction of our ansatz. Alternatively, the constraining operator C in the FBPINN
ansatz can be removed and the corresponding “weak” loss function (cf Equation 3)
used to train FBPINNS, in a similar fashion to PINNs.

4.3 Flexible training schedules

Alongside the issues with scaling PINNs to large domains described in Section 3,
another issue is the difficulty of ensuring that the PINN solution learnt far away from the
boundary is consistent with the boundary conditions. More precisely, it is conceivable
that, early-on in training, the PINN could fixate on a particular solution which is
inconsistent with the boundary condition at a location in the domain far away from
the boundary, because the network has not yet learnt the consistent solution closer to
the boundary to constrain it. With two different particular solutions being learned, the
optimisation problem could end up in a local minima, resulting in a harder optimisation
problem. Indeed, we find evidence for this effect in our numerical experiments (in
particular, Sections5.2.4 and 5.5). Thus, for some problems, it may make sense to

(a) (b) (c)
~= ~==T=7
1 1 1
1 1
1 model
!--- I---'i--- 2 overlapping models
h 1 . 1 . 4 overlapping models
X2 X2 e faC2N ISP Ep S == fixed model
1 1 = active model
-  |m | m s
—— inactive model
[IS [ S
1 1
1 1
L L

X1

training step 0

X1
training step 10,000

training step 20,000

Fig.3 Flexible training schedules for FBPINNs. We can design flexible training schedules which can help
to improve the convergence of FBPINNs. These schedules define which subdomain networks are updated
during each training step. Within these schedules, we define “active” models, which are the networks which
are currently being updated; “fixed” models, which are networks which have already been trained and
have their free parameters fixed; and “inactive” models which are as-of-yet untrained networks. The plots
above show one particular training schedule designed to learn the solution “outwards” from the boundary
condition, which in this case is assumed to be along the left edge of the domain. Note that during each
training step, only training points from the active subdomains are required, shown by the coloured regions
in the plot
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sequentially learn the solution “outwards” from the boundary, in a similar fashion to,
for example time-marching schemes employed in classical methods.

FBPINNS allow for such functionality, which is easy to implement because of their
domain decomposition. At any point during training, we can restrict which subdomain
networks are updated and can therefore design flexible training schedules to suit a
particular boundary problem. An example training schedule is shown in Fig. 3. Within
a training schedule, we define “active” models, which are the networks which are
currently being updated; “fixed” models, which are networks which have already
been trained and have their free parameters fixed; and “inactive” models which are
as-of-yet untrained networks. During each training step, only active models and their
fixed neighbours contribute to the summation in the FBPINN ansatz, and only training
points within the active subdomains are sampled.

Algorithm 1 PyTorch psuedocode for a single global FBPINN training step

for im in active_or_fixed_neighbour_models:

x[im] = sample_subdomain_points (im)

x_norm = (x[im] - x_mu([im]) / x_sd[im]
ul[im] = NN[im] (Xx_norm)

ulim] = ulim]*u_mu + u_sd

ul[im] = windows[im] * u[im]

glim] = problem.get_gradients(ul[im], x[im])

for im in active_models:
for iseg in overlapping_regions[im]:
for im2 in overlapping_models[iseg]:
if im2 != im:
ulim] [iseg] += ul[im2] [iseg] .detach()
glim] [iseg] += gl[im2][iseg] .detach()

for im in active_models:
ulim], glim] = problem.boundary (ul[im], gl[im])
loss = problem.physics_loss(x[im], ul[im], gl[im])
loss.backward()
optimizers([im].step()

4.4 Parallel implementation

The FBPINN optimisation problem defined by Equation 15 is solved by using gradient
descent, similar to PINNs. This can be naively implemented within a single, global
optimisation loop, but in practice, we can train FBPINNS in a highly parallel and more
data-efficient way by taking advantage of the domain decomposition. In this section,
we describe a parallel implementation of FBPINNG .
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There are two key considerations when parallelising FBPINNS. First is that, outside
of each neural network’s subdomain, its output is always zero after the window function
has been applied, which means that training points outside of the subdomain will
provide zero gradients when updating its free parameters. Thus, only training points
within each subdomain are required to train each network, which allows training to
be much more data-efficient. Second is that multiple parts of each training step can
be implemented in parallel; a separate thread for each network can be used when
calculating their outputs and gradients with respect to the input vector, and once the
network outputs in overlapping regions have been summed, a separate thread for
each network can be used to backpropagate the loss function and update their free
parameters. This allows the training time to be dramatically reduced.

We now describe the parallel training algorithm in detail. We use a standard gradient
descent training algorithm, consisting of a number of identical gradient descent steps
implemented inside a £ox loop. The pseudocode for each global training step is shown
in Algorithm 1, and a schematic of how each training step affects each subdomain is
shown in Fig. 4. Each training step consists of three distinct steps. First, for each
subdomain, training points are sampled throughout the subdomain, normalised and
input into the subdomain network. The output of the network is unnormalised, multi-
plied by the window function, and its appropriate gradients (depending on the specific
problem) with respect to the input variables are computed using autodifferentiation.
Second, for training points which intersect the overlapping regions between subdo-
mains, the network outputs and gradients are shared across subdomains and summed.
Third, for each subdomain, the constraining operator is applied to the summed solution

Sample points in subdomain

Sum all NN outputs and
gradients in overlapping
regions

Apply subdomain
normalisation

Run neural network

Apply boundary condition }

Apply window function

Compute physics loss }

Compute gradients

[ )
| |
[ )
[ Apply output unnormalisation ]
[ )
[ )

3
Backpropagate and update
NN free parameters

KEY:
Share NN outputs and Can use separate thread for

gradients in overlapping et it
regions across threads Communication between
threads required

Fig. 4 Visual schematic of a single FBPINN training step for each subdomain. Training can be carried
out in parallel across subdomains, and communication between subdomains is only required during step 2
where each subdomain network must share its outputs with its neighbouring subdomains
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and its gradients, the loss function is computed using these quantities, and the free
parameters of the network are updated using backpropagation.

We note that because each network has an independent set of free parameters,
the computational graph can be discarded (or “detached”) for all outputs shared in
its overlapping regions except its own, allowing the backpropagation operation to be
implemented in parallel without needing communication. Another note is that we must
ensure that the same training data points are used in the overlapping regions for each
network such that their solutions can be summed.

This parallel design makes training FBPINN s highly scalable. As the problem size
grows, more subdomains can be added, and each subdomain can be trained on a sepa-
rate thread. If the number of training points per subdomain and size of each subdomain
network stays constant, the computational cost of the global FBPINN training step
grows linearly with the number of subdomains. Each subdomain thread can be placed
on a separate GPU, allowing multi-GPU training if necessary. As discussed above, the
only communication required between threads is the sharing of subdomain outputs
within overlapping regions.

5 Numerical experiments
5.1 Overview of experiments

In this section, we carry out a number of experiments to test the accuracy and efficiency
of FBPINNs. We are interested in how FBPINNS scale to larger problem sizes, and
our experiments range from smaller to larger problems, both in terms of their domain
size and dimensionality. Problems with multi-scale solutions are included.

First, in Section 5.2, FBPINNSs are tested on the motivating 1D example problem
presented in Section 3 (that of learning the solution to % = cos wx). Harder versions
of this problem are introduced, including one with a multi-scale solution and another
using second-order derivatives in the underlying differential equation. In summary,
we find that FBPINNS are able to accurately and efficiently learn the solutions to these
problems when w is high, significantly outperforming PINNS. In Section 5.3, we extend
the motivating 1D problem to 2D, learning the solution to the equation Z)a_xul + 5’7"2 =
cos(wx1) + cos(wxz) when w is high. Again, the FBPINN significantly outperforms
the PINN tested. In Section 5.4, we test FBPINNSs on a standard PINN benchmark
problem, which is the (1+1)D viscous time-dependent Burgers equation. In this case,
the FBPINN matches the accuracy of the PINN tested, whilst being significantly
more data-efficient. Finally, in Section 5.5, we learn the solution to the (2+1)D time-
dependent wave equation for a high-frequency point source propagating through a
medium with a non-uniform wave speed, which is the most challenging problem
studied here. Whilst the PINN tested exhibits unstable convergence, the FBPINN
using a time-marching training schedule is able to robustly converge to the solution.
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Some of the FBPINN settings and hyperparameters are fixed across all experi-
ments. Specifically, the same optimiser (Adam [60]), learning rate (0.001), network
type (fully connected), network activation function (tanh), type of subdomain division
(hyperrectangular) and window function (as defined in Equation 14) are used across all
experiments. The relevant corresponding aspects are also fixed and the same across all
of the PINN benchmarks used. Other settings and hyperparameters, such as the number
of training steps, number of training points, number of hidden layers, number of hidden
units, number of subdomains, overlapping width of each subdomain, output unnor-
malisation and training schedule, vary depending on the problem, and for some case
studies, we show ablations of them. For clearer comparison, we always use the same
training point sampling scheme and density for both PINNs and FBPINNS, the same
unnormalisation of their network outputs and the same constraining operator when
forming their ansatze. The PINN input variable is always normalised between [—1, 1]
in each dimension across the problem domain before being input to the network. The
PINNSs are implemented within the same coding framework as the FBPINNs, which
uses the PyTorch library [56]. All 1D problems are trained using a single CPU core,
whilst all other problems are trained using a single NVIDIA Titan V GPU. For this
work, we only use a single thread when training FBPINNSs, although this thread does
exactly implement the parallel training algorithm described in Section 4.4. Evaluating
the multi-threaded performance of our parallel algorithm will be the subject of future
work.

5.2 1D sinusoidal experiments

First, we test FBPINNs using the motivating 1D problem described in Section 3
(Equation 8). The following FBPINN ansatz is used:

i(x;0) = tanh(wx) NN (x;0) , (16)
which uses the same constraining operator as the PINN ansatz defined in Equation 10.

5.2.1 Low-frequency case (@ = 1)

For the low-frequency case, the domain x € [—2m, 27] is divided into n = 5 over-
lapping subdomains shown in Fig. 5 (c). Each subdomain is defined such that all of
their overlapping regions have a width of 1.3 and their associated window functions
(as defined in Equation 14) are also shown in Fig. 5 (c). Each subdomain network has
2 hidden layers and 16 hidden units per layer. Similar to the PINN in Section 3.1,
the output of each subdomain network is unnormalised by multiplying it by é before
summation, and the FBPINN is trained using 50,000 training steps and 200 training
points regularly spaced over the domain. An “all-active” training schedule is used,
where all of the subdomain networks are active every training step. The FBPINN has
1605 free parameters in total.
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(a) FBPINN (individual network solutions) (b) FBPINN (full solution)
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Fig. 5 Performance of FBPINNs on the problem % = cos(wx) when w = 1. For this case, we find the
FPINN described in Section 5.2.1 has similar performance to the @ = 1 PINN in Section 3.1 (shown in
Fig. 1 (a)). The individual FBPINN subdomain solutions after training are shown in (a). The full FBPINN
solution compared to the exact solution is shown in (b). The FBPINN subdomain definition, overlapping
regions in the domain (thick pink lines), and window function for each subdomain are shown in (c). The L1
error between the FBPINN solution and the exact solution against training step is shown in (d) and (e). Also
shown in (d) and (e) are the convergence curves for a FBPINN trained with a smaller subdomain overlap
width and the @ = 1 PINN from Section 3.1

Figure 5 (a) shows the individual network solutions after training and Fig. 5 (b)
shows the full FBPINN solution. For ease of interpretation, each individual network
plot in Fig. 5 (a) shows the output of each subdomain network just before summation
but with the constraining operator (tanh(wx)-) applied. Figure5 (d) compares the L1
convergence curve of the FBPINN to the L1 convergence curve of the low-frequency
PINN (with 2 layers and 16 hidden units) studied in Section 3.1. Figure 5 (e) shows the
same curve against the cumulative number of training FLOPS required during forward
inference of the subdomain networks, which is a measure of data—efﬁciency] . For this
case study, we find that the FBPINN is able to solve the problem as accurately and
with a similar data-efficiency to the PINN.

For this case study, we also test the sensitivity of the FBPINN to different subdomain
overlap widths. Figure 5 (d) and (e) show the convergence curve for the same FBPINN
but with its subdomains defined such that all overlapping regions have a width of 0.2.
In this case, the FBPINN has similar performance.

5.2.2 High-frequency case (®@ = 15)

Next, we test the performance of the FBPINN when w = 15 which is a much harder
problem, as discussed in Section 3. For this case, we divide the domain into n =

1 Note, this measure only counts FLOPS spent during the forward inference of the networks and does
not count FLOPS spent during gradient computation, backpropagation or any other part of the training
algorithm. See Appendix A for the exact formula used.
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30 equally spaced subdomains with overlapping widths of 0.3, as shown in Fig. 6
(c). The subdomain network size is kept the same as the case above at 2 layers and
16 hidden units per layer, and the same “all-active” training schedule is used. The
FBPINN has 9630 free parameters in total. Similar to the high-frequency PINNs
tested in Section 3.2, the number of regularly spaced training points is increased to
200 x 15 = 3000. We compare the FBPINN to the best performing high-frequency
PINN from Section 3.2, namely the PINN with 5 layers and 128 hidden units.

Figure 6 shows the same plots as Fig. 5 for this case. We find that, in stark contrast
to the PINN, the FBPINN is able to converge to the solution with very high accuracy in
very few training steps. Furthermore, training the FBPINN requires multiple orders of
magnitude less forward inference FLOPS than the PINN. This is because it uses much
smaller network sizes in each of its subdomains, dramatically reducing the amount of
computation required.

As an additional benchmark, we compare the FBPINN to a PINN where the input
vector is transformed using Fourier features [45] before being input to the PINN (see
Appendix B for the mathematical definition of these Fourier features). Fourier features
can help neural networks learn high-frequency functions [45], and they have been
shown to help the convergence of PINNs [44]. A PINN with 3 layers and 32 hidden
units (similar to the PINNs in Section 3.2) is trained using 32 Fourier features with
frequencies randomly sampled from a Gaussian distribution with a mean equal to the
frequency of the solution (w = 15) and a standard deviation of 10. Figure 6(d) shows
the resulting L1 convergence curve of the PINN. We find that the Fourier features
significantly improve the performance of the PINN; however, its rate of convergence
and final L1 error remains worse than the FBPINN.

(a) FBPINN (individual network solutions) (b) FBPINN (full solution)

—— Exact solution
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Fig.6 Performance of FBPINNs on the problem d = cos(wx) when w = 15. The FBPINN described in
Section 5.2.2 is compared to the best-performing w = 15 PINN in Section 3.2 (namely the PINN with 5
layers and 128 hidden units, shown in Fig. 1 (d)). For this case, we find the FPINN significantly outperforms
the PINN, converging to the solution with much higher accuracy and much less training steps. This plot has
the same layout as Fig. 5
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5.2.3 Multi-scale case

We extend the difficulty of this problem by including multi-scale frequency compo-
nents in its solution. Specifically, we consider the modified problem

ﬁ = wi cos(wix) + wr cos(wrx) , (17

u() =0,

which has the exact solution

u(x) = sin(wix) + sin(wox) . (18)

Here, we chose w1 = 1 and wy = 15, i.e. the solution contains both a high- and
low-frequency component.

The same FBPINN and PINN from Section 5.2.2 are retrained for this problem,
except that their loss functions are modified to use the differential equation above,
unnormalisation is applied to both by multiplying their network outputs by 2, and w;
is used in their ansatz constraining operator (tanh(w;x)-). For this case, we also train
PINNs with smaller network sizes, namely 2 layers and 16 hidden units and 4 layers
and 64 hidden units.

The FBPINN individual network solutions, the FBPINN full solution and the three
PINN solutions are shown in Fig. 7 (a), (b), (c), (d) and (e) respectively, and their L1
convergence curves are compared in Fig. 7 (f) and (g). Similar results are observed
to Section 5.2.2: in stark contrast to the PINNs, the FBPINN is able to converge to
the solution with a much higher accuracy in a much smaller number of training steps.
Whilst the PINNs with 4 and 5 layers are able to model all of the cycles in the solution,
their accuracy is nearly two orders of magnitude worse than the FBPINN, and their
convergence curve is much more unstable.

Similar to Section 5.2.2, we compare the FBPINN to a PINN with Fourier input
features. The same PINN with Fourier features from Section 5.2.2 is retrained for this
problem, and its L1 convergence curve is shown in Fig. 7 (). Similar results are found,
namely that the Fourier features significantly improve the performance of the PINN;
however, its rate of convergence and final L1 error remains worse than the FBPINN.

5.2.4 Second-order derivative case

We also extend the difficulty of this problem by changing the underlying equation from
a first-order differential equation to a second-order equation. Namely, we consider the
related problem

[127 = sin(wx) ,

u(0) =0, (19)
d_”(()) — _l
dx o’
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Fig. 7 Performance of FBPINNs on the multi-scale problem Z—Z = w1 cos(w1x) + wy cos(wyx) where
w1 = 1 and wy = 15. The FBPINN described in Section 5.2.3 is compared to three different PINNs which
have 2 layers and 16 hidden units, 4 layers and 64 hidden units and 5 layers and 128 hidden units. Similar
to Fig. 6, the FBPINN significantly outperforms the PINNs tested. The individual FBPINN subdomain
solutions after training are shown in (a). The full FBPINN solution is shown in (b). The three PINN
solutions are shown in (c)—(e). The L1 errors of the FBPINN and PINN solutions compared to the exact
solution are shown in (f) and (g)

which has the exact solution

ulx) = —iz sin(wx) . (20)
1)

We use the FBPINN ansatz

a(x; 0) = —i tanh(wx) + tanh? (Wx)NN (x; 0) , Q1)
such that the boundary conditions are satisfied and the same construction for the PINN
ansatz. Alike Section 5.2.2, we consider the high-frequency case w = 15.

The same FBPINN and PINN from Section 5.2.2 are retrained for this problem,
except for the changes to the problem definition above, and that the outputs of the
FBPINN and PINN networks are unnormalised by multiplying them by ﬁ We also
train both networks for twice as long (100,000 steps).

The resulting FBPINN and PINN solutions are shown in Fig. 8 (c) and (a), along
with their second-order derivatives in Fig. 8 (d) and (b). We find that both methods
struggle to accurately model the solution, although the FBPINN is able to capture
all of its cycles. Whilst both models learn the solution accurately in the vicinity of
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Fig.8 Performance of FBPINNSs on the problem ‘127’5 = sin(wx) with w = 15. Two FBPINNS with different
training schedules are tested for this problem. The first has an “all-active” training schedule, where all models
are active all of the time, and its resulting solution and second-order derivative are shown in (c) and (d).
The second uses a “learning outwards” training schedule which slowly expands the active model outwards
from the boundary condition at x = 0 as training progresses (as depicted in (g) and (h)), and its solution
and second-order derivative are shown in (e¢) and (f). Both FBPINNs use the subdomain definition shown
in Fig. 6 (c), and are compared to a PINN with 5 layers and 128 hidden units, shown in (a) and (b)

the boundary condition, they learn it poorly outside of it. One explanation is that
both models are suffering from integration errors; a small error in the second-order
derivative (which is being penalised in the loss function) can lead to large errors in the
solution. Indeed, both models learn much more accurate second-order derivatives, as
seen in Fig. 8. Another explanation is that away from the boundary, the FBPINN and
PINN are fixating on a different (and incorrect) particular solution of the underlying
equation. In particular, away from the boundary, the FBPINN solution appears to be
superimposed with a linear function of the input variable, which is a feasible solution
under this differential equation (but is not consistent with the boundary conditions).
To improve the FBPINN solution further, we retrain the FBPINN using a training
schedule that allows the solution to be “learned outwards” from the boundary condi-
tion. The schedule starts with only the two models in the center of the domain being
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active and then slowly expands the active model outwards in the positive and negative
directions, fixing the previously active models behind them, as shown in Fig. 8 (g)
and (h). In this case, 500,000 training steps are used (equating to 33,333 training steps
per active model). The resulting solution and its second-order derivative are shown in
Fig. 8 (e) and (f). We find that this FBPINN performs best, accurately modelling the
solution many cycles away from the boundary condition, although small errors remain
at the edges of the domain.

5.3 2D sinusoidal experiments

In this section, we study the extension of the motivating problem above from 1D to
2D. Specifically, we consider the problem

au au
— 4+ — = cos(wx1) + cos(wxy) ,
dx1 R%) (22)

1
u(0, x2) = > sin(wx2) ,

where x = (x1,x2) € R%, u € R!, with a problem domain x| € [—2m,27], x2 €
[—27, 27]. This problem has the exact solution

1 1
u(xy, xp) = — sin(wx) + — sin(wxy) . (23)
w w
We use the FBPINN ansatz
1 —
u(xy, xp;0) = — sin(wxy) + tanh(wx])NN (x1, x2; 0) , 24)
w

such that the boundary conditions are satisfied, using the same constraining operator
for the PINN ansatz. Similar to Section 5.2.2, we consider the high-frequency case
o = 15. Note that the solution along the second dimension x; is already provided
in the ansatz, and so the FBPINN and PINN only need to learn to correct the ansatz
along the first dimension (although x; is still input to the networks and so they could
still learn an incorrect solution along the second dimension).

For the FBPINN, we divide the 2D domain inton = 15 x 15 = 225 equally spaced
subdomains with overlapping widths of 0.6, as shown in Fig. 9 (g). Each subdomain
network has 2 layers and 16 hidden layers, and we use the “all-active” training schedule
defined above. For the PINN, a network with 5 layers and 128 hidden units is chosen.
The FBPINN has 75,825 free parameters whilst the PINN has 66,561 free parameters.
The FBPINN and PINN are both unnormalised by multiplying their network outputs
by %, and both are trained using 900 x 900 = 810,000 training points regularly spaced
throughout the domain and 50,000 training steps. 1000 x 1000 regularly sampled test
points throughout the domain are used when computing their L1 error compared to
the exact solution.

Figure 9 (c) shows the exact solution, Fig. 9 (b) and a show the FBPINN and PINN
solutions and Fig. 9 (f) and (e) show their difference to the exact solution. The FBPINN
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Fig.9 Performance of FBPINNs on the problem 337"1 + 337"2 = cos(wx) + cos(wxy) with @ = 15. The

FBPINN described in Section 5.3 is compared to a PINN with 5 layers and 128 hidden units. Similar to the
1D sinusodial problems above, we find that the FBPINN significantly outperforms the PINN tested. The
FBPINN subdomain definition is shown in (g). The exact solution is shown in (c). The FBPINN solution
and its difference to the exact solution are shown in (b) and (f), and a similar set of plots for the PINN are
shown in (a) and (e). The L1 errors of the FBPINN and PINN solutions compared to the exact solution are
shown in (d) and (h)

and PINN convergence curves are compared in Fig. 9 (d) and (h). Similar observations
to Section 5.2.2 can be made: the FBPINN is able to converge to the solution with
much higher accuracy and much less training steps than the PINN; whilst the PINN
is able to model all of the cycles of the solution, its accuracy is over one order of
magnitude worse than the FBPINN; because a much smaller subdomain network size
is used in the FBPINN, training the FBPINN requires multiple orders of magnitude
less forward inference FLOPS than the PINN.

5.4 (1+1)D Burgers equation

In this section, the FBPINN is tested using a standard PINN benchmark problem,
which is the (1+1)D viscous time-dependent Burgers equation, given by

ou ou 9%u
_ Uu—=v—s,
ot ox ax?
u(x,0) = —sin(mwx) , (25)
u(—1,t) =0,
M(+17 t) = 0 )

where x, ¢, u, v € R!, with a problem domain x € [—1, 1], € [0, 1]. Interestingly,
for small values of the viscosity parameter, v, the solution develops a discontinuity
at x = 0 as time increases. We use v = 0.01/7 such that this is the case. The exact
solution is analytically available by the use of the Hopf-Cole transform (see [61] for
details, which are omitted here for brevity).
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To solve the problem, we use the FBPINN ansatz
i(x,t;0) = —sin(rx) + tanh(x + 1) tanh(x — 1) tanh(f) NN (x,1;0),  (26)

such that the boundary conditions are satisfied, using the same constraining operator
for the PINN ansatz.

For the FBPINN, we divide the 2D domain into n = 4 x 2 = 8§ equally spaced
subdomains with overlapping widths of 0.4, as shown in Fig. 10 (a). We purposefully
coincide the subdomain interfaces with the discontinuity in the solution at x = 0, to test
how the domain decomposition affects the solution accuracy across the discontinuity.
Each subdomain network has 2 layers and 16 hidden layers, and we use the “all-active”
training schedule. For the PINN, a network with 4 layers and 64 hidden units is used,
as in testing, we found smaller networks performed worse. The FBPINN has 2696
free parameters whilst the PINN has 12,737 free parameters. The FBPINN and PINN
are both unnormalised by multiplying their network outputs by 1, and both are trained
using 200 x 200 = 40,000 training points regularly spaced throughout the domain and

(a) FBPINN (coinciding) subdomain definition (b) FBPINN (avoiding) subdomain definition
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Fig. 10 Performance of FBPINNs on the (1+1)D viscous time-dependent Burgers equation. The exact
solution is shown in (i). Two FBPINNs with different subdomain definitions are tested. The first uses a
subdomain definition where the subdomain interfaces coincide with the discontinuity in the exact solution,
shown in (a). The second uses a definition where the interfaces avoid the discontinuity, shown in (b). Both
FBPINNSs are compared to a PINN with 4 layers and 64 hidden units. The coinciding FBPINN solution and
its difference to the exact solution are shown in (d) and (g). Similar sets of plots for the avoiding FBPINN
and PINN are shown in (e) and (h) and (c) and (f) respectively. The L1 errors of the FBPINN and PINN
solutions compared to the exact solution are shown in (j) and (k). We find that the coinciding FBPINN has
slightly worse accuracy than the PINN, whilst the avoiding FBPINN has slightly better accuracy
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50,000 training steps. 400 x 400 regularly sampled test points throughout the domain
are used when computing their L1 error compared to the exact solution.

Figure 10 (i), (d) and (c) show the exact, FBPINN and PINN solutions respectively,
and Fig. 10 (g) and (f) show the difference of the FBPINN and PINN solutions to the
exact solution. Figure 10 (j) and (k) show the L1 convergence curves of the FBPINN
and PINN. We observe that the FBPINN solution is slightly less accurate across the
discontinuity than the PINN, although its overall convergence is more stable. Whilst
the FBPINN is able to model the discontinuity, it appears that the window function and
summation of networks does make it harder for the FBPINN to model the solution in
this region. To avoid this issue, we retrain the FBPINN using 6 overlapping subdomains
with interfaces which do not coincide with the discontinuity, as shown in Fig. 10 (b).
The resulting solution, difference and convergence curves are shown in Fig. 10 (e),
(h), (j) and (k), and we find that this FBPINN is able to more accurately model the
discontinuity with a slightly higher overall accuracy than the PINN. Furthermore,
as observed above, because a much smaller subdomain network size is used in the
FBPINNS, training both FBPINNS requires multiple orders of magnitude less forward
inference FLOPS than the PINN.

5.5 (2+1)D wave equation

Finally, we test the FBPINN using the (2+1)D time-dependent wave equation, mod-
elling the dynamics of an initially stationary point source propagating through
a medium with a non-uniform wave speed. Specifically, we solve the following
problem:

2
[V2 L ]u(x,t):O,

T ()2 a2

u(x, 0) = e~ 2Uk=nl/o)? (27)

ou
. 50 =O5
5 &0

where x,u € R?, t,u,0 € R!, c(x) € R! is the spatially varying wave speed,
and p and o control the starting location and central frequency of a Gaussian point
source. The wave speed c(x) is defined as a simple mixture of 2D Gaussian dis-
tributions and is shown in Fig. 11 (d). For this case, we use the problem domain
x1 € [-10,10],xp € [-10,10],¢ € [0,10] and set u = (0,0) and o = 0.3.
Modelling the wave equation can be challenging in general because its solutions are
typically broadband, oscillatory and dispersive in nature and can include reflections,
refractions, wavefront compression and expansion through different velocity regions
and a large range of amplitudes [62]. For this case, the solution (or “wavefield”)
expands outwards from the point source, compressing and expanding as it moves
through regions with different wave speeds. We compare our results to the solution
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Fig.11 Setup and convergence curves for the (2+1)D time-dependent wave equation problem. The FBPINN
subdomain definition is shown in (a), (b) and (c), where the plots show orthogonal cross-sections through
the middle of the domain. The spatially varying wave speed is shown in (d). The L1 errors of the FBPINN
and PINN solutions compared to the solution from finite difference modelling are shown in (e) and (f))

from finite difference (FD) modelling (see Appendix C for our detailed implementa-
tion), which is shown in Fig. 12 (a)—(d) for 4 time steps spanning the domain.
To solve the problem, we use the FBPINN ansatz

A, 1:0) = p(52 — t/1)) e 2 =1I/D® L tank?(t/t)NN(x,1:6), (28

where ¢ (-) is the sigmoid function and #; = o/c(w). This ansatz is designed such
that at # = 0, the sigmoid function is (negligibly close to) 1, allowing the ansatz to
match the boundary conditions. At times ¢ 3> 2 ¢, the sigmoid function is (negligibly
close to) 0, removing the point source term from the ansatz. This is done so that the
FBPINN does not need to learn to correct for this part of the ansatz once the point
source has expanded away from its starting location. The same constraining operator
is used for the PINN ansatz.

For the FBPINN, we divide the 3D domaininton = 3 x3 x4 = 36 subdomains with
overlapping widths of 6 in the spatial dimensions and 2 in the time dimension, as shown
in Fig. 11 (a)—(c). Each subdomain network has 4 layers and 64 hidden layers. For this
problem, we use a “time-marching” training schedule, where initially only subdomains
in the first time-step are active, before slowly expanding the active time-step outwards
and fixing the earlier time-step models. For the PINN a network with 5 layers and 128
hidden units is chosen. The FBPINN has 460,836 free parameters whilst the PINN has
66,689 free parameters. The FBPINN and PINN are both unnormalised by multiplying
their network outputs by 1, and both are trained using 58 x 58 x 58 = 195,112
training points randomly sampled throughout the domain. The PINN is trained for
75,000 training steps, whilst the FBPINN is trained for 150,000 steps (equating to
37,500 training steps per active model). For this case, we chose random sampling over
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Fig. 12 Performance of FBPINNs on the (2+1)D time-dependent wave equation problem. The FBPINN
described in Section 5.5 is compared to a PINN with 5 layers and 128 hidden units. We find that the
FBPINN and PINN have similar accuracy, although the FBPINN converges more robustly to the solution
(see Fig. 13). The solution at 4 time-steps spanning the domain from finite difference modelling is shown
in (a)—(d). The PINN solution at these time-steps is shown in (e)—(h), and the FBPINN solution at these
time-steps is shown in (m)—(p). The difference of the PINN solution to the solution from finite difference
modelling is shown in (i)—(1), and similar difference plots for the FBPINN are shown in (q)-t

regular sampling because the training point density is relatively low compared to the
frequency of the solution and in testing this allowed for better convergence of both
the FBPINN and PINN. 100 x 100 x 10 regularly sampled test points throughout
the domain are used when computing their L1 error compared to the finite difference
solution.

Figure 12 (e)-(h) and (m)—(p) show the resulting PINN and FBPINN solutions
respectively over 4 time steps spanning the problem domain. Figure 12 (i)—(1) and (q)-
(t) show their difference compared to the finite difference solution, and Fig. 11 (e) and
(f) show their L1 convergence curves. We find that the FBPINN and PINN solutions
have a similar accuracy, although the FBPINN takes roughly half as many forward
inference FLOPS to train as the PINN, because its subdomain network size is smaller.
We also test a FBPINN using a smaller subdomain network size (2 layers and 16
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hidden units, the same as all previous examples), but this does not converge, as shown
in the convergence plots in Fig. 11 (e) and (f). Whilst the PINN appears suitable for
this problem, we plot the PINN and FBPINN solutions midway through training in
Fig. 13. We find that whilst the FBPINN robustly learns the solution outwards from
t = 0 as its time-marching training schedule progresses, even after 20,000 training
steps, the PINN solution is still close to zero everywhere apart from the boundary
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Fig.13 FBPINN and PINN solutions during training for the (2+1)D time-dependent wave equation problem.
The solution from finite difference modelling is shown in (a)—(d) (repeated from Fig. 12). The FBPINN
solution at training step 50,000 and 100,000 as well as the PINN solution at training step 20,000 are plotted in
(e)—(h), (1)—(o) and (s)—(v) respectively using the same 4 time steps. Whilst the FBPINN robustly learns the
solution outwards from ¢ = 0 as its time-marching training schedule progresses, even after 20,000 training
steps, the PINN solution is still close to zero everywhere apart from the boundary condition. Orthogonal
cross sections of the active, fixed and inactive FBPINN subdomains through the center of the domain during
the time-marching training schedule are shown for each FBPINN training step in (i)—(k) and (p)—(r)
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condition. This can also been seen in the convergence curve for the PINN in Fig. 11
(e), where its L1 error actually increases until approximately training step 40,000. One
explanation for this is that the PINN is fixating on a different (incorrect) particular
solution away from the boundary early-on in training, namely the easier particular
solution u(x, r) = 0, causing the optimisation to become stuck in a local minima.

As a final test, we retrain the PINN using Fourier input features. Specifically, 128
Fourier features are used with frequencies randomly sampled from a Gaussian distri-
bution with a mean equal to the dominant frequency of the solution (w = 27 /o) and
a standard deviation of 10. The L1 convergence curve of the PINN is shown in Fig. 11
(e). In this case, we find that the PINN is not able to converge.

6 Discussion

The numerical tests above confirm that FBPINNs provide a promising approach for
scaling PINNs to large domains. They are able to accurately solve all of the smaller
and larger scale problems studied, whilst in many cases, the standard PINN strug-
gles. For the problems studied with smaller domains, such as the Burgers equation
and the low-frequency sinusoidal problem, the FBPINN generally matches the PINN
in performance. For the problems with larger domains, such as the wave equation
and high-frequency sinusodial case studies, the FBPINN outperforms the PINN. The
largest differences are seen in the high-frequency sinusoidal problems, where across all
tests, the FBPINN converges with much higher accuracy and much less training steps
than the PINN. For the wave equation problem, the FBPINN more robustly converges
to the solution. These findings demonstrate that the combined use of domain decom-
position, separate subdomain normalisation and flexible training schedules helps to
alleviate some of the major issues related to scaling PINNSs to large domains.

FBPINNS also appear to be more data-efficient than standard PINNs. Across all
experiments, we find that FBPINNS s are able to converge using smaller network sizes
in their subdomains than the network size required by PINNs. The total number of
forward inference FLOPS required during training of FBPINNs only depends on the
subdomain network size and not the number of subdomains (see Appendix D for
proof), and thus the FBPINNS studied here require much less computation than the
PINNS to train them. This is likely because of their “divide and conquer” strategy; each
subdomain appears to present an easier optimisation problem which only requires a
small number of free parameters to solve. Indeed, FBPINNs with more subdomains
and smaller network sizes than those tested could be even more data-efficient, and in
the future, we plan to study in detail how reducing the subdomain size further affects
their accuracy and whether there is an optimal subdomain and network size to use
(e.g. similar to h-p refinement in FEM).

It is important to note that each problem studied requires different configurations
of the FBPINN to converge well. For example, for the high-frequency 1D first-order
sinusoidal problem, a FBPINN with an “all-active” training schedule performs well,
whilst for the second-order variant, a FBPINN with a “learning outwards” training
schedule is required to learn an accurate solution. Similarly, a subdomain network
size of 2 layers and 16 hidden units is effective for every problem except the wave
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equation, which requires a larger network size given its subdomain definition. Thus,
it appears important to fine-tune the FBPINN to each particular problem. This may
be because different scaling issues affect each problem differently. We also find that
the FBPINN performs slightly worse for the Burgers equation problem when its sub-
domain interfaces coincide with the discontinuity in the solution, and therefore care
must be taken when choosing the subdomain division.

Whilst we have focused on the issues related to scaling PINNs to large domains,
another important consideration is the scaling of PINNS to higher dimensions. Similar
to classical methods, a major challenge is likely to be the exponentially increasing
number of (training) points required to sample the domain as the number of dimensions
increases. It is important to note that domain decomposition may still help to reduce the
complexity of the ensuing optimisation problem, and indeed, FBPINNs are effective
across all of the 1D, 2D and 3D problems studied. However, FBPINNS still require
the same number of training points as standard PINNs, and so issues such as the
increased computational workload required are likely to remain. Specific to FBPINNS,
the number of overlapping models summed in each overlapping region using the
hyperrectangular subdivision grows exponentially with the number of dimensions,
which could negatively affect the underlying FBPINN optimisation problem. We plan
to investigate the scaling of FBPINNs to higher dimensions in future work.

A future direction is to study the performance of the multi-threaded version of
FBPINNS in detail. For the single-threaded implementation of our parallel training
algorithm used here, the FBPINNS are typically 2 to 10 times slower to train than their
corresponding PINNs, despite the FBPINNs being more data-efficient. This is because
the single thread updates each subdomain network sequentially and also because each
subdomain has a small network size and number of training points, meaning that the
parallelism of the GPU is not fully utilised. The multi-threaded version (as described in
Section 4.4) should reduce these training times by a factor proportional to the number
of subdomains and yield a significant performance increase. A potential bottleneck is
that each subdomain thread must wait for its neighbouring subdomain threads to run
before summing the solution in its overlapping regions; this step could be made fully
asynchronous by, e.g. caching the “latest available” outputs from the neighbouring
subdomains instead of necessarily waiting for their outputs at the current training
step.

Another important direction is to test FBPINNs using irregular domains and sub-
domains. This is an essential step in many state-of-the-art classical approaches, and
FBPINNs are readily extendable in this regard. The same FBPINN framework can
be used, and only the subdomain window functions and the functions which sample
points from each subdomain and define the neighbours and overlapping regions of
each subdomain in the parallel training algorithm (Algorithm 1) need to be changed.
Going further, one could draw inspiration from classical methods where adaptive grids
are used to solve multi-scale problems; it may be useful to adaptively change the sub-
domain definition and/or subdomain network in FBPINNs to dynamically fit to the
solution. It is also important to note that in comparison to classical methods, where
mesh refinement can be highly non-trivial, this could be relatively simple to implement
using the mesh-free environment of FBPINN .
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Many other directions for applying and improving FBPINNs are possible. For
example, FBPINNs could be used to solve inverse problems in the same way as
PINNSs, and it would be interesting to compare their performance. There are many
other types of differential equations which could be tested. Whilst we use simple fully
connected subdomain networks here, other architectures and activation functions could
be investigated. Another promising direction would be to use transfer learning within
our flexible training schedules, for example by using neighbouring fixed models to
initialise the free parameters of newly active models, which may improve accuracy
and reduce training times further.

A major goal in the field of SciML is to provide ML tools which are practically use-
ful for real-world problems and can extend or complement existing classical methods.
For PINNSs, one of the key remaining challenges is computational efficiency; training a
PINN typically takes much more computational resources than using finite difference
methods or FEM. Specifically for our wave equation problem in Section 5.5, training
the PINN/single-threaded FBPINN takes of the order of 10h on a single GPU, whilst
FD modelling takes of the order of 1 min on a single CPU. We noted above that the
data efficiency of FBPINNS increases as the size of its subdomain network decreases,
and therefore, with a small enough network size and a multi-threaded implementa-
tion, FBPINNs may be able to match the efficiency of finite difference methods or
FEM. It could also be powerful to combine efforts to learn families of solutions, such
as the DeepONets mentioned above, with FBPINNSs, allowing multiple large-scale
solutions to be learnt without needing to retrain FBPINNs. Ultimately, this may lead
to approaches that are faster and more accurate than classical methods, opening up
many new potential applications. We also believe that standard benchmarks should be
established to allow PINNSs and their wide variety of derivatives to be more robustly
compared, which will help the field achieve this goal.

7 Conclusions

In this work, we presented FBPINNs, which are a scalable approach for solving
large problems related to differential equations. By using a combination of domain
decomposition, individual subdomain normalisation and flexible training schedules,
FBPINNS are able to alleviate some of the issues observed when scaling PINNs to large
domains and/or multi-scale solutions, such as the increased complexity of the optimi-
sation problem and the spectral bias of neural networks. We found that FBPINNs were
able to accurately solve both the smaller and larger scale problems studied, including
those with multi-scale solutions. Furthermore, FBPINNSs are more data-efficient than
PINNSs, and they can be trained in a parallel fashion, which could eventually allow
them to become more competitive with classical approaches such as finite difference
or finite element methods. In future work, we plan to study the performance of the
multi-threaded version of FBPINNSs, as well as adaptive subdomain refinement to
further improve their accuracy and efficiency.
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Appendix A: Forward inference FLOPS calculation

To compare the computational resources required to train PINNs and FBPINNs, we
use a measure which we call the forward inference FLOPS. This is simply the number
of FLOPS spent during forward inference of their neural network(s) (i.e. evaluating
the function N N (x; 8) for PINNs or NN (x; 6) for FBPINNG).

For a fully connected neural network with tanh activations and a linear output layer,
as used here, we assume the number of flops F' spent during forward inference of the
network is

F=N(2d+6)h+(U—-1)2h+6)h+ (2h+ 1)d,), (AD)

where N is the number of training points input to the network (or the batch size), d is
the dimensionality of the input vector, d, is the dimensionality of the output vector,
h is the number of hidden units and [ is the number of hidden layers. To see this, we
note that the computation of each network layer consists of a matrix-matrix multiply,
addition of the bias vector, and application of the activation function. For the first layer
of the network, the matrix-matrix multiply requires 2 N d h operations, the bias addition
requires Nh operations and we assume the tanh operation requires SN/ operations.
Similar calculations follow for the remaining layers and hence Equation A1 follows.

For PINNSs, we use Equation A1 directly to estimate the forward inference FLOPS
required for each training step. For FBPINNS, the forward inference FLOPS required
for each training step are calculated by summing over all n subdomain networks used
in the current training step, i.e. F = Y\ F;.

This gives a measure of data efficiency during training. However, we note it only
counts FLOPS spent during the forward inference of the networks and does not count
any additional FLOPS spent during gradient computation, backpropagation or any
other parts of the training algorithm.

Appendix B: Definition of Fourier features

We compare the performance of FBPINNs to PINNs with Fourier features for anumber
of experiments. Fourier features have been shown to help neural networks learn high-
frequency functions [45] and help PINNs converge [44]. When using Fourier features,
the inputs of neural networks are transformed using trigonometric functions before
inputting them into the network. These Fourier features are given by

y (x) = [cos(Tx), sin(T'x)], (B2)

where I" is a matrix of shape k x d, k is the number of Fourier features and x is the
input vector x € R?. The values of I' represent the frequency of the features, and
they are typically sampled from a univariate Gaussian distribution with a mean and
standard deviation denoted by x and o.

As shown in [45] and [44], a key choice when using Fourier features are the values
of u and o. In particular, the value of o significantly affects the frequency of the
leading eigenvectors of the neural network’s neural tangent kernel [64]. If o is too
low, the network may take a long time to learn high-frequency features, whilst if o is
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too high, it may over-fit its training data. In this study, we choose x and o empirically
by scanning over them and selecting the values which produce the lowest L1 test error.

Appendix C: Finite difference modelling for (2+1)D wave equation

When studying the (2+1)D wave equation (Section 5.5) we use finite difference
modelling as the ground truth solution. The SEISMIC_CPML library [63] is used
(specifically, the SEISMIC_CPML code) which performs staggered-grid second-order
finite difference modelling of the time-dependent 2D acoustic wave equation using a
convolutional perfectly matched layer (PML) boundary condition at the edges of the
domain. For ease of use, we re-implemented the original Fortran code in Python. The
simulation is initialised by sampling the spatially varying wave speed, initial wavefield
and initial wavefield derivative as defined in Section 5.5 on a regular 694 x 694 x 1891
grid (x1 X x2 X t). A high density of grid points (~ 5x spatial Nyquist frequency) is
used so that the simulation is high-fidelity. An additional 10 grid points are used to
define the PML boundary, which are cropped from the final solution before comparing
it to the solution from the PINN and FBPINN.

Appendix D: Scaling of computational cost with number of
subdomains

A noteable aspect of FBPINNS is that, for a fixed domain, if the number of training
points stays constant, the total number of forward inference FLOPS required to evalu-
ate the FBPINN ansatz only depends on the number of free parameters (size) of each
subdomain network and not on the number of subdomains.

To see this, we note that only training points within each subdomain are needed
to train each subdomain network (as described by Section4.4). Thus, as the number
of subdomains is increased, assuming that the proportion of the domain covered by
overlapping regions stays constant, the same number of neural network evaluations are
required to evaluate the FBPINN ansatz over the entire domain. This means that only
the number of free parameters (size) of each subdomain network, and not the number
of subdomains, affects the total number of forward inference FLOPS required.
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