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Abstract
We introduce a new domain decomposition strategy for time harmonic Maxwell’s equations 
that is valid in the case of automatically generated subdomain partitions with possible 
presence of cross-points. The convergence of the algorithm is guaranteed and we present 
a complete analysis of the matrix form of the method. The method involves transmission 
matrices responsible for imposing coupling between subdomains. We discuss the choice of 
such matrices, their construction and the impact of this choice on the convergence of the 
domain decomposition algorithm. Numerical results and algorithms are provided.

Keywords Wave propagation problem · Electromagnetics · Domain decomposition · 
Optimized Schwarz method · Cross-points
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1 Introduction

In the context of wave propagation problems, it is known since the pioneer-
ing work of B. Després  [11] that impedance type transmission conditions shall 
be used between subdomains to obtain convergence of non-overlapping domain 
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decomposition methods (DDM). The class of such methods is often termed Opti-
mized Schwarz Methods (OSM). In the simplest version of the method, the imped-
ance operator introduced in the transmission conditions is local. Several alternatives 
for such operators were advocated, featuring both zeroth and second order (surface) 
differential operators. Without being exhaustive we mention for the acoustic set-
ting [20, 21, 35] and for the electromagnetic case [8, 15–18, 34, 36, 38]. These oper-
ators are often, but not always, constructed by mimicking absorbing boundary con-
ditions. For this reason, it was proposed to approximate exact absorbing conditions 
by means of rational fractions of second order surface differential operators. This 
was done first for the Helmholtz equation [3] and then [19] for the Maxwell case. 
Alternatively, non-local impedance operators were advocated in order to obtain geo-
metric convergence of the iterative solvers in the continuous analysis setting [7, 9, 
10]. Such a result is out of reach with local operators for which one obtains algebraic 
convergence of the DDM in the best cases, see [28, Chap.3].

The presence of so-called cross-points i.e. points where strictly more than two sub-
domains meet, has been a major and ubiquitous difficulty in the design and analysis of 
efficient OSM strategies. For methods using second order surface differential operators, 
cross-points are associated to corners and motivate the development of compatibility con-
ditions to mitigate their effects [13, 14, 29, 30]. Several other treatments inspired by avail-
able strategies developed for elliptic problems have been proposed for nodal type discre-
tizations [1, 22]. Recently the geometric convergence result of [9, 10] have been extended 
to arbitrary geometric partitions, including partitions with cross-points  [5, 6]. The new 
approach is based on a novel operator that communicates information globally between 
subdomains and replaces the standard local exchange operator that operates pointwise 
on the interface. In addition, the method, which is derived and analysed in the acoustic 
setting, is proved to be uniformly stable with respect to the discretization parameter. We 
extend the work of [6] in three directions. First, instead of the acoustic setting, we consider 
the case of electromagnetic wave propagation problems. While no convergence result for 
OSM applied to Maxwell problems in such a general context is known to us, the present 
analysis leads to a convergence estimate (see coercivity property in Proposition 2) valid 
in the case of heterogeneous media and general non-overlapping partitions, including the 
possibility of cross-points. In the case of diagonal impedance, this yields a new result on 
the pre-existing DDM strategy of Després applied to harmonic Maxwell’s equations.

Second, starting from the original undecomposed linear system, we perform the 
complete derivation of the domain decomposition method and its analysis using 
only matrix notations. We discard considerations related to functional analysis and 
only rely on finite dimensional linear algebra and matrix calculus so as to ease the 
understanding of our method in the perspective of actual implementation. In particu-
lar Section 6 provides explicit algorithms.

Third, we describe a new treatment of transmission conditions that possibly lead 
to extended interfaces, see Fig. 1. In this new approach, the external boundary of 
the computational domain is not necessarily part of the skeleton where transmission 
conditions are imposed, which is new and computationally more optimal compared 
to [5, 6].

The outline of the present contribution is as follows. In Section 2 we introduce several 
definitions and the main notations. In Section 3 we describe the central ingredients of 
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our method namely the transmission matrices, the associated orthogonal projection and 
the communication matrix which concentrates the main originality of the approach. Sub-
sequently, the reformulation of the original problem as a skeleton problem common to 
OSM is addressed in Section 4 followed by the analysis of the formulation that ends with 
the well-posedness and convergence results given in Proposition 2. Next we provide two 
concrete choices for the transmission matrices in Section 5. The first transmission matrix 
stems from a simple zeroth-order operator corresponding to the impedance operator of 
Després. The second transmission matrix stems from a more involved non-local operator 
that appears to us as one of the most robust choice. We explain in particular how to imple-
ment efficiently the latter operator despite its underlying non-local nature. This is followed 
by Section 6 in which we provide the detailed algorithms in view of practical implemen-
tation of the method. We conclude with some numerical results in Section 7. In particular, 
we provide a first particular test case that aims at illustrating the need for the approach that 
we advocate. Besides, we investigate the influence of several parameters: mesh refine-
ment, wavenumber and number of subdomains. Finally, a more involved problem featur-
ing heterogeneous media is provided as evidence of the robustness of the approach.

2  Sub‑domain partitioning

2.1  Mesh and vector spaces

We consider a (bounded) polyhedral computational domain Ω ⊂ ℝ
3 and a regular 

simplicial triangulation T(Ω) of the domain Ω = ∪�∈T(Ω)� . We consider a non-over-
lapping domain decomposition Ω = Ω1 ∪⋯ ∪ ΩJ of the computational domain that 
is conforming with respect to the triangulation i.e. we have the following additional 
properties

(1)
i) Ωj ∩ Ωk = � if j ≠ k

ii) each Ωj is resolved by T(Ω).

Fig. 1  A 2D sketch of extended skeleton in the case of a partition in 5 subdomains, with skeleton Σ 
colored in red. Among many possibilities, the extended skeleton (edges colored in green and red) can be 
reduced to Σ (a), it may consist in a thick neighborhood of Σ (b), it may include both Σ and the external 
boundary of the computational domain (c), or even a combination of the latter two sub-cases
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In the sequel, we shall denote T(Ωj) ∶= {𝜏 ∈ T(Ω), 𝜏 ⊂ Ωj} which implies in par-
ticular T(Ω) = T(Ω1) ∪⋯ ∪ T(ΩJ) . This is the usual setting of non-overlapping sub-
structuring domain decomposition methods. Since, later on, Nédélec edge elements 
will be used, we introduce notations for the edges of the mesh. We shall denote E 
(resp. Ej ) the edges of the triangulation T(Ω) (resp. T(Ωj) ). In particular we have 
E = E1 ∪⋯ ∪ EJ which is a partition with overlap i.e. we a priori have Ej ∩ Ek ≠ � if 
Ωj and Ωk are neighboring subdomains. This leads to considering

The edges of Σ provide a triangulation of what is usually called the skeleton in 
domain decomposition literature. Finally, we assume to have chosen a particular col-
lection Γ of edges satisfying the following property

and we set Γj ∶= Γ ∩ Ej , for j = 1,… , J . We will refer to Γ as the extended skeleton. 
The choice of Γ satisfying the condition above may be arbitrary. Of course Γ = Σ 
(see Fig.  1(a)) is one possible choice among many1, but the forthcoming analysis 
is not restricted to this sole possibility. In practice Γ may also be chosen as a set of 
edges surrounding the interfaces of the decomposition (see Fig. 1(b)) but we did not 
explore this possibility further. An alternative is to included in Γ the edges with mul-
tiplicity one that belong to the physical boundary of Ω (see Fig. 1(c)). This might 
have an interest if the boundary condition does not impose some more regularity 
than the natural one on the associated trace. In particular, we use this feature in 
some of our numerical experiments.

We also need to introduce vector spaces attached to the sets we just defined. In 
the forthcoming analysis, if F  is any finite set, we shall denote V(F) as the vector 
space of complex valued tuples indexed by F  equipped with its canonical euclidean 
scalar product i.e.

Elements of V(F) are tuples that may be equivalently regarded as maps x ∶ f ↦ xf  
from F  into ℂ . Any linear map from one such space to another � ∶ V(F1) → V(F2) 
is nothing but a matrix � = (�e,f ) ∈ ℂ

#F2×#F1 where we denoted by #F  the cardinal 
of the set F  . Following these notations, we can form in particular local spaces V(Ej) 
and V(Γj) attached to each subdomain. We shall also consider cartesian products of 
these spaces: for F = E,Γ we set

We shall refer to V(Γ⊕) as the multi-trace space. This will be the space where we 
shall write our final reformulation of the boundary value problem to be solved. Let 
us emphasize that we use the term ‘trace’ even in the case where the skeleton is 
extended. Our final numerical method will take the form of a linear system posed in 

(2)
Σ ∶= ∪

1≤j<k≤J
j≠k

Ej ∩ Ek

(3)Σ ⊂ Γ ⊂ E.

V(F) ∶= {x = (xf )f∈F, xf ∈ ℂ}.

(4)F⊕ ∶= F1 ×⋯ × FJ and V(F⊕) ∶= V(F1) ×⋯ × V(FJ).

1 At first reading, one can safely assume that Γ = Σ for simplicity.
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V(Γ⊕) . The size of the final matrix will then be dimV(Γ⊕) = #Γ⊕ = #Γ1 +⋯ + #ΓJ . 
We emphasize that #Γ⊕ > #Γ because of overlapping between local edge sets Γj i.e. 
Σ defined by (2) is a priori non-trivial.

2.2  Restriction matrices

As is standard in domain decomposition, we need to introduce restriction 
matrices. First we introduce �j ∶ V(E) → V(Ej) i.e. �j ∈ ℂ

#Ej×#E . These restric-
tion matrices are collected in a global matrix (that is not a restriction matrix) 
� ∶ V(E) → V(E⊕) defined as follows

where “ ⊤ ” stands for the usual matrix transpose. The matrix � is a boolean 
matrix, by which we mean that its entries can only take the values 0 and 1. Since 
E = E1 ∪⋯ ∪ EJ the matrix � is injective ker(�) = {0} , but it is not surjective in 
general, which systematically occurs whenever Σ ≠ � . Hence V(E) is isomorphic to 
the range of the matrix � which we shall denote by

Next we introduce similar restriction matrices associated to the extended skeleton 
�j ∶ V(Γ) → V(Γj) i.e. �j ∈ ℂ

#Γj×#Γ . These matrices are also collected in a global 
matrix (that is not a restriction matrix) � ∶ V(Γ) → V(Γ⊕) i.e. � ∈ ℂ

#Γ⊕×#Γ defined 
as follows

The matrix � is also a boolean matrix and there is only one single nonzero entry on 
each line. Similarly as for � , the matrix � is not surjective, but from the covering 
property Γ = Γ1 ∪⋯ ∪ ΓJ , it follows that ker(�) = {0} . Hence V(Γ) is isomorphic 
to the range of the matrix � which we shall denote by

The space above will be referred to as the single-trace space. It consists in those 
subdomain boundary tuples that match across interfaces. Characterization of this 
space will be pivotal in the forthcoming analysis. The mapping properties of various 
matrices between the spaces are sketched in Fig. 2.

Next we also need to introduce trace matrices that map from the interior of sub-
domains to the extended skeleton. We introduce matrices �j ∶ V(Ej) → V(Γj) i.e. 
�j ∈ ℂ

#Γj×#Ej and � ∶ V(E⊕) → V(Γ⊕) as follows:

These are boolean matrices and they have only one non-zero entry per line. The 
matrices �⊤

j  provide a lifting from V(Γj) into V(Ej) . In particular we have ��⊤ = �� 

(5)�⊤ = [�⊤
1
,… ,�⊤

J
] with �j(x) ∶= (xe)e∈Ej for x = (xe)e∈E,

(6)VS(E) ∶= range(�) ⊂ V(E⊕).

(7)�⊤ = [�⊤
1
,… ,�⊤

J
] with �j(x) ∶= (xe)e∈Γj

for x = (xe)e∈Γ.

(8)VS(Γ) ∶= range(�) ⊂ V(Γ⊕).

(9)� ∶= diag(�1,… ,�J) with �j(x) ∶= (xe)e∈Γj
for x = (xe)e∈Ej .
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and thus �⊤� is a projection whose action consists in cancelling those components 
that are not located on Γ1 ×⋯ × ΓJ.

3  Orthogonal projection onto single traces

3.1  Characterizations of the single‑trace space

We start with a simple characterization of the space of single traces.

Lemma 1 A tuple of local subdomain contributions u ∈ V(E⊕) stems from a single 
global vector in V(E) if and only if its (interior) traces at the boundary of subdo-
mains match at all interfaces. This is summarized as

Proof Take an arbitrary x = (x1,… , xJ) ∈ V(E⊕) with xj = (xj,e)e∈Ej ∈ V(Ej) . 
Assume first that x = �(y) for some y = (ye)e∈E ∈ V(E) , which writes xj,e = ye for 
all j = 1…J and all e ∈ Ej . Since Γj ⊂ Ej , we have in particular xj,e = ye for all 
j = 1…J and all e ∈ Γj which is equivalent to �(x) = �(z) where z = (ye)e∈Γ ∈ V(Γ) 
i.e. �(x) ∈ range(�) = VS(Γ).

Now assume that x = (x1,… , xJ) ∈ V(E⊕) is such that �(x) ∈ VS(Γ) = range(�) . 
As a consequence there exists z = (ze)e∈Γ ∈ V(Γ) satisfying xj,e = ze for all j = 1…J 
and all e ∈ Γj = Ej ∩ Γ . Next observe that E = Γ ∪ (E1 ⧵ Γ) ∪⋯ ∪ (EJ ⧵ Γ) is a 
disjoint union due to Σ ⊂ Γ , see (2) and (3). This means that, for any e ∈ E , either 
e ∈ Γ , or there exists a unique j such that e ∈ Ej ⧵ Γ . As a consequence we can define 
y = (ye)e∈E ∈ V(E) by ye = ze if e ∈ Γ and ye = xj,e if e ∈ Ej ⧵ Γ . Because xj,e = ze on 
Ej ∩ Γ , we conclude that ye = xj,e for all e ∈ Ej and all j = 1…J , which is equivalent to 
x = �(y) .   

The single trace space consists in those tuples of boundary traces that match at inter-
faces. It yields a criterion on boundary traces for determining whenever a tuple of sub-
domain contributions stems from a common global vector.

We will now discuss a more effective characterization of the space of single 
traces. Instead of using pointwise constraints to ensure that a multitrace is a single 
trace, we rely on a more general characterization using a projection. The idea rests 
on the use of the following Lemma which is a direct consequence of Lemma 1.

∀u ∈ V(E⊕), u ∈ range(�) ⟺ �(u) ∈ range(�).

Fig. 2  Sketch of the mapping properties. The arrows denote surjective maps

72   Page 6 of 36



Nonlocal optimized schwarz methods for time‑harmonic…

1 3

Lemma 2 If � ∶ V(Γ⊕) → V(Γ⊕) is any projection onto the single traces 
space i.e. �2 = � and range(�) = range(�) , then for any u ∈ V(E⊕) we have 
u ∈ range(�) ⟺ (�� − �)�(u) = 0.

This observation points toward new ways to impose transmission conditions 
through interfaces. This characterization of transmission conditions is the original 
point of our approach.

The construction of appropriate instances of projection � is not a difficult task. We first 
explain the simplest of those projections. From ker� = {0} we deduce that � admits 
a left pseudo-inverse �† =

(
�⊤�

)−1
�⊤ . This operator can be computed explicitly 

since �⊤� is diagonal. We obtain that �†� = �� hence �† is in fact a left inverse for � . 
Besides, ��† is a projection in V(Γ⊕) which is orthogonal with respect to the Euclidean 
scalar product and its range is VS(Γ) . We explain the construction of other appropriate 
projectors (which are orthogonal for different scalar products) in the next paragraph.

3.2  Transmission matrices

First, for each subdomain, we need to define the so-called local transmission matri-
ces �j ∶ V(Γj) → V(Γj) . Each (real-valued) �j is assumed symmetric positive defi-
nite (SPD) which is equivalent to imposing

The norm associated with this scalar product will be denoted ‖x‖2�j

∶= (x, x)�j . The 
domain decomposition strategy we are going to describe applies for any choice of local 
transmission matrix �j as long as they satisfy (10), and transmission matrices might be 
regarded as parameters of the method we propose here. In particular, this implies that �j

 
must be an invertible matrix. How to choose properly such matrices depends on func-
tional analysis considerations that are discussed in [6], this choice having an impact on 
both the speed of convergence and the computational cost of our algorithms.

Gathering local contributions into a single block diagonal matrix, we form a 
global transmission matrix � acting on the multi-trace space

for x = (x1,… , xJ), y = (y1,… , yJ) ∈ V(Γ⊕) with xj, yj ∈ V(Γj) . Consistently we 
shall define the norm attached to this scalar product by ‖x‖2

�
= (x, x)� . Clearly the 

block-diagonal matrix � induces a scalar product over V(Γ⊕) and is thus invertible.
The forthcoming analysis will heavily rely on the projection matrix 

� ∈ ℂ
#Γ⊕×#Γ⊕ ,� ∶ V(Γ⊕) → VS(Γ) ⊂ V(Γ⊕) that is �-orthogonal i.e. orthogonal 

with respect to the scalar product (11). It is defined by

(10)(x, y)�j
∶= x⊤�j y for x, y ∈ V(Γj) is a scalar product overV(Γj).

(11)
� = diag(�1,… ,�J)

and (x, y)� ∶= x⊤� y = (x1, y1)�1
+⋯ + (xJ, yJ)�J

,

(12)

� ∶= �(�⊤��)−1�⊤� where �⊤�� = �⊤
1
�1�1 +⋯ +�⊤

J
�J�J

�⊤� = [�⊤

1
�1,… ,�⊤

J
�J]
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It appears obvious from the definition above that [�(�� − �)]⊤ = �(�� − �) . We 
state now the counterpart of Lemma 2 for a �-orthogonal projection � . The identi-
ties appearing in Lemma 3 are represented in Fig. 3.

Lemma 3 If � ∶ V(Γ⊕) → V(Γ⊕) is a �-orthogonal projection onto the single traces 
space i.e. �2 = � , � is self-adjoint with respect to the scalar product induced by � 
and range(�) = VS(Γ) , then

3.3  Projecting a multiple trace in practice

Formula (12) involves the inverse matrix (�⊤��)−1 which indicates that computing the 
action of the orthogonal projection � ∶ V(Γ⊕) → V(Γ⊕) requires the solution to an auxil-
iary linear system associated to the matrix �⊤�� ∶ V(Γ) → V(Γ) . In practice, following 
the above formula for the projection matrix, the image �(x) of any element x ∈ V(Γ⊕) can 
be computed as follows

This linear system is not a priori block-diagonal and, in general, will not be. It should be inter-
preted as a non-local operator. Despite the nonlocality of � and the fact that (12) only provides 
an implicit definition of � , what really matters is fast evaluation of x ↦ �(x) . The bottleneck 
here is of course the solution to the #Γ × #Γ linear system (14). This requires an efficient solu-
tion strategy for computing (12), which involves an SPD problem. Current literature already 
provides many powerful techniques for solving such problems including adaptive multigrids, 
see e.g. [4], or two-level substructuring domain decomposition method [39, Chap.4 − 6 ]. A 
possible solution strategy for treating this linear system relies on the Neumann-Neumann 
algorithm. Observe from Definition (7) that the matrix � ∶= (�⊤�)−1 ∶ V(Γ) → V(Γ) 
is diagonal � = diage∈Γ(1∕de) where de = #{j ∈ {1,… , J}, e ∈ Ej} is the number of 
subdomains an e belongs to. The Neumann-Neumann algorithm [33, 39] then consists in a 
preconditioned conjugate gradient solver (PCG) taking ��⊤�−1�� as preconditioner. Let 
� ∶= ��⊤�−1�� , the preconditioned problem then writes

(13)
range(�) = ker(�(�� − �)�) and ker(�⊤) = range(�⊤�(�� − �)).

(14)
w = �(x) ⟺ w = �(y)

where y ∈ V(Γ) solves (�⊤��)(y) = �⊤�x.

(15)
w = �(x) ⟺ w = �(y) where y ∈ V(Γ) solves

�(�⊤��)(y) = ��⊤�(x).

Fig. 3  Sketch of the mapping properties. The arrows denote surjective maps. The orthogonal comple-
ment ⟂ is understood in the Euclidian sense
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3.4  Communication matrix

The projection � leads to the definition of a so-called communication matrix 
� ∈ ℂ

#Γ⊕×#Γ⊕ defined as the matrix of the orthogonal symmetry with respect to 
VS(Γ) i.e.

Observe that � = � − (�� − �) and that �� − � = (�� −�)∕2 which is the �-orthog-
onal projection with VS(Γ) as kernel. The communication matrix satisfies a few ele-
mentary yet important properties that are summarized in the next lemma.

Lemma 4 The communication matrix � defined by (16) is a �-isometric involution 
i.e. �2 = �� and ‖�(x)‖� = ‖x‖� for all x ∈ V(Γ⊕).

Proof We have �2 = � since � is a projection by construction, so that �2 = 4�2 − 4� + �� = �� . 
On the other hand, from (12) we conclude that �⊤�� = �� hence ‖�(x)‖2� = (�(x),�(x))� =

(x,�(x))� = ℜe{(x,�(x))�} . As a consequence

  

3.5  Explicit expressions

Although the projection and communication matrices � and � are non-local in 
general, there are cases where they get localized. There are choices of � for which 
it is possible to exhibit an explicit expression for the matrix (�⊤��)−1�⊤�(u) . 
A first simple example is the case of a scalar transmission matrix, namely � = a� 
(with a > 0 ) for which we immediately get � = �(�⊤�)−1�⊤ . Remarkably, the 
projection is independent of a (hence of �).

Next, we give another example that is a generalization of the previous simple case to 
some diagonal matrices. This is a fundamental particular case since it corresponds to 
the overwhelming majority of domain decomposition methods where the exchange of 
information between adjacent subdomains simply consists in swapping data through 
their common interface. Deviations from this case mainly include special treatments 
for geometries with cross-points. For each e ∈ Γ set Υ(e) ∶= {j ∈ {1,… , J}, e ∈ Γj} 
and de = #Υ(e) . Then, for any subset Υ ∈ P({1,… , J}) where P(E) refers to the 
subsets of E, denote ΓΥ ∶= {e ∈ Γ,Υ(e) = Υ} . The collection of ΓΥ yields a dis-
joint partition of Γ associated to the equivalence relation e ∼ e� ⟺ Υ(e) = Υ(e�) , 
see [33, §2.5.1]. In particular ΓΥ ∩ ΓΥ� = � if Υ ≠ Υ� . Next consider scalar products 
defined through the symmetric positive definite matrices �Υ ∶ V(ΓΥ) → V(ΓΥ) , and 
assume that each local transmission matrix �j ∶ V(Γj) → V(Γj) satisfies

(16)� ∶= 2� − �� so that � = (�� +�)∕2.

‖�(x)‖2
�
=4‖2�(x) − x‖2

�
= (2�(x) − x, 2�(x) − x)�

=4‖�(x)‖2
�
− 4ℜe{(x,�(x))�} + ‖x‖2

�
= ‖x‖2

�
.
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This means that each local transmission matrix �j is assumed block diagonal, each 
block �Υ corresponding to one of the equivalence classes intersecting Γj . With such 
a choice of transmission matrix, then v = �(u) is given by the explicit formula

Notice that � is independent of the transmission matrices �j (hence also � ). Let us 
examine the particular case where the domain decomposition does not involve any 
cross-point and Γ = Σ . Such decompositions are sometimes referred to as “onion 
skin” like. Hypothesis (17) then means that �j couples edges belonging to the same 
interface. In this special case we have de = 2 , ∀e ∈ Σ i.e. Υ(e) = {j−(e), j+(e)} where 
j−(e) < j+(e) so, with the same notation as in (18), the orthogonal projection and 
the communication matrix are fully local matrices and are given explicitly by the 
formula

We recover the familiar swapping of data at each interface and our approach based 
on orthogonal projections is then proved to be a proper generalization of the stand-
ard technique in domain decomposition methods.

4  The scattering problem and its reformulation

The present contribution is concerned with the efficient solution to electromagnetic 
scattering problems. Although the principles that we are going to develop apply to a 
wider range of problems, for the sake of clarity, we choose a specific model problem 
for explaining our method and we describe this model problem here.

4.1  Variational problem and Galerkin approximation

First we need to formulate a few reasonable assumptions regarding the coefficients 
modelling the propagation medium. We shall assume a strictly constant positive 
(angular) frequency 𝜔 > 0 as well as three measurable essentially bounded functions: 
the electric permittivity and the magnetic permeability �,� ∶ Ω → ℂ and the imped-
ance � ∶ �Ω → ℂ . We assume that these functions are also uniformly bounded below 

(17)
(�j)e,e� = 0 if Υ(e) ≠ Υ(e�)

(�j)e,e� = (�Υ)e,e� if Υ(e) = Υ(e�) = Υ.

(18)

v = �(u) ⟺ vj,e =
1

de

∑

k∈Υ(e)

uk,e ∀e ∈ Γ

where u = (u1,… , uJ) ∈ V(Γ⊕), uj = (uj,e)e∈Γj
,

v = (v1,… , vJ) ∈ V(Γ⊕), vj = (uj,e)e∈Γj
.

(19)
v = �(u) ⟺ vj−(e),e = vj+(e),e = (uj−(e),e + uj+(e),e)∕2, ∀e ∈ Σ,

v = �(u) ⟺ vj−(e),e = uj+(e),e and vj+(e),e = uj−(e),e, ∀e ∈ Σ.
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i.e., there exist constants 𝜖⋆,𝜇⋆, 𝜂⋆ > 0 such that ℜe{𝜖(x)} > 𝜖⋆,ℜe{𝜇(x)} > 𝜇⋆ 
for all x ∈ Ω and ℜe{𝜂(x)} > 𝜂⋆ for all x ∈ �Ω . We also assume

In the following n ∶ �Ω → ℝ
3 shall refer to the outward pointing unit normal vec-

tor to the boundary of the computational domain. Given a volume source term 
J ∈ L2(Ω3) and a surface current J� i.e. a tangential vector field in L2(�Ω)3 with 
J� ⋅ n = 0 , we consider the model problem: find electric and magnetic fields 
E,H ∈ L2(Ω)3 satisfying

Here of course n × [E × n] is the tangential component of the electric field on the 
boundary �Ω . Eliminating the magnetic field H , this problem can be equivalently 
put in variational form with the electric field E as sole unknown: find E ∈ W(Ω) ∶=

{u ∈ L2(Ω)3, ����(u) ∈ L2(Ω)3,u × n ∈ L2(�Ω)3} such that aΩ(E,E
�) = �Ω(E

�) for all 
E� ∈ W(Ω) where

Here we have introduced dimensionless and possibly varying relative parameters 
(indexed by r), using the constant values in the vacuum (indexed by 0), namely 
� = �0�r , � = �0�r , � =

√
�0∕�0 �r . Besides, we denote by � = �

√
�0�0 the constant 

wave number in the vacuum.
We consider a Galerkin discretization of this problem by means of Nédélec edge’s finite ele-

ments: find Eh ∈ Nh(Ω) such that aΩ(Eh,E
�
h
) = �Ω(E

�
h
) for all E�

h
∈ Nh(Ω) , with discrete 

variational space defined by Nh(Ω) ∶= {u ∈ W(Ω), u|� ∈ N(�)} and N(�) ∶=
{�|� ,�(x) = � + x × �,�, � ∈ ℂ

3} . After fixing a collection {te}e∈E where te ∈ ℝ
3 is a unit tan-

gent vector to the edge e, the discrete variational space is decomposed according to shape func-
tions Nh(Ω) = span{�e(x), e ∈ E} where �e is the only element Nh(Ω) satisfying ∫
e
�e(x) ⋅ te d�(x) = 1 and ∫f �e(x) ⋅ tf d�(x) = 0 for f ∈ E and f ≠ e . We finally obtain 

the matrix form of the problem: noting uΩ = (∫
e
Eh ⋅ te d�)e∈E , we look for

Provided that the mesh is sufficiently fine, which we shall systematically assume 
thereafter, it is a consequence of classical analysis of Maxwell’s equations [2, 24, 

(20)
ℑm{�(x)} ≥ 0, ℑm{�(x)} ≥ 0, ∀x ∈ Ω, and ℑm{�(x)} ≥ 0, ∀x ∈ �Ω.

(21)

⎧
⎪
⎨
⎪
⎩

����(E) − ���H = 0 in Ω,

����(H) + ���E = J in Ω,

n × [E × n] − �H × n = �J� on �Ω.

(22)

aΩ(u, v) ∶=∫Ω

�−1
r
����(u) ⋅ ����(v) − �2�ru ⋅ v dx

− �� ∫
�Ω

�−1
r
(u × n) ⋅ (v × n)d�,

𝓁Ω(v) ∶=�� ∫Ω

√
�
0
�−1
0
J ⋅ vdx − �� ∫

�Ω

√
�
0
�−1
0
J� ⋅ vd�.

(23)
uΩ ∈ V(E) such that �ΩuΩ = fΩ where

�Ω = (aΩ(�f ,�e))e,f∈E, fΩ = (�Ω(�e))e∈E.
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31] that Assumption (20) implies the well posedness of the Galerkin variational for-
mulation (23) and thus the invertibility of the matrix �Ω.

4.2  Reformulation based on domain decomposition

Domain decomposition leads to considering restricted sesquilinear forms on each local 
subdomain. Denote Nh(Ωj) ∶= {v|Ωj

, v ∈ Nh(Ω)} , and

The corresponding local matrices and right hand sides take the expression

In particular �j ∈ ℂ
#Ej×#Ej and f j ∈ ℂ

#Ej . The local contributions (24) are glued together, 
enforcing continuity across interfaces, by means of the restrictions matrices �j

 introduced 
in Section 2.2. The global linear system is then decomposed in the following manner

so that � ∈ ℂ
#E⊕×#E⊕ and f ∈ ℂ

#E⊕.
Below we introduce several problems that are equivalent to the original Prob-

lem (23). By equivalent we mean that having a solution to one of the two problems 
yields a solution to the other one.

Reformulation 1 Let uΩ be solution to the discrete problem  (23), namely 
�⊤��uΩ = �⊤f  . Introducing u = �uΩ ∈ V(E⊕) and v = �u − f ∈ V(E⊕) it is 
immediate to see that they are solutions to

Reciprocally, if (u, v) are solutions to  (26) then there exists 
uΩ ∈ V(E) such that �uΩ = u . Multiplying both sides by �⊤� yields 
�⊤��uΩ = �⊤�u = �⊤(v + f ) = �⊤f  and uΩ is solution to  (23). In fact, the 
global solution uΩ might be recovered from the solution u of the problem above 
by the identity uΩ = (�⊤�)−1�⊤u which does not raise any computational dif-
ficulty since the matrix �⊤� ∈ ℂ

#E×#E is diagonal i.e. �⊤� = diage∈E(de) where 
de = #{j ∈ {1,… , J} e ∈ Ej}.

aΩj
(u, v) ∶=∫Ωj

�−1
r
����(u) ⋅ ����(v) − �2�ru ⋅ v dx

− �� ∫
�Ωj∩�Ω

�−1
r
(u × n) ⋅ (v × n)d�,

𝓁Ωj
(v) ∶=�� ∫Ωj

√
�
0
�−1
0
J ⋅ vdx − �� ∫

�Ωj∩�Ω

√
�
0
�−1
0
J� ⋅ vd�.

(24)�j ∶= (aΩj
(�f ,�e))e,f∈Ej and f j ∶= (�Ωj

(�e))e∈Ej .

(25)

�Ω = �⊤�� = �⊤

1
�1�1 +⋯ + �⊤

J
�J�J

fΩ = �⊤f = �⊤
1
f 1 +⋯ + �⊤

J
f J

where � ∶= diag(�1,… ,�J) and f⊤ ∶= [f⊤
1
,… , f⊤

J
]

(26)find (u, v) ∈ range� × ker�⊤ such that �u − v = f .
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Reformulation 2 Problem  (26) is block diagonal which allows exploiting the geo-
metric partitioning of the domain. However the solution spaces range(�) and 
ker(�⊤) are not convenient, and � is not always invertible. This motives changes of 
unknowns. First, according to Lemma 3, v ∈ ker�⊤ if and only if v = �⊤�(p + 𝚤�u) 
for some p ∈ V(Γ⊕) satisfying �(p + ��u) = 0 . Such a p is then unique and given by 
p = �−1�v − ��u . In addition, Lemma 3 also implies that u ∈ range� if and only if 
u ∈ V(E⊕) and �u ∈ ker(�� − �) . Hence (u, v) solves (26) if and only if (u, p) solves

The next lemma establishes that the linear system in the second line above is sys-
tematically well posed. The proof relies on Assumption (20) which implies in par-
ticular that ℑm{aΩj

(v, v)} ≤ 0 for all v ∈ Nh(Ωj) . We deduce that ℑm{v
⊤
�jv} ≤ 0 

for all v ∈ V(Ej) . The sign property on the imaginary part of each local contribution 
�j naturally transfers to the global matrix � . This leads to introducing a quadratic 
functional P ∶ V(E⊕) → ℝ associated to energy dissipation

Lemma 5 The matrix � − 𝚤�⊤�� is invertible.

Proof It suffices to show that the kernel is trivial. Pick u ∈ V(E⊕) satisfying 
(� − 𝚤�⊤��)u = 0 . This implies in particular ‖�u‖

2
�
−ℑm{u

⊤
�u} = 0 and, tak-

ing account of (28), we conclude that �u = 0 , and thus �u = 0 . Next according 
to (13), there exists uΩ ∈ V(E) such that u = �(uΩ) so that ��(uΩ) = 0 and thus 
�Ω(uΩ) = �⊤��uΩ = 0 . Since �Ω is invertible due to well posedness of the original 
wave scattering problem (23), this implies uΩ = 0 and thus u = �(uΩ) = 0 .   

It is important to realize that, in the first equation above, the matrix 
� − 𝚤�⊤�� = diagj=1…J(�j − 𝚤�⊤

j
�j�j) ∈ ℂ

#E⊕×#E⊕ is block diagonal since �,� and 
� are themselves block diagonal.

Reformulation 3 Further elaborating on Formulation (27), since � is a 
�

-orthogonal 
projection the two equations (�� − �)�u = 0 and �(p + ��u) = 0 are equivalent to 
the single statement 2�(p + ��u) + 2�(�� − �)�u = 0 . Then taking into account that 
� = (� + ��)∕2 and �� − � = (�� −�)∕2 , the latter equation can be rewritten 
p +�(p + 2��u) = 0 . This shows that (27) can be written equivalently

Reformulation 4 Invertibility of the matrix � − 𝚤�⊤�� allows to eliminate the vol-
ume unknown u ∈ V(E⊕) from Problem (29) and to reduce this problem to an equa-
tion posed on Γ only. To achieve this, let us set

(27)
find (u, p) ∈ V(E⊕) × V(Γ⊕) such that (� − 𝚤�⊤��)u − �⊤�p = f ,

(�� − �)�u = 0,

�(p + 𝚤�u) = 0.

(28)P(v) ∶= −ℑm{v
⊤
�v}, P(v) ≥ 0, ∀v ∈ V(E⊕).

(29)
find (u, p) ∈ V(E⊕) × V(Γ⊕) such that (� − 𝚤�⊤��)u − �⊤�p = f ,

p +�(p + 2𝚤�u) = 0.
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The matrix � ∈ ℂ
#E⊕×#E⊕ is commonly called scattering matrix. It is a block 

diagonal matrix � ∶= diag�j with �j ∶= �� + 2𝚤�j(�j − 𝚤�⊤
j
�j�j)

−1�⊤
j
�j 

whose inversion can thus be made fully parallel. Its definition guarantees that 
p + 2𝚤�u = �(p) + 2𝚤�(� − 𝚤�⊤��)−1f  . Plugging this into the second equation of 
(27), we finally arrive at what we shall call “skeleton formulation”, namely

As mentioned above, once Equation (31) is solved, the global volume solution can 
be recovered by computing u = (� − 𝚤�⊤��)−1(�⊤�p + f ) which can be achieved 
in parallel since the matrix � − 𝚤�⊤�� ∶= diag(�j − 𝚤�⊤

j
�j�j) is subdomain-wise 

block diagonal.

To sum up, we have given different equivalent formulations (i.e. (26), (27) then 
(29)) of the initial problem (23) and finally obtain the skeleton formulation (31) 
which is the one we propose to solve by an appropriate linear solver. This form is 
not new; the equation (�� +��)p = b with � the exchange matrix defined in Sec-
tion  3.5, Formula (19), appears in [9, 10] where DDM algorithm is applied to 
Helmholtz equation with an onion skin domain decomposition i.e. no cross-
point2. Although these previous works can easily be extended to Maxwell’s equa-
tions, they can only handle interfaces with edges of multiplicity two. Here we 
obtain a generalization that yields a treatment of cross-points with edges of 
greater multiplicity. The price to pay is a more elaborate definition of �.

4.3  Analysis of the skeleton formulation

Besides the communication matrix 
�

 , the scattering matrix � is a cornerstone of 
Equation (31). It models the wave propagation phenomena within each local subdo-
main. We dedicate the present section to deriving a few key properties of this 
matrix. Taking account of the identity �� = ��⊤ = �(� − 𝚤�⊤��)−1(� − 𝚤�⊤��)�⊤ , 
a basic simple re-arrangement in the definition (30) of the scattering matrix � yields 
the expression

This expression can be further condensed by means of the Schur complement of 
the matrix � = diag(�1,… ,�J) following the standard approach in substructuring 
methods [33, chap.2], [37, chap.4], [39, chap.4 − 6 ]. Denote

(30)
� ∶= �� + 2𝚤�(� − 𝚤�⊤��)−1�⊤�,

b ∶= −2𝚤��(� − 𝚤�⊤��)−1f .

(31)find p ∈ V(Γ⊕) such that (�� +��)p = b.

(32)� = �(� − 𝚤�⊤��)−1(� + 𝚤�⊤��)�⊤.

2 With a different sign convention though, that results in considering −� instead of +�.

72   Page 14 of 36



Nonlocal optimized schwarz methods for time‑harmonic…

1 3

With this notation we have �
⊤
Γ
�Γ + �⊤� = �� which offers a decomposition of 

unknown vectors into the degrees of freedom associated to the extended skeleton 
(labelled “ Γ ”) and those associated to the interior (labelled “ I”). The matrix of the 
global problem can then be decomposed accordingly: up to a reordering, it writes as 
follows

The matrix �ΓΓ − �ΓI�
−1
II
�IΓ ∈ ℂ

#Γ⊕×#Γ⊕ is customarily referred to as the Schur 
complement of � (with respect to skeleton unknowns). With the help of the Schur 
complement, the expression of the scattering matrix becomes simple.

Lemma 6 Assume that the matrix �II is invertible, and denote 
�̃ ∶= �−1(�ΓΓ − �ΓI�

−1
II
�IΓ) . Then the scattering matrix admits the expression

Proof Starting from Expression (32), pick an arbitrary p ∈ V(Γ⊕) and let us com-
pute the expression of q = �(p) . Denote v = (� − 𝚤�⊤��)−1(� + 𝚤�⊤��)�⊤p so that 
q = �(v) . Decomposing into interior and boundary contributions, with v⊤ = [v⊤

I
, v⊤

Γ
] , 

we have q = vΓ and the linear system

Now eliminating the interior unknowns vI by “Schur complementing” this system 
then leads to the identity (�⋆ − 𝚤�)q = (�⋆ + 𝚤�)p with �⋆ ∶= �ΓΓ − �ΓI�

−1
II
�IΓ . 

There only remains to multiply on the left by �−1 which leads to the expression we 
were looking for.   

The matrix �II
 is not guaranteed to be invertible. A non-trivial kernel corresponds 

to a resonance phenomenon in a local subproblem. This however cannot occur if the 
maximum diameter of subdomains is small enough, see e.g. Lemma 11.4 in [39].

The previous lemma delivers the instructive insight that, under appropriate cir-
cumstances ( �II invertible), the scattering matrix takes the form of a Cayley trans-
form. Let us underline however that, even when �II is not invertible, � − 𝚤�⊤�� is 
invertible and the scattering matrix given by (32) is properly defined.

Lemma 7 For any p ∈ V(Γ⊕) , we have the estimate ‖�(p)‖� ≤ ‖p‖� . More pre-
cisely, recalling the definition of the energy dissipation functional (28), the follow-
ing energy conservation identity holds

(33)
�Γ = diag(�1,Γ,… ,�J,Γ) with �j,Γ(v) = (ve)e∈Ej⧵Γj

for v = (ve)e∈Ej .

(34)
� =

[
�II �IΓ

�ΓI �ΓΓ

]
with �II ∶=�Γ��

⊤
Γ
, �IΓ ∶= �Γ��

⊤,

�ΓI ∶=���
⊤

Γ
, �ΓΓ ∶= ���⊤.

� = (�̃ − 𝚤��)−1(�̃ + 𝚤��).

�IIvI + �IΓq = �IΓp

�ΓIvI + (�ΓΓ − ��)q = (�ΓΓ + ��)p.
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Proof According to (30), we have �(p) = p + 2��(v) . Using this expression we have 
‖�(p)‖2

�
= ‖p + 2��v‖2

�
= ‖p‖2

�
+ 4‖�v‖2

�
− 4ℜe{�(p,�v)�} . On the other hand, 

the very definition of v directly yields −v⊤�v + 𝚤(�v)⊤�(�v) = −(�v)⊤�(p) which 
rewrites P(v) ∶= −ℑm{v

⊤
�v} = −‖�v‖2

�
+ℜe{𝚤(p,�v)�} . From this follows the 

desired energy conservation identity and, since P(v) ≥ 0 according to (28), we also 
deduce ‖�(p)‖� ≤ ‖p‖� .   

From the previous identity, we deduce that ‖�(p)‖� ≤ ‖p‖� for all p ∈ V(Γ⊕) 
i.e. the scattering matrix is non-expansive. The previous energy conservation result 
actually paves the way to proving the invertibility of the matrix of (31).

Proposition 1 The matrix �� +�� ∈ ℂ
#Γ⊕×#Γ⊕ is invertible.

Proof We need to show that ker(�� +��) = {0} . Pick any p ∈ V(Γ⊕) satisfy-
ing (�� +��)p = 0 and set u = (� − 𝚤�⊤��)−1�⊤�(p) . As we already mentioned 
before, we have �(p) = p + 2��(u) so the following equations hold

This means that the pair (u, p) must be solution to (29) with f = 0 . The latter prob-
lem was shown to be equivalent to (26). This implies that u ∈ V(E⊕) solves  (26) 
with f = 0 , and that uΩ = (�⊤�)−1�⊤u solves  (23) with fΩ = 0 . Since  (23) was 
assumed uniquely solvable, we deduce that uΩ = 0 ⇒ u = �(uΩ) = 0 . This implies 
that �⊤�p = 0 . Since ��⊤ = �� , multiplying on the left by � yields �p = 0 hence 
p = 0 as � is assumed symmetric positive definite. This proves the invertibility of 
�� +�� .   

Proposition 2 All eigenvalues of �� +�� belong to the punctured disk 
{� ∈ ℂ ⧵ {0}, |1 − �| ≤ 1} . Moreover we have ‖(�� +��)p‖� ≤ 2‖p‖� for all 
p ∈ V(Γ⊕) , and there exists a constant 𝛼 > 0 such that, for all p ∈ V(Γ⊕),

Proof The property on the location of eigenvalues and the upper bound stem directly 
from the inequality ‖��(p)‖� ≤ ‖p‖� (see Lemma 4 and Lemma 7) as well as the 
invertibility of �� +�� from Proposition 1. Next, set

Take p ∈ V(Γ⊕) ⧵ {0} with ‖p‖� = 1 and ℜe{(p, (�� +��)p)�} = � . Applying 
Cauchy-Schwarz inequality together with Lemma  4 and Lemma  7 already gives 
� = 1 +ℜe{(p,��p)�} ≥ 1 − ‖p‖�‖��(p)‖� = 1 − ‖�(p)‖� ≥ 1 − ‖p‖2

�
= 0 i.e. 

� ≥ 0 . Next, proceed by contradiction, assuming ℜe{(p, (�� +��)p)�} = � = 0 . 
According to Lemma 4 and Lemma 7 again, we have

‖�(p)‖2
�
+ 4P(v) = ‖p‖2

�
with v = (� − 𝚤�⊤��)−1�⊤�(p).

(� − 𝚤�⊤��)u = �⊤�(p), and p +�(p + 2𝚤�u) = 0.

ℜe{(p, (�� +��)p)�} ≥ �‖p‖2
�
.

(35)𝛼 = inf
q∈V(Γ⊕)⧵{0}

ℜe{(q, (�� +��)q)�}

‖q‖2
�

.
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From this we finally conclude that ‖(�� +��)p‖� = 0 which shows that p = 0 since 
�� +�� was proved invertible. This contradicts ‖p‖� = 1 so we finally conclude that 
𝛼 > 0 necessarily.   

The previous result directly implies the convergence of standard fixed point algo-
rithms such as the damped Richardson algorithm, hence necessarily the convergence 
of the restarted gmres solver.

5  Concrete definitions of transmission matrices

In the present section we examine and discuss two concrete choices of transmission 
matrices.

5.1  Zeroth‑order transmission matrices

We discuss a first choice of transmission matrix based on the L2 scalar product of 
tangential traces. We assume here that Γj contains only edges of �Ωj . In Section 7.1 
we used Γj = Σ ∩ Ej while in the rest of the numerical experiments Γj contains all 
edges of �Ωj . The transmission matrix � = diag(�1,… ,�J) where the entries of the 
matrices �j ∶ V(Γj) → V(Γj) are given by

The function �̌�j ∶ Γj → (0,+∞) can be chosen arbitrarily. With such a choice 
of transmission matrix, local problems amount to numerically solving Maxwell 
problems in each subdomain Ωj with the first order absorbing boundary condition 
nj × E × nj − �̌�j H × nj = g on Γj , for some g . A common choice for �̌�j is to take 
the value of ℜe{

√
�∕�} . This quantity might be discontinuous across Γj , when the 

coefficients � and � are non-constant in the domain Ω . In this case, an average over 
neighboring mesh cells is commonly performed to get a single value at the interface 
cell. We point out importantly that in our approach, this is not a requirement. As a 
result, our approach provides much more flexibility and can handle discontinuities 
seamlessly.

This choice of transmission matrix corresponds to the strategy originally used in 
the work of Després [11], assuming that �̌�j takes the same value from each side of Γj 
so that Hypothesis (17) is satisfied. This work and the variants considered so far in 
the literature discards the issue raised by the presence of cross-points by adopting a 
different discretization scheme: a mixed hybrid discretization [12] where the degrees 

(36)

‖p‖2
�
≥‖�(p)‖2

�
= ‖��(p)‖2

�
= ‖(�� +��)p − p‖2

�

=‖(�� +��)p‖2
�
+ ‖p‖2

�
− 2ℜe{(p, (�� +��)p)�}

=‖(�� +��)p‖2
�
+ ‖p‖2

�
.

(37)(�j)e,f = ∫Γj

(𝜅∕�̌�j)(�e × nj) ⋅ (�f × nj)d𝜎.

Page 17 of 36 72



X. Claeys et al.

1 3

of freedom are associated to the faces of each tetrahedron and can thus be easily 
exchanged by a simple swap. On the contrary, the approach we adopt here is able 
to deal with the presence of degrees of freedom at cross-points even for Nédélec 
finite elements. To be more specific, for onion skin domain decompositions, we only 
have to handle single interfaces with edges of multiplicity two and Choice (37) fits 
the situation described at the end of Section 3.5. Consequently, the communication 
matrix is given explicitly by Formula (19) and our method is a simple extension of 
Després’ method to any conformal finite element method. However, by introducing a 
more general communication matrix, our theory allows to deal with domain decom-
position with simple transmission quantities involving degrees of freedom of multi-
plicity more than two for Nédélec’s elements. This appears to be new.

5.2  Schur complement based transmission matrix

We shall now examine an alternative possible choice of transmission matrix based 
on the Schur complement associated to the solution of some auxiliary strongly coer-
cive problem. We dedicate a whole section to this particular transmission matrix 
because it appears as one of the most efficient choices.

We first need to consider a subset Ω� ⊂ Ω obtained as union of a subset of ele-
ments of the triangulation T(Ω�) ⊂ T(Ω) and such that Ω� = ∪�∈T(Ω�)� . Setting 
Ω�

j
∶= Ω� ∩ Ωj , we have Ω � = ∪J

j=1
Ω �

j . Next denote E′ the collection of edges of 
T(Ω�) , as well as E

′
j those belonging to T(Ω�

j
) . We make the following important 

assumption that T(Ω�) is selected so as to guarantee that Γ ⊂ E
� and Γj ⊂ E

�
j . The sub-

set Ω� will be the computational domain for our auxiliary problem. It shall typically 
consist in layers of elements surrounding the skeleton (2) of the subdomain decom-
position, see Fig. 1(b). In each subdomain Ω�

j
 we consider a bilinear form

where n′
j
 refers to the vector field normal to �Ω

�
j . We also set � ∶= diag(�1,… ,�J) . 

By construction this is a symmetric positive definite matrix. Next we separate 
unknowns located on the skeleton from other unknowns by means of restriction 
matrices and we define the auxiliary matrix �� ∶ V(E�

⊕
) → V(Γ⊕) by

The transmission matrix that we propose to consider here is the Schur complement 
associated to the elimination of interior unknowns in the matrix 

�
 defined above. To 

be more specific we consider the matrix � ∶ V(Γ⊕) → V(Γ⊕) defined by

(38)

cj(u, v) ∶= ∫Ω�
j

ℜe{�−1}����(u) ⋅ ����(v) + �2ℜe{�}u ⋅ v dx

+ ∫
�Ω�

j
⧵(�Ωj⧵�Ω)

ℜe{�∕�}(u × n�
j
) ⋅ (v × n�

j
) d�

�j ∶ V(E�
j
) → V(E�

j
), (�j)e,f ∶= cj(�f ,�e).

(39)�� ∶= diag(��
1
,… ,��

J
) with ��

j
(v) ∶= (ve)e∈Γj

v = (ve)e∈E�
j
∈ V(E�

j
).
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As a Schur complement of a SPD matrix, it is itself SPD and is thus a valid candi-
date for the construction presented in Section 3. To obtain an expression for the final 
system to be considered in the global DDM strategy, we need to combine (40) with 
(29). In this process, one has uΓ = −��u − p which leads to the system

Of course we also have to discuss actual computation of the matrix 
� = 2� − ��

 
since, according to (16) and (15), it involves matrix-vector products for both � and 

�−1 . Matrix-vector product by 
�

 can be treated based on (40). Matrix-vector by 
�−1 

can be computed using the identity �−1 = ���−1��⊤.
Despite their appearing in the right hand side, u, p are unknowns of (41), and only 

f  is a source term. We arranged a system of equations like in (41) in the perspective 
of an iterative solution procedure. In practice, for Schur complement based trans-
mission matrices as discussed in the present paragraph, the linear system appearing 
in the left hand side of (41) is the one to be dealt with at each iteration for applying 
the scattering matrix � defined in (30). This can be achieved in parallel thanks to the 
subdomain-wise block diagonal structure of the left hand side of (41).

We advocate the design of transmission matrices like (40) because, under tech-
nical assumptions, it is shown [6, 32] that the coercivity constant of �� +�� is 
bounded from below independently of the meshsize which leads to robust conver-
gence of linear iterative solvers applied to the skeleton formulation (31).

6  Algorithms

We wish now to describe in more concrete terms the practical implementation of the 
method. Our emphasis is on the parallel nature of the algorithms, in particular the for 
loops over the J subdomains are written explicitly and can be parallelized. Recall that the 
problem that is solved in practice is Problem (31) which is posed on the extended skeleton.

6.1  General algorithms

We first provide the general forms of the algorithms by which we mean the defini-
tions of the algorithms that can be applied for any generic scalar product � given by 
a family of local contributions �j . Such procedures are in particular well-adapted to 
the Després transmission matrix.

(40)
�(uΓ) = q where (v, q) ∈ V(E�

⊕
) × V(Γ⊕) solves

[
� − (��)⊤

�� 0

]
⋅

[
v

q

]
=

[
0

uΓ

]
.

(41)

Find (u, v) ∈ V(E⊕) × V(E�
⊕
), (p, q) ∈ V(Γ⊕) × V(Γ⊕) such that

⎡
⎢
⎢⎣

� 0 �⊤

0 − 𝚤� − ��⊤

� − �� 0

⎤
⎥
⎥⎦
⋅

⎡
⎢
⎢⎣
[

u

v

q

⎤
⎥
⎥⎦
=

⎡
⎢
⎢⎣

f

0

𝚤p

⎤
⎥
⎥⎦
, and p = −�(p + 2𝚤�u).
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Richardson algorithm The damped Richardson algorithm is first considered, with 
damping parameter denoted by r. Besides the definitions of the restriction matrices, 
recall in particular the definitions of the local contributions �j and f j in (24). The 
general form of the Richardson algorithm is then given in Algorithm 1.

Of course, in the above algorithm (and in the algorithms below) the inverse matrices, 
namely (�j − 𝚤�⊤

j
�j�j)

−1

 are not actually assembled. Instead, each matrix �j − 𝚤�⊤
j
�j�j 

is factorized (offline precomputations) and the inversion of the linear system is performed 
in the course of the iterations using forward and backward substitution.

Besides, as explained above, the projection problem in Algorithm 1 appearing in 
Line 10 is performed using a preconditioned CG algorithm. To define the PCG algo-
rithm, it suffices to provide a definition for a matrix-vector product routine for the 
problem matrix �⊤�� as well as the preconditioner matrix � , see (15). Albeit the 
fact that such routines are straightforward, the procedure are respectively provided 
in Algorithm 2 and in Algorithm 3 to stress in particular that they are fully parallel. 
Notice that the matrix � is diagonal.

GMRES algorithm The Richardson algorithm is rarely used in practice and Krylov 
methods are the preferred choice in real-life applications. Since the wave propaga-
tion problems yields non-symmetric problems, one will typically resort to the gmres 
algorithm.

To define the gmres algorithm, it suffices to provide a definition for a right-
hand side and a matrix-vector product routine. The right-hand side is denoted by 
b (see  (30)) and can be computed (offline) according to Algorithm 4. The matrix-
vector product procedure, which takes as input a vector p and outputs a vector 
q , is given in Algorithm 5. Again, the projection problem appearing in Line 8 of 

Algorithm 1  General form of the Richardson algorithm
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Algorithm 4 and in Line 8 of Algorithm 5 is performed using the same precondi-
tioned CG algorithm that was defined for the Richardson algorithm.

6.2  Algorithms with the Schur complement based transmission matrix

We now turn to the particular case where one uses a Schur complement based trans-
mission matrix and explain how the above algorithms need to be modified. As we 
already explained, the algorithms can be written so that no dense matrix is involved 
(i.e. the Schur complement is not performed in practice), albeit the underlying non-
local nature of the transmission operator. This is particularly important for efficiency 
considerations because otherwise the naive implementation of the method requires 
the computation and storage of dense matrices as well as the solution to hybrid 
sparse-dense linear systems for which many factorization routines may struggle.

Before describing the algorithms let us define

The matrices �j , �̃j and �̃j
 are fully sparse matrices than can be factorized (offline). 

In the algorithms their inverses will appear, which correspond in practice to forward 
and backward substitutions. The matrix �̃j

 has size #E
�
j
+ #Γj and �̃j has size 

#Ej + #E�
j
+ #Γj.

(42)�̃j ∶=

�
�j − (��

j
)⊤

��
j

0

�
, and �̃j ∶=

⎡
⎢
⎢⎣

�j 0 �⊤
j

0 − 𝚤�j − ��⊤
j

�j − ��
j

0

⎤
⎥
⎥⎦
.

Algorithm 2  Matrix-vector product for CG

Algorithm 3  CG preconditioner
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Richardson algorithm We now give the modifications regarding the Richard-
son algorithm for the Schur complement based transmission matrix. The local 
solve appearing in line 3 of Algorithm 1 is replaced by (uj, vj, qj)

⊤ = �̃−1
j
(f j, 0, 0)

⊤

 
and the one of line  13 by (uj, vj, qj)

⊤ = �̃−1
j
(f j, 0, 𝚤pj)

⊤
 . The computation of the 

quantity �j(pj + 2��juj) in line  8 is replaced by the quantity qj computed as 
(vj, qj)

⊤ = �̃−1
j
(0, pj + 2𝚤�juj)

⊤.
Again in this particular case, the projection problem is solved using a precon-

ditioned CG algorithm. The computation of the quantity �j�jg in line 3 of Algo-
rithm  2 is replaced by the quantity qj computed as (vj, qj)⊤ = �̃−1

j
(0,�jg)

⊤ . The 
computation of the quantity �−1

j
�jg in line  4 of Algorithm  3 is replaced by the 

quantity ��
j
�−1

j
��⊤
j
�jq.

GMRES algorithm We now give the modifications regarding the Krylov algorithm 
for the Schur complement based transmission matrix. The local solve appearing in 
line 4 of Algorithm 4 is replaced by (uj, vj, qj)⊤ = �̃−1

j
(f j, 0, 0)

⊤ and the one of line 4 

Algorithm 4  RHS computation for gmres 

Algorithm 5  Matrix-vector product for gmres 
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of Algorithm  5 by (uj, vj, qj)⊤ = �̃−1
j
(0, 0, 𝚤pj)

⊤ The computation of the quantity 
�j(pj + 2��juj) in line 6 of Algorithm 4 is replaced by the quantity qj computed as 
(vj, qj)

⊤ = �̃−1
j
(0,�juj)

⊤ and the one in line  6 of Algorithm  5 is replaced by the 
quantity qj computed as (vj, qj)⊤ = �̃−1

j
(0, pj + 2𝚤�juj)

⊤.

7  Numerical experiments

We present now a sequence of numerical experiments supporting the previous anal-
ysis and illustrating a few features of the novel approach.

In all our test cases we consider a transmission problem either in a disk (in 2D) or 
in a ball (in 3D). We set J ≡ 0 and consider a source that comes from an inhomoge-
neous condition on the exterior boundary �J� = n × [Einc × n] − �Hinc × n where 

(Einc,Hinc) corresponds to an incoming plane wave i.e. Einc = � ↦ �̂e𝚤𝜅�⋅�̂ with (�̂, �̂) 
the unit vectors in cartesian coordinates. The propagation medium is always consid-
ered homogeneous with coefficients �r ≡ �r ≡ �r ≡ 1 , except in Section 7.5 where 
we consider a medium with varying coefficients �r and �r

 . We consider the two 
transmission matrices that were described in Section 5 (except in Section 7.1 where 
an alternative to the Schur complement approach is also considered). In Section 7.1, 
the extended skeleton is chosen to be Γ = Σ (see Fig. 1(a)) while in the subsequent 
numerical tests it also includes edges of multiplicity one on the physical boundary 

�Ω
 (see Fig. 1(c)). While this is not a requirement, for the simplicity of the imple-

mentation, the Schur complement based transmission matrix is constructed in most 
of our experiments with Ω� = Ω . The only exception to this rule is the results given 
at the end of Section  7.1 where we specifically studied an alternative, namely a 
much smaller region in the vicinity of the interfaces.

We will present some results where Problem  (31) is solved using either a 
damped Richardson iteration scheme (with relaxation parameter r = 1∕2 ) or a 
restarted gmres algorithm (with a restart every 20 iterations except in Section 7.1 
where it is every 5 iterations). All numerical errors reported (including the relative 
error represented in convergence histories) are computed between the exact dis-
crete solution of the original (undecomposed) linear system and the volume bro-
ken solutions computed at each iteration of the iterative solvers. The norm used is 
the �-dependent energy norm which corresponds to the following �(����) norm 
‖ ⋅ ‖2 ∶= ‖ ⋅ ‖2

�2
+ �−2‖���� ⋅ ‖2

�2.
The numerical results were obtained using in-house demonstration codes 

built to test the approach. Meshes were obtained using gmsh  [23] and 
(unless specified otherwise) partitioned using the automatic graph partitioner 
metis  [27]. The code is mainly sequential (the inherent parallel nature of the 
algorithm is not exploited) and is of proof-of-concept nature. For these rea-
sons, no run times will be reported and we compare different methods with 
respect to iteration counts only. One shall bear in mind though that the cost per 
iteration is different for each method.
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7.1  Pie‑like splitting

We propose a first test case which aims at illustrating the interest of the proposed 
approach. Our purpose is to give evidence that straightforward generalizations of 
more standard methods proposed in the literature, in particular [9, 10], are not ade-
quate in presence of cross-points, even in the case where no degrees of freedom are 
attached to the cross-points.

In this test case, the unit disk in 2D is regularly split (this is a geometrically based 
partitioning, not using an automatic graph partitioner) into J pie wedges pointing at 
the center of the disk. Therefore, by construction, there are J boundary cross-points 
and one single interior cross-point (the center of the disk) which is shared by all 
subdomains. Since we use (low order) Nédélec edge finite elements, no degrees of 
freedom are attached to the cross-points. Yet, the numerical results of this section 
will highlight that, already in this seemingly simple setting, robustness and uniform 
convergence with respect to the discretization parameter in the presence of this inte-
rior cross-point can only be tackled by using a transmission matrix � representing a 
non-local operator together with the associated non-local communication matrix �.

As already mentioned, we consider in this section an alternative to the Schur 
complement approach, in addition to the two transmission matrices that were 
described in Section 5. The difference lies in the location of the degrees of freedom 
against which the Schur complement is performed. In the approach of Section 5.2, 
they are considered in the full subdomain boundary. Here we consider also the case 
where the Schur complement is performed against each interface (between two sub-
domains) independently. This equivalently amounts to setting to zero off-diagonal 
blocks that couple two distinct interfaces in the matrix � defined in Section 5.2. The 
end result is a block diagonal matrix � with the number of blocks corresponding to 
the number of subdomains in the case of the matrix of Section 5.2, and to the num-
ber of interfaces in the alternative case considered in addition here. In particular, this 
interfaced-based non-local � fits the situation described at the end of Section 3.5 
and the communication matrix is given explicitly by Formula (19). In some sense, 
the use of this matrix is the most straightforward extension of already established 
approaches akin to [9, 10]. We included this transmission matrix in the numerical 
results to provide numerical evidence that the matrix described in Section  5.2 is 
much more suitable to use in practice within the framework of the proposed method 
together with cross-points. The use of the more involved communication matrix Π 
computed by solving the projection problem is therefore worthwhile considering in 
practice.

Convergence history of iterative algorithms We report in Fig.  4 the convergence 
histories of the three domain decomposition methods for the damped Richardson 
algorithm (left) and for the gmres algorithm (right). The results are provided for 
three different mesh refinements, indicated by N� ∶= �∕h which is the number of 
points per wavelength � if h is the typical edge length. The wavenumber is � = 2� . 
There are a total of respectively #E = 4 908 , 18 180 and 71 748 degrees of freedom 
for the three refinement considered N� = 20 , 40 and 80. We see the deterioration 
of the convergence of the iterative algorithms with the mesh refinement when the 
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Després transmission conditions are used. This is a common feature to transmission 
matrices based on local operators. When the interface based non-local � is used, we 
also see a deterioration of the convergence with mesh refinement, albeit less pro-
nounced. Such observations were already reported in previous works  [6, 10, 32]. 
On the contrary, the new approach based on a subdomain based non-local � that we 
developed exhibits a perfectly uniform convergence with respect to the mesh size 
and converges faster than the other two strategies.

Eigenvalues of the iteration matrix To try to understand better those results, we 
report in Fig.  5 (left) the eigenvalues of the iteration matrices �� +�� that are 
involved in the three domain decomposition methods.

When the Després transmission conditions are used, we observe an accumula-
tion close to the origin which will harm the convergence of both the gmres and the 
damped Richardson algorithms. When the interface based non-local � is used, we 
see that the clusters are near the two points (1, 1) and (1,−1) , which demonstrates 
that the evanescent modes are well taken into account. We see however a few iso-
lated eigenvalues, close to the shifted unit circle, which seem to get closer to the 
origin as the mesh is refined. In contrast, with the subdomain based non-local � , the 
eigenvalues seem to be uniformly bounded away from the critical points.

Nature of the error We represent in Fig.  5 (right) the distribution of the error 
between the exact discrete solution and the discrete solution (obtained with the 
damped Richardson algorithm). More precisely, the absolute value of the error is 
represented as the elevation along the z-axis, after linear interpolation on the nodes 
of the mesh. For a better representation, the magnification factor is different for each 
figure, as indicated by the actual maximum and minimal values of the error on the 
colorbar. The convergence is stopped before machine precision is reached. In some 
sense, the nature of the remaining error gives us insight on the components that are 
troublesome for the convergence.

When Després transmission conditions are used, we see that the error is highly 
concentrated along each interface and decreases very rapidly away from them. The 
most likely interpretation is that the main components in the error consist in some 
sense of “evanescent waves”. Note also that the ratio between the maximum and 
minimum values of the error is very large.

In contrast, the error is highly peaked at the cross-point and (slowly) decreasing 
away from it when the interface based non-local � is used. The transmission inter-
faces seem less visible. Note also that the ratio between the maximum and minimum 
values of the error is much smaller than for the Després transmission conditions.

As for the subdomain based non-local � , the error is more evenly distributed in 
the domain, albeit slightly accumulating near the interfaces. More importantly, no 
accumulation of the error at the cross-point can be observed in contrast to the result 
using also a non-local � but with the standard exchange matrix (Fig. 5d).
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Fig. 4  Convergence history for the Richardson algorithm (left) and gmres algorithm with a restart every 
5 iterations (right). With J = 6 subdomains and wavenumber � = 2�
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Fig. 5  Eigenvalues of the iteration matrices �� +�� (left) and nature of the error (right). The absolute 
value of the error on the solution is represented as the elevation (after linear interpolation on the nodes 
of the mesh). Different magnification factors are used for the three cases. With J = 6 subdomains and 
wavenumber � = 2�
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Influence of the choice of Ω� We finally investigate for this particular test case the 
influence of the choice of the domain Ω� that intervenes in the definition of the Schur 
complement based matrix � , as defined in Section 5.2. The domain of the auxiliary 
problem Ω

�
j is represented in Fig. 6. It consists of the mesh cells that are within a 

distance of 3hmax from the transmission boundary, where hmax is the maximum edge 
length in the triangulation. The convergence results are given in Fig. 7.

We see that using much smaller domains, concentrated in the vicinity of the 
transmission boundaries has a minor (yet positive for the Richardson algorithm in 
this particular case) effect on the convergence. The computational cost of the matrix 
assembly is however greatly reduced. This can be explained from the fact that we 
solve elliptic problems with a source term defined on the transmission boundary. 
The solution is then mainly concentrated in the vicinity of this boundary. Note that 
the boundary term in (38) is empirically found to be a crucial ingredient to obtain 
this result. A modal analysis in a simple geometry as well as additional numerical 
experiments regarding the choice of Ω� can be found in [32, Chap. 8].

7.2  Stability

We investigate now further the robustness of the proposed approach with respect to 
the mesh discretization, in particular with respect to mesh refinement now both in 
2D and 3D. The refinement, namely decreasing the typical edge length h, is uniform 
in the domain Ω . In the remainder of this manuscript and in contrast to the previous 
experiment, the domain 

Ω
 (a disk in 2D and a ball in 3D) will be partitioned using 

an automatic graph partitioner. For the following results, there are J = 4 subdomains 
in 2D and J = 32 subdomains in 3D and the wavenumber is � = 1 . There are a total 

Fig. 6  Definition of Ω
�
j (light brown region) used in the test case of Fig. 7. Ωj is the union of the two 

(light brown and light blue) regions. The dark edges consist of the domain of the boundary term in (38). 
Here J = 6 , the other 5 subdomains can be obtained by rotation
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of #E = 113 627 degrees of freedom in 2D and #E = 137 899 degrees of freedom in 
3D for the finest refinement. The results are reported in Fig. 8.

We observe a quasi-linear increase in the number of iterations required to reach a 
set tolerance for the Després � matrix. This is in stark contrast with the results using 
the Schur complement approach which are completely immune to the mesh refinement. 
Such an effect, which was already observed in the previous experiment, is expected and 
not new, see [9, 10, 32] and in particular the numerical analysis and numerical experi-
ments of [6] obtained in the acoustic setting. In fact, it is one of the core strength of the 
approach based on the use of underlying non-local operators in transmission conditions.

We shall point out however that in previous works  [9, 10] such an effect was 
observed, and as a matter of fact rigorously proved, only in absence of cross-points in 
the partition. Notice that in this 3D configuration (as a matter of fact, in all 3D tests 
cases considered in this paper) there are indeed cross-points, namely degrees of freedom 
with multiplicity strictly larger than two, i.e. attached to edges that are shared by at least 

Fig. 7  Influence of the choice of Ω� on the convergence. Wavenumber � = 2�

Fig. 8  Number of gmres iterations (restart 20) with respect to mesh refinement �∕h , for 2D (left) and 3D 
(right) configurations. Wavenumber � = 1
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three sud-domains (such points form the so-called wire-basket). This feature, namely 
the robustness with respect to mesh refinement, even in presence of cross-points, is pre-
cisely enabled by the somewhat unusual choice of communication matrix based on the 
global projection that was described in the previous sections, see Section 3.3.

Besides, we report in Fig. 9 the number of iterations of the inner preconditioned 
CG algorithm that is used to solve the global projection problem on the skeleton, 
see (15). We stress that these iteration counts do not correspond to the outer itera-
tions of the gmres algorithm that is still used to solve the skeleton problem (31).

In 2D, we observe that a moderate number of iterations is required to solve the 
projection problem using the transmission matrix based on a Schur complement. It is 
moreover stable with mesh refinement. For the Després � matrix, we report exactly 
one iteration regardless of the mesh refinement. This is due to the fact that there are 
no degrees of freedom attached to the cross-points in the two-dimensional configu-
ration. As a result, the linear system involved in the projection problem is actually 
diagonal and there is no need to use the PCG algorithm in this particular case.

In 3D, we observe that a moderate number of iterations, stable with mesh refine-
ment, is required to solve the projection problem in the Després case. This is 
expected since now there are actually degrees of freedom on the junctions lines (or 
wire-basket) shared by at least three subdomains. In contrast, we observe a linear 
growth of the number of iterations for the Schur complement based approach. Such 
a strong effect was not observed in the acoustic setting, see [32]. It turns out that for 
the Maxwell setting, a more involved (auxiliary space) preconditioning approach, 
based on a suitable Helmholtz-type splitting of edge element vector fields, is neces-
sary to tackle this issue [25, 26] but was not further explored in this first work.

7.3  Influence of the number of subdomains

We study now for both the 2D and 3D configurations the influence of the number 
of subdomains J on the number of iterations to reach a set tolerance with a domain 
Ω growing in size. Specifically, the size of the domain is chosen to grow like J1∕d 

Fig. 9  Maximum number of iterations of the inner preconditioned CG algorithm used to solve the pro-
jection problem with respect to mesh refinement �∕h , for 2D (left) and 3D (right) configurations
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where d is the dimension of the ambient space, in order to keep a fixed size (in terms 
of the number of degrees of freedom) for the local subproblems. In 2D the domain 
is a disk of radius increasing from R =

√
2 to R = 16 as the number of subdomains 

increases from J = 2 to J = 256 . In 3D the domain is a sphere of radius increasing 
from R = 1 to R = 4 as the number of subdomains increases from J = 2 to J = 128 . 
In both cases, the wavenumber is � = 1 . Notice that for this test case, despite the fact 
that the size of the problem increases, the number of points per wavelength is kept 
constant. As a result the pollution effect is not taken into account here. There are a 
total of #E = 113 627 degrees of freedom in 2D and #E = 49 877 degrees of free-
dom in 3D for the largest J . The results are provided in Fig. 10.

The growth of the number of iteration to reach the set tolerance also appears to scale 
like J1∕d and the phenomenon seems to apply to all the transmission matrices consid-
ered. This non-optimality is expected and can be understood in this wave propagation 
context from the fact that the waves (hence the information) need to travel longer dis-
tances as the size of the global domain increases. Such an observation motivates the 
search for optimal solvers immune to this effect, for instance using multi-level tech-
niques and coarse spaces somehow mimicking algorithms used for elliptic systems. 
However, in this work, we did not pursue in this direction.

7.4  Influence of the frequency

We now study the dependency of the iteration counts with respect to the wavenum-
ber � . To take the pollution effect into account, the mesh is refined as the frequency 
increases. Since we are using low order finite elements, we need to keep the quantity 
�3h2 fixed throughout the computations to counter the pollution effect. Here h denotes 
the typical edge length in the mesh. In both the 2D and 3D configurations, this quantity 
is fixed to (2�)2∕400 in order to have at least 20 points per wavelength for the smallest 
wavenumber considered. The domain Ω is partitioned into J = 4 subdomains in 2D and 
J = 16 subdomains in 3D. There are a total of #E = 160 947 degrees of freedom in 2D 
and #E = 374 889 degrees of freedom in 3D for the largest wavenumber. The results 
are reported in Fig. 11.

Fig. 10  Number of gmres iterations (restart 20) with respect to the number of subdomains J , for 2D (left) 
and 3D (right) configurations. Wavenumber � = 1
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As the wavenumber � increases, the discrete (as well as the continuous) problem 
gets harder (the condition number of the original undecomposed matrix increases). 
We notice a sub-linear increase of the number of iterations to reach the set tolerance 
for all transmission matrices studied. The increase seems to be stronger in the 3D 
configuration.

7.5  Domain heterogeneity

To conclude this section on numerical experiments we present a more involved test 
case with more complicated medium of propagation. The objective is to illustrate 
the robustness of the proposed approach. Specifically we consider three types of 
propagative medium in our usual unit disk in 2D and unit ball in 3D.

The first medium is heterogeneous and purely propagative. If (r, �) ∈ [0, +∞) × [0, 2�) 
and (r,�, �) ∈ [0, +∞) × [0, �) × [0, 2�) are respectively the cylindrical and spherical 
coordinates, the coefficients 𝜇r = �̌�r and 𝜖r = 𝜖r are defined as follows

where

See the left panel of Fig. 12 for a representation of the profile of the �̌�r coefficient in 
2D. The coefficients are therefore both varying inside the domain and have surface 
discontinuities. The relative impedance is set to �r = 1 . The wavenumber is set to 
� = 5 in 2D and � = 1 in 3D.

�̌�r ∶=

⎧
⎪
⎨
⎪
⎩

5, r ≤ 𝜌(𝜃)

5
,

1 +
5𝜓(𝜃)

2
,

𝜌(𝜃)

5
< r ≤ 𝜌(𝜃),

1, 𝜌(𝜃) < r,

𝜖r ∶=

⎧
⎪
⎨
⎪
⎩

3, r ≤ 𝜌(𝜃)

5
,

1 +
3𝜓(𝜃)

2
,

𝜌(𝜃)

5
< r ≤ 𝜌(𝜃),

1, 𝜌(𝜃) < r,

�(�) ∶= 1 + cos(6�)∕2, �(�) ∶= 2(1 + cos(6�)∕6)∕3, ∀� ∈ [0, 2�).

Fig. 11  Number of gmres iterations (restart 20) with respect to the wavenumber � , for 2D (left) and 3D 
(right) configurations
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The second medium is homogeneous, constructed by averaging the coefficients of 
the previous medium. Specifically we used �r = �r = 1 and the wavenumber is set to 
𝜅 = 5�̌� in 2D and 𝜅 = �̌� in 3D where �r is the product of the averages on the domain 
Ω of �̌�r and 𝜖r defined previously.

Finally, the third medium considered is heterogeneous and dissipative, con-
structed by adding a strictly positive imaginary part to the coefficients of the 
propagative heterogeneous medium previously defined. Specifically we used 
𝜇r = �̌�r(1 + 𝚤∕4) and 𝜖r = 𝜖r(1 + 𝚤∕6) . The wavenumber is set to � = 5 in 2D and 
� = 1 in 3D.

To simplify the comparison and discussion we used the same mesh (and par-
tition) in the three cases. Despite the possible heterogeneity of the medium, 
the mesh is uniform, constructed such that the typical edge length parameter is 
h = �∕50 (resp. h = �∕30 ) with � = 2�∕(5�r) (resp. � = 2�∕�r ) in 2D (resp. 3D). 
The domain Ω is partitioned into J = 25 subdomains in 2D and J = 50 subdo-
mains in 3D, see Fig. 12. Since we are using an automatic graph partitioner inde-
pendently of the definition of the medium under consideration, some interfaces 
between two subdomains are cut by the surface discontinuities of the coefficients 
(in the heterogeneous case). There are a total of #E = 432 103 degrees of freedom 
in 2D and #E = 310 615 degrees of freedom in 3D.

A solution is represented in the right panel of Fig. 12, which corresponds to 
the 2D propagative and heterogeneous medium configuration. As before, the 
source comes from an impinging plane wave (coming from the left in the Fig. 12). 
Notice that, due to the heterogeneity, the modulus of the solution is rather large in 
some part of the domain.

We report in Fig. 13 the convergence histories of the gmres algorithm. In the 
2D case, we notice that a larger number of iterations is required in the purely 
propagative heterogeneous medium (which is the notoriously more difficult wave 

Fig. 12  Heterogeneous medium 
profile for the coefficient �̌�r (top 
left), skeleton of the partition 
(top right) and modulus of the 
solution for the purely propaga-
tive heterogeneous medium 
(bottom)
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propagation problem) whereas the fastest convergence is achieved in the dissipa-
tive scenario. This is to be expected but we stress that the increase in the number 
of iterations remains somewhat moderate.

In the 3D case, the convergence results are somewhat similar in the three 
medium considered. We explain this observation by noting that due to the rela-
tively larger frequency considered, the 2D test case corresponds to a more dif-
ficult wave propagation problem than the 3D configuration.
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