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Abstract

This paper discusses model order reduction of linear time-invariant (LTI) systems
over limited frequency intervals within the framework of balanced truncation. Two
new frequency-dependent balanced truncation methods are developed, one is single-
frequency (SF)-type frequency-dependent balanced truncation to cope with the cases
that only a single dominating point of the operating frequency interval is pre-known,
and the other is interval-type frequency-dependent balanced truncation to deal with
the case that both the upper and lower bounds of the relevant frequency interval
are known a priori. Error bounds for both approaches are derived to estimate the
approximation error over a pre-specified frequency interval. In contrast to other
error bounds for frequency-weighted or frequency-limited balanced truncation, these
bounds are given specifically for the interval under consideration and are thus often
sharper than the global bounds for previous methods. We show that the new meth-
ods generally lead to good in-band approximation performance, and at the same time
provide accurate error bounds under certain conditions. Examples are included for
illustration.
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1 Introduction and problem formulations

We study model order reduction for linear time-invariant continuous-time systems,
where, by abuse of notation, we will denote the system and its transfer function by
G, and we will use the following representations in state-space, block matrix, and
frequency domain form:

x(1) = Ax(t) + Bu(t) ~|AlB
{y(t) = Cx(t) + Du(t) - ¢= [C Di| (1)
— G(yw):=C(wl —A)~'B+ D,

where A € C"™*" B € C"™ C € CP*", D € CP*™ and at time ¢t € [0, 00],
x(t) € C" is the state vector, u(t) € C™ is the input signal, and y(r) € CP? is the
output signal. Furthermore, j := +/—1 is the imaginary unit and € R is the angular
frequency in radians per second.

Modeling of complex physical processes frequently leads to large order n. The
corresponding high storage requirements and expensive computations make it often
difficult to simulate or optimize such systems, and may be prohibitive to design a
controller for such plant models. In these situations, model order reduction (MOR)
becomes an expedient tool; see [1-8] for overviews on MOR techniques and applica-
tions. It consists in approximating the system (1) by a reduced-order model (ROM)
(or “reduced-order system”):

G, : {xr(t) = Arx;(t) + Bru(r) — G ()= |:Ar B, :|

yr(t) = Crxp(t) + Dyu(t) C,|D, ()

& G,(Jo):=C(jol — A)"'B. + Dy,

where A, € C"™*" B, € C""™ (C, € CP*" D, € CP*™ with r <« n, and such that
y ~ y, for all feasible input signals u.

Balanced truncation is a well-studied and the most commonly used MOR scheme
in systems and control theory; see [1-3, 5, 9] for details and recent surveys. The
standard form is sometimes called Lyapunov balanced truncation, which was first
introduced in the systems and control literature by Moore [10]. The prominent advan-
tages of balanced truncation are that it preserves stability and provides an a priori
error bound over the entire frequency range as a by-product of the procedure to com-
pute a ROM. In detail, it provides an upper bound of the following entire-frequency
(EF) type approximation performance index function:

Omax(G(Jw) — G, (Jw)) forall w e [—o0, +00], 3)

where omax (. ) denotes the maximum singular value of a matrix.

In many practical applications, the operating frequency of the input signal belongs
to a fully or partially known finite-frequency range such as a limited interval (i.e.,
w € [, @3 ]). For those cases, the ROM is only needed to capture the input-
output behavior of the original system for input signals with admissible frequency.
Correspondingly, good in-band approximation performance is expected, while the
out-of-band approximation performance might be neglected; see, e.g., [11-18] for
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such methods. In other words, the objective of finite-frequency (FF) MOR is to
minimize the following FF-type performance index function:

omax (G(J®) — G,(Jw))  forall w e [m), o] “4)

Since standard balanced truncation is intrinsically frequency-independent, we will
call it frequency-independent balanced truncation (FIBT) in the sequel. For FIBT,
pre-known frequency information cannot be used to further improve the in-band
approximation performance (4). To enhance the approximation performance over
a pre-specified frequency range, several balancing-related approaches have been
developed. Some popular ones include:

1. Singular perturbation approximation (SPA) SPA is a balancing-related method
based on the standard FIBT, first introduced by Liu and Anderson [11]. Although
FIBT and SPA yield the same EF-type error bound, the characteristics of them
complement each other. The ROMs generated by FIBT generally have a smaller
error at high frequencies (as the error tends to zero when w tends to infinity),
and tend to be larger at low frequencies. In contrast, SPA generally leads to good
approximation performance at small frequencies as for SPA, G(0) = G,(0)
holds. Therefore, SPA is particularly suited for solving MOR problems where
good steady-state performance is desired. For a flexible trade-off between the
local approximation performance over low-frequency ranges and the global
approximation performance over the entire frequency range, a generalized SPA
algorithm has been developed by parametrizing the ROM using a user-defined
adjustable scalar defining where interpolation is achieved (instead of w = 0 as
in standard SPA) [9, Section 1.3].

2. Frequency-weighted balanced truncation (FWBT) In the fields of system analysis
and control theory, frequency-weighting functions are conventional tools widely
applied for solving various analysis and synthesis problems with pre-known fre-
quency information. For FF-MOR problems, utilizing the frequency-weighting
technique and combining it with the standard balanced truncation method is very
common. During the last three decades, many frequency-weighted balanced trun-
cation approaches have been developed; see, e.g., [13, 16, 18-21]. The common
procedure of FWBT is to build a frequency-weighted model first by introducing
input/output frequency-weighted transfer functions and then to apply the stan-
dard FIBT to the frequency-weighted model. Indeed, good frequency-specific
approximation performance may be obtained if the selected weighting function
is an appropriate one. However, the design iterations to search for an appropriate
weighting transfer function can be tedious. Besides, FWBT also suffers from the
drawback of the increased order of the weighted plant model.

3. Frequency-limited balanced truncation (FLBT) This was first introduced by
Gawronski and Juang in [14]. The FLBT methodology stems from changing
the definition of the standard Gramians via their integral formulation over the
whole imaginary axis to the frequency-limited case, where the integral is lim-
ited to the desired frequency interval, and then applying the standard balanced
truncation procedure using the frequency-limited Gramians. See, e.g., [15, 17]
for enhancements of this technique and [12] for an algorithm applicable to truly
large-scale problems with sparse A. A disadvantage of FLBT is that, so far, no
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Table 1 Characterizations of various balancing-related methods

Assumption Method Error bound desired Error bound available
for omax (E(J)) for omax (E(J))
EF-MOR FIBT Yo € [—00, +00] Yo € [—o0, +00]

w € [—00, 400]

FF-MOR SPA Yo € [0, @] Yo € [—00, +00]

w € o, +o2] FWBT Vo € [w1, 2] Vo € [—00, +00]
FLBT Yo € (w1, o] Yo € [—00, +00]
FDBT (this paper) Yo € w1, w2] Yo € (o1, o3]

Here, E(s) := G(s) — G, (s) denotes the error system for the ROMs computed by the various approaches

computable error bound is known. To overcome this drawback, several modified
FLBT schemes providing error bounds have been proposed [15, 17].
A common feature of the existing finite-frequency balancing-related approaches is
that they continue to use the entire-frequency type index (3) to evaluate the actual
finite-frequency approximation performance (see Table 1 for an overview).

As illustrated in Table 1, there exists an incompatibility between the intrinsic
required and the available error bounds with respect to the existing FF-oriented
balancing-related approaches. Since only EF-type error bounds are available, these
bounds also bound the error outside the interesting frequency range, and this error
can be large as it is of no importance for the method. Thus, these error bounds tend
to be very pessimistic w.r.t. predicting the in-band performance of the FF-type meth-
ods, and they are often even worse than the standard balanced truncation error bound
for FIBT—as FIBT tries to approximate the system over the entire frequency range,
no part of the frequency band is neglected by the approximation! Requiring a good
approximation over a (small) finite frequency range, one would expect a better error
bound than that available for the whole frequency range, and a better true approx-
imation quality in the frequency band of interest. This motivates us to revisit the
finite-frequency model reduction problems.

In this paper, we are concerned with the FF MOR problem within the frame-
work of balanced truncation. The main conceptual innovation of this paper can be
seen in establishing new methods coming with FF-type error bounds instead of EF-
type error bounds to estimate the in-band approximation error. First, we focus on
the case that only a single dominating operating frequency point @ is pre-known.
By exploiting a special class of parameterized Mobius transformations, an SF-type
frequency-dependent balanced truncation (FDBT) method is developed based on the
generalized Kalman-Yakubovich-Popov (KYP) lemma (developed by Iwasaki and
Hara in [22]). It is shown that the proposed SF-type FDBT method provides a scal-
able SF-type error bound with respect to a user-defined parameter. By adjusting the
parameter, satisfactory approximation performance can be obtained. Second, we dis-
cuss the cases that both an upper and a lower bound for the operating frequency
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interval are known. Following the same generalized KYP lemma-based method-
ology as before, an interval-type frequency-dependent balanced truncation method
is developed. Moreover, an interval-type error bound for this approach is derived.
The interval-type FDBT method generally gives rise to good in-band approxima-
tion performance. In particular, we show that a small in-band approximation error
with small interval-type error bound can be simultaneously generated as long as the
pre-specified interval is small enough.

The remainder of this paper is organized as follows: First, we introduce the gen-
eralized KYP lemma in Section 2. Then, we derive the SF-type FDBT method and
the interval-type FDBT method in Sections 3 and 4, respectively. Next, we demon-
strate the effectiveness and advantages of the proposed methods by several examples
in Section 5. Finally, we end with conclusions and an outlook on future work in
Section 6.

Notation For a matrix M, M and M* denote its transpose and conjugate transpose,
respectively. The symbol * within a matrix represents entries known due to sym-
metry. He(M) denotes %(M + M%), i.e., the Hermitian part of a matrix. omax(M)
represents the maximum singular value of a matrix M. Re(x) and Im(x) are the real
and imaginary parts of the complex quantity x, respectively, and j := /—1. M 2 s
a square root of the matrix M and M 3* denotes the positive principle square root of
M (i.e., all the eigenvalues of M 2* have positive real part). I represents the identity
matrix of appropriate dimension. M > 0 stands for “M is positive definite,” while
M > 0 denotes positive semi-definiteness. I, or [ if the dimension is clear from the
context, is the identity matrix of size n X n.

2 The fundamental tool

The KYP lemma [23] is a cornerstone in systems and control theory. In fact, the
EF-type error bound provided by the standard FIBT can be proved and interpreted
with the aid of the KYP lemma. In [22], Iwasaki and Hara successfully generalized
the KYP lemma from the EF case to FF cases. The generalized KYP lemma plays a
fundamental role in our development, and therefore it is stated here.

Proposition 1 [Generalized KYP lemma, [22]] Consider the continuous-time system
(1), then the following statements are equivalent:
(i) The frequency domain inequality:

omax(G(Jw)) <y holds forall w € [w1, wy]. 5

(ii) There exist Hermitian matrices P and Q > 0 of appropriate dimensions,
satisfying the linear matrix inequality:
[ —He (A(w1) QA(@)*) + L(P) A(w:)QC* 4+ PC* + BD*:| <0
* —CQC*+ DD* —y?I =
(6)
where L(P) := AP + PA* + BB* and A(w) := jwl — A forw € R,
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3 Frequency-dependent balanced truncation over uncertain
frequency interval

In this section, we focus on the MOR problem for an uncertain frequency interval
(i.e., w € [ — 8, w + &], where @ denotes the pre-known dominating frequency
point, and § denotes the unknown size parameter of the frequency interval). First,
we construct a class of parameterized frequency-dependent extended systems, which
plays an important role in the development of SF-type FDBT. Then, the related results
and algorithm are presented.

Definition 1 (SF-type frequency-dependent extended systems) Given an LTI system
(1) and a pre-specified frequency point @, the SF-type frequency-dependent extended
systems are constructed as:

Ac@) | Be() }
Ce(@) | De(@)

| yml =€l + A@) ' Aw) \ e(el + A(w))"'B

_[ eC(el + A(w)) ™! | D+ Clel +A(w))_lBi|’

Gew(Jw) = |:

)

where € > 0 is a user-specified real scalar and A(.) is defined as in Proposition 1.

In the above definition, € should be a scalar satisfying the condition:
€e#—(w — 1)

to ensure the invertibility of (el + jwl — A), where A;, i = 1, ..., n, denote the
eigenvalues of the matrix A.

An interpretation of the transformation used in Definition 1 as a Mobius transfor-
mation follows from the following result, which can be proved by simple algebraic
manipulations.

Proposition 2 For a given LTI system (1), the corresponding SF-type frequency-
dependent extended system (7) can be obtained by applying a particular Mdbius
transformation as follows:

a-jo+b

G =G|——),

ew (Jw) (C-Ja)+d)
wherea:e—]w,b:—wz,c=—1,d=e+]w.

We obtain the following basic properties.
Proposition 3 The following statements hold.

(a) If the original LTI system (1) is Hurwitz stable and € > 0, then the correspond-
ing SF-type frequency-dependent extended system is stable.
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(b) If the original LTI system (1) is unstable with the unstable eigenvalues of A
denoted by kl-+, i = 1,...,ny, then the corresponding SF-type frequency-
dependent extended system is stable if € satisfies

0<e < min {e;r},
i=1,...,ny

where € = (w — Im(%;))?/ Re(%;) + Re(};).

Proof 1. Let us denote by A;, i = 1,2,...,n, and A¢;(w), i = 1,2,...,n,
the eigenvalues of the matrices A and A (@), respectively. According to the
mapping between A and A, (') given in (7), we know that

rei(m) =jo —€e(Jo —Aj)(e+ jo —Ai)_l, i=1,...,n
Noticing that Re(A;) < 0 if the system G (jw) is stable, the following inequality

—€Re(h)(€ —Re(A)) + é(@ — Im(3;))>

Re(he,i(@)) = — (€ —ReOG))2 + (@ — ImG))2 , L...,n, (8)
holds if € > 0, which proves Part (a).
2. Denote by A:i(w), i=1,...,n,, the eigenvalues of A, (@) mapped from )»j',
i.e.
+ _ + +y—1 .
)\'e’l(w_)_.]w__e(‘]w_)\'l)(€+Jw_)\'l) ’ l_15'~'5nua
then it can be concluded that Re()»:i(w)) <0,i=1,...,ny, for all € satisfy-

.....

proof. O

Definition 2 (SF-type frequency-dependent Lyapunov equations) Given a linear
continuous-time system (1) and one of its corresponding Hurwitz stable SF-type
frequency-dependent extended systems (7, then the following two Lyapunov equa-
tions:
Ac(@)Wee () + Wee (ZD')A:(W) + Be (ZD')B:(ZD') =0,
AL (@) Woe () + Woe (@) Ac (o) + Ci (@) Ce(z) =0

are the SF-type frequency-dependent controllability and observability Lyapunov
equations of the continuous-time system (1). Furthermore, their respective solu-
tions Wee(w) and W, () will be referred to as SF-type frequency-dependent
controllability and observability Gramians of the continuous-time system (1).

®)

Definition 3 (SF-type frequency-dependent balanced realization) Given a linear
continuous-time system (1) and one of its Hurwitz stable SF-type frequency-
dependent extended systems (7). If the corresponding SF-type frequency-dependent
controllability and observability Gramians are equal and diagonal, i.e., the following
Lyapunov equations:

Ac(@) Xe(w) + Xe(w) A (@) + Be(w) Bi (w) =0,

A* (@) Ee(@) + (@) Ac(@) + C (@)Ce () =0 (10)
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simultaneously hold, then this particular realization will be referred to as SF-type
frequency-dependent balanced realization.

Proposition 4 Suppose the given system (1) is stable and let W., W,,, X denote its
standard controllability, observability, and balanced Gramian matrices, respectively,
then the following statements hold:

1. W= Wee(w) =0, Wy = Woe() > 0, X>XY(w)=0;

2. limg_g Wee () =0, limg o Wy () =0, limg_, ¢ X () = 0;

3o im0 Wee(@) = We,  limeso0 Woe (@) = Wy, limps oo Ze () = 2.

Proof 1. Itis well known (see, e.g., [1, 2, 9, 24]) that the standard controllability
and observability Gramian matrices W., W,, of system (1) satisfy the following
standard frequency-independent Lyapunov equations:

AW, + W,A* + BB* =0, an
A*W, + W,A + C*C =0.

Now post-and-pre multiply the SF-type frequency-dependent Lyapunov equa-
tions (9) by € "!(el + jw I — A) and use the notation from Proposition 1 to
obtain:

AWee (@) + Wee () A* — 26 "L A(w) Wee () A()* + BB* =0,

A*Woe (@) + Woe (@) A — 2 L A(w )* W, () A(w) + C*C = 0. 2)

Furthermore, the following equations can be derived by subtracting equations
in (11) from the corresponding ones in (12):

AWe=Wee(@)) + (We = Wee (@) A* + 26 A(@) Wee (@) A(m)* - =0,

A*(Wo— vWoe (@) + (Wo—Woe (@) A + ZG_lA(w_)*Woe () A(w) =0.
(13)

From standard Lyapunov stability theory (e.g., [25, Chapter 13, Proposition
1]), it follows that W, (), W, (zwr) are positive semidefinite due to stabil-
ity of Ac(zw) (implied by Proposition 3 a) and positive semidefiniteness of
B (w)B} (w) and Cc(w)*Ce(w). Thus, using the same argument from stabil-
ity theory, we can also conclude that (W, — W, (@)) > 0 and (W,— W, (w)) >
0 since

g.A(w)ch(w)A(w)* >0 and %A(w)*WOE(w)A > 0.

Thus, the proof for the controllability and observability Gramians is complete.
The result for the balanced Gramians follows from that for the two separate
Gramians of the original and transformed systems, respectively, by observing
that they are equal to X' and ¥ (o) in the balanced case.
2. We prove this for W (), the existence of the other limits can be shown
analogously. Re-writing the first equation in (12) as
€

3 (AWee(@) + Wee(w)A* + BB*) = A(w) Wee(w) A(@)*
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and noting that W, (z) is bounded from above and below due to (a), the limit
for e — 0 of the left hand-side exists and is zero. Hence, the limit of the right-
hand side exists as well and is zero:

0= lir% A(@)Wee () A(w)* = A(w) <lir% Wee (w)) A(w)*.

The result follows by noting that A(w) = jaw I — A is invertible for all @ € R
due to the stability of A.
3. It can be easily observed from the identity

el + Am) ' =1 - A(@) (el + A(w))™!

that the @ -dependent matrices A (@), B¢ (w), Ce () will recover A, B, C as
€ —> 00, 1.e.

lime—s o0 Ae(@) = limesoo (Jo 1 — € (] + A@)) ™' A(@)) = A,
lim;— 00 Be(w) = lime— o0 € (€1 + A(w))_l B =B,
lim,— o0 Ce () = limy_s o0 €C (el + A(w)) ' = C.

Then, we can conclude from Eq. (12), using the boundedness of the parameter-
dependent Gramians due to (a), that

lim W () = W,, lim Wy (@) = W,, lim Y. (o) = X.
€E—> 00 €—>00 €—> 00

O

Two remarks are in order.

Remark 1 The inequalities in Proposition 4 a become strict inequalities if we
assume that the original and transformed systems are minimal, i.e., controllable and
observable.

Remark 2 The behavior of the parameter-dependent Gramians in their limits indi-
cates that one should choose the parameter € neither too small nor too large, as they
would carry little information for too small €, or no new information compared to the
original Gramians for too large €. Nevertheless, there is no quantitative answer on
how to choose the parameter that can be deduced from this result.

Now, we are ready to state the main result about SF-type balanced truncation. Note
that in order to ease notation, we omit the frequency and parameter dependence of
the matrices defining the ROM.

Theorem 1 (SF-type frequency-dependent balanced truncation) Given a linear
continuous-time system (1) and the fixed operating frequency w = w, then for any
one of its Hurwitz stable SF-type frequency-dependent extended systems (7) given in
balanced realization, i.e.,

Ye(w) = diag(ze,l(w)s EG,Z(ZU))
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with
Ye1(m) =diagloe (@), 0c2(@), ..., 0cr(@)), (14)
Yeo(w) = diag(0e r4+1(@), 0c r42(@), . . ., Oe n(@)), (15)
where o¢ |(w) > ... > Oc (@) > Ocrr1(@W) = ... > Ocn(w), the truncated

r'-order model

Gy = | A B
w) =
™ ¢ | D,

is given by (defining Z, = [I"*" 0"*(=")]):

A =jol —€Z,(Jowl — Ad@)ZI (el — Z, (w1 — Ac(w))Z]) 7!,
B, =e (el + jwl — A)Z B(w),

16
Cr =€ 'Cc(@)Z] (el + jml — A)), (16)
D, = D (w) — Cr(el + jwl — A,)"'B,.
Furthermore, we obtain the following approximation error bounds for G, :
1. SF-type error bound at the given operating frequency w = w:
n
omax(Gm) = G, (Jm)) <2 ) oci(m). (17)
i=r+1
2. EF-type error bound:
n
IG=Grlloo <2 ) 0ci(@) +1G = Gemplloo + [Gr = Grewr | oo - (18)

i=r+1

where ||Glloo = SUP,cr Omax(G(Jw)) is the (Hardy) Hxo-norm of a stable
rational function G and

Gr.em =
Cre(@) | Dye(w)

L[ A B,f(zm}
(19)
Jol —eEl + A @) ' A@) | el +A@)'B }

Crel + A (@)~ | D +Cr(el + A (@) ' B,

with A, (w) := jol — A, forw € R.

Proof 1. The detailed proof for r = n — 1 will be provided in the sequel, and the
r=n—2,...,1 cases can then be easily completed step by step.
The error system is realized by

En(jw) =G(w) = Gu_1(Jw)

A1 O By
_.[Am Ben}_ P ! (20)
Tl c Den | '
o “ —Ln-1 C ‘ D_Dn—l
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From the error system &, (jw), we construct a dilated system &, (j ) as follows:

o B -Aen ‘ Ben Bdn
En(jw) = [%e" @“”} = | Cen | Den DI}
en en Cin DJ{%, ,Dt%%l

where By, Can, D}ifl, Dﬁ}l, and Dflfl are auxiliary “dilated” matrices, which are
constructed as follows:

Bun = _"f"e(w)(d ol — Aw) [Zjl‘ } > @) Ce(@)*,

. Oen () —Zy— _
cho=— € 6( (el + joml —,Ae,,)T[ 7 1j|25 Y(@)Be (@),
D2 = —Cop(el + joo I — App) ' By + 2060 (@)1,

Dcziyl, —Can(el + jwl _-Aen)_IBen + 200 ()1,

D? = —Can(el + jo 1 — Awn) ™ Ban.
Next, we define the Lyapunov variables 2., = 2% > 0 and &,, = P, as
follows:
2[ Z,_ Zna 17 20a(@)? [ =Zyy ] oo ~Zna "
Qen:g[ Il]xe(w)|: ]1] +%(w')|: II]EGI(ET)[ 11] 5
T T
an an _Zn— _Zn—
Pen = [ ] l]zeazr)[ ; 1] +aen(w>2[ ] l]zeuv)[ 7 1] :

Now, we substitute the Lyapunov variables 2,,,, &, into the left-hand side of
the SF-type matrix inequality (6) for the error system:

|: _(JWI - 'Q{en)o@en(]w - "74!1))k +«>Z’n(yen) (]ZUI - 'Q{(’il)(gg; + r@en%;l + %enoj:n i|

* _Cgena@encge*n + —@en@e*n - (den(w))zl
Iy H}z H%z
S T M ) 11 12
= = Iy Ty |,
* 130 »
* * I155

where 2, (Pen) = Lon Pen + Pentyy, + Ben P, Combined with the bal-
anced SF-type frequency-dependent Lyapunov 10, one can derive the following
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equations for the blocks in the above block matrices:

l_[ll = —(]@'I - %n)gen(]w - 4yen)>‘< + v%n«gzen + f@en%tl + %en%:n

1 1 *
|:E(EI+JZD_I _-Aen)] A |:E(61+JWI _-Aen)i| s

HiZ = (ol — Aen)gencjn + ‘@ﬂlC:n + BEHDZ:n

= el + jml — Aen)] A2 [6(61 + ol — A)_l]*C*,

5, = Gl — Ae) LenCl, + PenCly + Ben D,

= [e el + jol — A) A3 Z (@)e(el + jl — A)'1B,
M3} = —Cen2enClyy + [Den DR ][Den D21 — Qoen(@))*I

= —ConAa(el 4+ jwl — A)*C* — C(el + jw I — A) "' ASC, ",
M35 = ~CenZenCin +[DPen D2 1[ D3 Din ]

= —C(el + ol — A)NAKE, — 0en(@)Con D3 27 (w0)

(el + jwl—A)~'B,

N33 = —Cen2enCl, + [ Ddn® DR ][D3 D" — Qoen(@))’l

_ Uezn(w) B* —1yx y—1
== [eel + jml — A T"Y (w)

(A3 + A Z (@)le(el + jwl — A)7']B,

where
A _ Ave () 0 anlz‘e(w)zz-_l Zn-12e(w)
! - 0 Ac(w) Ee(w)znT,l Ye(m)
2 Zn Ze(@) ' 2 —Zy 1 Ze(w)!
* "f"(U’)[ Cne 1z B!
L Zn 1 Z(@)Z]_| Zp 1 Ze(w)
Ee(w)Z,{_l Ye(w)
2 anlze(w)_IZnT_l _anlz:e(w')_1 Are(@) 0
+ Uf"(w)[ — S ()27 Se(@)~! 0 Adw)
N [zn_lBe(w)Hzn_lBAw)]*
Be (@) Be (@)
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2 Zn1Ze(@) ' CH @) | [ Zn-1 Ze(@) ' CH () |
+"€"("")[ (@) CFe(w) ][ Ze(@)7IC* (o) ]
= 0,
e = [ B Zk@)Z L ZeaZe@) |[ ~Zao
2= Se(@)Z! Ze(@) I
2 Zn 1 Ze(@) 2l —Zy 1 Ze@) [ ~Zu
* "fn(w)[ Rz B! !
Uen(w)znflze(w)_l
+ 2"“’@’)[ —Gen() S () ]
= O,
A _ Zn—lze(w)zzl;l Zy—1Xe(w) —Zn—1
3= S(@)z!_, Ze(@) —I
o (@) Zy-1 Ze (@)
+ 20 (@) |: Ug,l(w)ffe (@)
2 anlze(w)ilznT_l _Zn—lze(w)il —Zn-1
* "f"(a”[ Sz, S -1
= 0.

Now, according to the generalized KYP lemma (Proposition 1), the dilated error
system &), (jw) satisfies:

160 (@) loo < 20¢n (D).
Therefore, for the error system &, (jw), it holds that
1) loo < NEn(JT) 0o < 206 ().

This completes the proof SF-type error bound (17) for r = n— 1. The remainder
of the proof forthe r = n—2, ..., 1 can be easily completed in a recursive way.
2. From Egs. 16 and 19, it can be concluded that the SF-type frequency-dependent
extended system G4 (jw) of the reduced system G, (jw) can be obtained by
applying the standard FIBT algorithm for G4 (jw). Therefore, we have:

n
Omax(Gew (Jw) — Grem (Jw)) <2 Z Ue,i(w_)a forall w e [—o0, +00].
i=r+1

Noting that

GUw)=Gr(w) = (Gew (J0)=Grew ) HG(0)=Gew (J©0)H(Grew (J0) =G ()
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and using the triangle inequality, we get:

omax (G(Jw) — G, (Jw))
< 0max(Gew (J©) — Grew (J0)) + 0max(G(J0) — Gerr (J®))
+0max(Gr (Jo) — Grew (J0))

<2 ) 0@+ 160 = Gew (J0)lloo + 116, (J©) = Grew ()
i=r+1

for all w € [—00, +00]. This completes the proof of the entire-frequency error
bound (18).
O

Based on the above results, we are now able to present the SF-type frequency-
dependent balanced truncation algorithm, shown in Algorithm 1.

Algorithm 1 SF-type FDBT.

Input: Full-order model (A, B, C, D), frequency @, user-defined parameter € and
the desired order of the ROM, r.

Output: ROM (A,, B, C;, D;).
Step 1. Solve the SF-type frequency-dependent Lyapunov equations (9)
Step 2. Get the SF-type frequency-dependent balanced realization of the given
system by coordinate transformation:

Aep(@) | Bep()
Cep(@) | Dep (@)

%t%mwwm\ 7, (@) B (@) }
Cc(@Te(@) | De(@) + Cep(@)((€ + j)] — Aep()) ' Bep(w) |’

where T, (o) is the matrix that simultaneously diagonalizes the matrices W, (o)
and W, (@), i.e.,

Te_l (@)Wee(@)Te(w) = Te*(ZD') Woe (ZD_)TG_*(ZU) = X ().
Step 3. Compute the reduced-order model as:

A = ol —eZ (ol — Aay(@NZ] (el = Z,(jw I — Aey(@)Z]) 7,
1
By = — (e + jm) = A) Z; Bop(w),

1
C, = ;cemv)Z,T (e + jw) — A,),

Dy = Dep(w) — Cr (e + jow)I — A,) 7' B,
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Some remarks are in order.

Remark 3 According to Proposition 4, the SF-type error bound can be regulated to
an arbitrary small value by decreasing the parameter €. In other words, arbitrary
approximation accuracy at the given frequency point @ = @ can be obtained. In
order to achieve satisfactory approximation performance in the neighboring intervals
(w € [ — §, w + b)), the value of the parameter € should be selected carefully.
One possible way to pick an appropriate value of € is to plot the graphs of the SF-
type error bound (17) and the EF-type error bound (18) with respect to the parameter
€, then one can choose a proper value €* trading off the SF-type and EF-type error
against each other. Furthermore, it is suggested to choose the value of € to be smaller
than €* if there exists an estimate (8) on the size of the uncertain frequency interval.
The smaller § is, the smaller value of € can be chosen in general.

Remark 4 For the sake of theoretical completeness, the SF-type FDBT approach
is developed in a complex setting. The original system matrices and the reduced
system matrices are allowed to be complex. This is not an issue if the ROM is
used, e.g., in frequency-response analysis where complex data are generated any-
way. In this situation, only a good approximation quality and the fast evaluation
of the ROM are of importance. In other applications like transient simulations or
feedback control design, only realizations with real system matrices may be of prac-
tical interest. Restricting the ROM to be real, the proposed SF-type FDBT can only
be applied in the case that @ = 0. It is easy to find that the involved matri-
ces Wee (), Woe (), Te () and the generated ROM (A,, B,, C,, D,) are all real
if the original system is real and the frequency point is @ = 0. In the frame-
work of balancing-related methods, the proposed SF-type FDBT is not the only way
for solving model order reduction problems assuming the dominating frequency is
@ = 0. As discussed in Section 1, SPA is also regarded as an effective way for
improving the approximation performance over low-frequency ranges. However, it
should be noticed that the underlying mechanisms and the algorithms of SPA and
SF-type FDBT are totally different. Which one will perform better regarding the
low-frequency approximation accuracy depends on the given original system model.
From the results of Example 3 in Section 5, to say the least, the proposed SF-type
FDBT can be viewed as a viable alternative option besides SPA.

Remark 5 1t is well-known that the conventional balanced truncation methods (such
as the abovementioned FIBT, SPA, FWBT, and FGBT) are developed for stable
systems. To make those methods applicable for unstable system, techniques based
essentially on decomposing the system in its stable and unstable parts can be
employed; see [26-29] for different approaches to achieve this. According to Propo-
sition 3, one can always find a stable SF-type frequency-dependent extended system
by choosing a proper €, even if the given original system is unstable. Thus, the SF-
type FDBT can be used for coping with model reduction of unstable systems directly.
The price to be paid is that stability of the ROM cannot be guaranteed even if the
original system is stable.
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4 Frequency-dependent balanced truncation over known frequency
intervals

In this section, we present our results for the cases that the operating frequency
belongs to a pre-known limited interval, i.e., w € [wy, w>]. We will present some
necessary definitions first and then show the related results and the interval-type
frequency-dependent balanced truncation algorithm.

Definition 4 (Interval-type frequency-dependent extend systems) Given a linear
continuous-time system as in (1) and a pre-known frequency interval [@, @3], an
interval-type frequency-dependent extended system is constructed as follows:

A@@1. @) | B(m, m)
C(w1.m) | D@1 @) |’

Gwl,wz(]w) = |: (21)

where
A(w, 2) = A,
B(wy. @) = [w2(ym ] — A~ (jaal — A)"']2*B,
Clm, ) = Clw2(mil — A~ (ymal — A%,
D(w1, @) = D+ Cl(ywel — Aol — A~ (joal — A)7'B,

and
wy = (o —o1)/2, @ = (w2 +w@1)/2.

Definition 5 (Interval-type frequency-dependent Lyapunov equations) Given a lin-
ear continuous-time system as in (1) and a pre-specified frequency interval [z}, @>],
then the following two Lyapunov equations:

A(@1, m2)We(1, @2) + We(w1, @2) A* (w1, @2) + B(w, @2) B* (w1, @2) =0,
A¥ (w1, @) Wy (1, @2) + Wy (w1, @2) A1, @2) + C* (w1, @2)C (w1, @w2) =0
(22)
are called interval-type frequency-dependent controllability and observability Lya-
punov equations of the continuous-time system (1). Furthermore, the solutions
W (w1, @wr) and W, (w1, ) are referred to as interval-type frequency-dependent
controllability and observability Gramians of the continuous-time system (1).

Definition 6 (Interval-type frequency-dependent balanced realization) Given a lin-
ear continuous-time system (1) and a pre-specified frequency interval [z, @7]. If the
corresponding interval-type frequency-dependent controllability and observability
Gramians in Eq. (22) are equal and diagonal, i.e., the following Lyapunov equations

A(@1, w2) X (w1, w2) + X (@1, m2) A{w1, @2) + B(wy, w2) B* (w1, w2) =0,
A (), o) X (w1, @2) + X (w1, m2)A(w, w2) + C* (w1, w2)C (w1, w2) =0
(23)
hold simultaneously, then this particular realization will be referred to as interval-type
frequency-dependent balanced realization.
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For this setup, we can now state the first main result.
Theorem 2 (Interval-type frequency-dependent balanced truncation) Given a linear
continuous-time system as in (1) with a pre-specified frequency interval [wy, @3],

and assume the system is given by a interval-type frequency-dependent balanced
realization with respect to the interval-type frequency-dependent Gramian:

(w1, w2) = diag(o1 (@1, @2), ..., 0, (@1, @2), 011 (@1, @2), ..., On(T1, @2)),
with
ol(wy, @2) > ... > op(w1, @2) > ory1(@1, @2) > ... > op(@1, @2).

Let the r'"-order ROM:

be defined via

A, =Z,AZT,
1
B, =[w2(ol — A~ gwal — A2 Z, B(w, @),
Cr = C(w1, )2l [wi(jm ] — A) " (ywal — A)717 2%,
Dr = D(ZD'l, wZ) - Cr[(]wc] - A)(]ZD'1] - Ar)il(]w2l - Ar)]ilBrv

(24)

where Z, = [ I 0" X", Then, the truncated model G, (Jw) has the following
properties:
(a) If the original system is stable then the ROM is stable.
(b) The approximation error between the original system model (1) and the trun-
cated r'"-order ROM (24) satisfies the following interval-type error bound in
the given frequency interval:

omax(G(jo) = G,(jo)) < Y Vni(@1, @) forall o € lw, @),
i=r+1
(25)

where

N1, @12) = Oma (0 (@1, w22 + ..

. He (—‘gei./\/;i%e,-He (|:(I):|20i(w1,w2)[1 0])))
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and
c%ei [Bel Bdl ] (26)
[ [ ]B(wl,m) o1 (@1 w)M; Z; [3’2 ] C*(wl,wz)],
€s =[C Chil (27
| Zi1 el | Zica
= |:Mei |:_Zi ]C*(w‘l,wZ) O’,‘(?D’],E’Q)Mei X, |: Z: ]B(wl,wz)],
Nei = diag(Ni—1, Ny) (28)

diag ([l = Aol = Aiz) ™ Goal = Az,

(el = AdGenl = A)~ Gl = A7),
M, = diag(M;—1, M;) (29)
diag ([wf(jwll — A Gwal - Aifl)_l]%,

1
(3ol = Ay~ Gmal = ADT'1E),
diag(X;_1 (w1, @2), Xi (w1, w2))}) (30)
diag (Z,-,l (w1, w)Z] . Zi (@, wz)zf) .

M
I

(c) The approximation error between the original system (1) and the r'"-order
ROM (24) over the entire frequency range satisfies the following EF-type error
bound:

n

Inax (G®) = G,(J)) <2 3 oi(@1, @) + [G(®) = Gy o, (J0) | o

i=r+1

+ ” Gr(]w) - erl,wz(]w) ||oo

(31)

for all o € [—o00, +00l, where G u\ o, (Jw) represents the corresponding
interval-type frequency-dependent extended system corresponding to G,(jw),
ie.,

(32)

~ | Ar(@1, @2) | By (1, @2)
Gr,wl,wz(]w) = |: 4 ‘ d :|

Cr(@1. @) | D@1, @)

with

Ar(@r, @) = Ay = Z,A(w1, 2)Z]

By(w1, @) = [@]Gwi] — A) " Gaal — A) ™12 B, = Z, B, o),

Cr(@r. @) = Clwjmil — A~ ool — A)7'12* = Cw1, o) 2],

Dy(w1, w2) = Dy + Col(wel — Al — A~ Gl — A)'B,
= D(w1, m3).

Proof (a) This part can be easily proved as in the proof of stability preservation for
classic FIBT; see, e.g., [24].
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(b) Similar to the proof of the SF-type error bound provided in Theorem 1, we only
sketch the proof for the case r = n — 1. The error system &, (jw) expressing the
difference between the original system G (jw) and the (n — 1)st-order system
G,—1(jw) can be represented as:

En(jw) = G(Jo) — Gro1(Jo) = G(w) — G_1(Jo)

A,-1 O B, _
~ [Aen | Ben nt -t
=\ D = 0 A, B,
“n r _Cnfl Cn ‘ Dn - anl
Based on the error system &, (jw), we construct a dilated system &, (jw) as
follows:
"%n %Ell
gn(]w) = [Cgen Don ]
Agn Ben ‘ Bdn
= Cen Den _Cen/\/eann + 20, (w1, w2)] |,
Cdn _Cdn-/\/;’nBPn + 20, (w1, w2)1 _CdranBdn

where Be,, Ban, Cen, Can, and N, are defined as in Eq. (26)-Eq. (30). Next, we
choose two symmetric Lyapunov variables 2., = £, > 0 and &, = &},
as follows:

Den = Nen(wr, Q)Z)BenB:nMn (@1, ©2)* + Nen (@1, wZ)BdnB;n-/\/’en (o1, @2)*
and

Pon = He (Goa) Gonl = )™ BBl Gl = Au)™)

+He ((oa) Gorl = Aa)™ BuBj, o2l = Aa) ™)

—w}He ((Mz = Ae) ™' M) [Z";‘ ] (1,0l Z,_y 1]

M (ool — Aen) ™)
—olwiHe ((lel — Ae) ' M) [_ZI’H } Z(wr, ) =21, 1)
M;;k (Jwol — Aen)_*) .

Combining the interval-type balanced frequency-dependent Lyapunov (23) and
following the proof of Theorem 1, one can derive the inequality:

—He (%en(wl)a@en%en(w?)*) + ﬂn(gzen) Ren (wc)?fet, + gencggt, + %en@:n
* _%)engencg;; + @en@:n - nn[

0 0
= [0 ((ZUn(wl, @2))2 — (w1, wz)) I+ 9, :|
<0,
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where 2, (Pen) = f%ngzen'i‘f@en%i'}‘ggen%* Ren(0) = ]wl—ﬂ{en, and

en’

Ton = He (—%eiNei%eiHe ([ﬂ Qo (@1, o) 1 m))

According to the generalized KYP lemma (Proposition 1), the dilated error
system &, (jw) thus satisfies:

Omax (G (Jw)) < (w1, w2) forall w e [w1, @2].

Therefore, the error system satisfies the following inequality:
Omax(En (@) < omax (En(Jw)) < u(wy, @2) forall o € [, w2].

This completes the proof of the interval-type error bound (25) forr = n — 1,
the casesr =n — 2, ..., 1 follow step by step.

(c) The proof of the EF-type error bound (31) for interval-type FDBT can be com-
pleted in full analogy to the proof of the EF-type error bound (18) for SF-type
FDBT. O

Similar to the SF-type balanced realization case, we can also study the limiting
behavior of the interval-type frequency-dependent Gramians.

Proposition 5 Assuming that the Lyapunov equations (11) corresponding to the
original system (1) has unique solutions and a balanced realization of (1) exists.
Then, the interval-type frequency-dependent Gramians have the following properties:
1. 1imwd—>0 We(wy, @2) =0, limwd—>0 Wo(w1, @2) =0,
limg, 0 Yo (1, @2) = 0.
2. limgy, 00 We(@1, @2) = W, liMgy 00 Wo (1, @2) = W,,
limg, 00 Yo (01, T2) = X.
3. limg,—oni(w1, m2) =0fori =1,...,n.

Proof 1. It can be easily observed that:

lim A(wy, ) = lim A=A,
wy—0 wy—0

1

lim B(w, @) = lim (wj(ﬂml — A Gl — A)’])E B=0,
wq—>

wq—

L
lim C(w), @2) = lim C(wj(]wll—A)’l(]wzl—A)’l)z —o.
wy—0 wy—0

From the interval-type frequency-dependent Lyapunov (22), we thus get:

A lim Wq(w1, o3) + lim0 We(wy, mr)A* =0,
wq—

wy—0

A* lim W,(w, @2) + lim W,(wy, w2)A =0.
wg—0 wg—0

The unique solvability of the Lyapunov equations (11) implies that the Lya-
punov operators X — AX + XA* as well as Y — A*Y + Y A have trivial
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kernels. This implies limg, 0 We (w1, @2) = 0 and limg, 0 W, (w1, @2) =
0. The result for X, (e, @) follows using the balanced realization.
2. Similar to the proof of part 1, we have:

lim A(w), @) = lim A=A,
wy—> 00 wy—> 00

1,
lim B(e. @) = lim_ (wj(mll — A Gl — A)_1)2 B=B8,

W —> 00

*

=C.

lim C(w w) = lim C (wg(ml — A Gl — A)—l)7

wy—> 00
and
A lim Wq(w, @)+ lim W.(w, w2)A* + BB* =0,
wy—> 00 wy—> 00
A* lim W,(wi, @) + lim W,(wy, w2)A+ C*C =0.
w—> 00 wy—> 00

Thus, again employing the unique solvability of the Lyapunov (11), we can
conclude:

lim W.(w, wy) = W, and lim W, (o, @w3) = W,.
@ —> 00 @ —>00

The result for X'y (w1, @) follows using the balanced realization.
3. As 0 (w1, @y) are the diagonal entries of X (w1, w»), it follows from part 1
that

lim o;(wy, @) = 0.
wy—0

With this and the definition of »; (w7, @) as well as the boundedness of %,;,
N.i and B,; as wy — 0, part 3 follows. O

Finally, we need a simple identity to derive the interval-type FDBT method. The
following lemma directly follows from the definition of matrix functions.

Lemma 1 The equation

T w2(wi] — A Gaal — A~ T

*

- (wj(]wll —TAT) ol — T—lAT)—l)i
holds for any invertible matrix T € C"*",

With these preparations, the interval-type FDBT algorithm is stated as Algorithm
2.

Remark 6 Compared with other balancing-related approaches, the most distinctive
feature of the proposed interval-type FDBT method is that it gives an interval-type
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Algorithm 2 Interval-type FDBT.

Input: Full-order model (A, B, C, D), frequency interval (w1, @») with 0 < @ <
wy, order of r of the ROM.

Output: ROM (A,, B, C,, D;).
Step 1. Solve the interval-type frequency-dependent Lyapunov (22)
Step 2. Get the frequency-dependent realization of the given system by coordinate
transformation:

Ab|3b T~ (w1, w) AT (w1, wz)‘ T~ (), w2)B
Cb Db N

CT(w, w2) ‘D + ColGmed — Ap) w1l — Ap) " (ol — Ap)711By
(33)

where T (w1, wy) is a matrix that simultaneously diagonalizes the matrices
W (w1, w2) and W, (w1, @2), i.e.,

T~ @1, @) We(@1, @) T (@1, @2) = T* (w1, ) W,(w1, @) T (@1, @) = 2 (w1, ),

Step 3. Compute the reduced-order model as:

Ay =Z,ApZT,
1 1
B, =@l — A7 Gwol — A Z (w1l — Ap) ' (Gwal — Ap) 1127 By,
1 1
Cr = Cplwi(mil — Ap) 'Gwal — Ap) N2 Z i (w1l — A7 ool — A) 717 2%,

D, = D+ Cpl(yw I — Ap) o1l — Ap) "' (Gwal — Ap)~'1By,
— G l(ymed — Aol — A (ool — A)7MB,.
(34)

error bound (25). To the best of our knowledge, it is the first time such an interval-
type error bound is provided using the interval-type index (4). In particular, as
revealed by Proposition 5, the interval-type error bound (25) always tends to zero
when the interval size tends to zero. This property means that the interval-type FDBT
generally will give rise to good in-band approximation performance as long as the
size of frequency interval is small enough. On the other hand, the interval-type error
bound may be increasing quickly with respect to the size of the frequency interval.
So, there is still need for improvement in order to have a proven small error in larger
frequency intervals.

Remark 7 The interval-type FDBT is presented in a rather general form, i.e., the
system matrices are allowed to be complex or real and the frequency interval might
be symmetric or non-symmetric w.r.t. the origin. It can be easily verified that the
interval-type FDBT will generate real reduced models for real full models if the given
frequency interval is symmetric (i.e., @] = —w»). For applications with real sys-
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tem parameter restriction in asymmetric frequency interval cases (w € [w], @2]),
the interval-type FDBT can also be applied in a conservative way by modifying the
frequency as @ € [—@max, @max] With @max = max{|@1|, |@2]}.

5 Numerical examples

Example I Consider an LTI system (1) defined by the following data:

0.2128 0.7749 0.1945 —0.2864 0.0501 —0.0464| 0.9673 ]
—0.6613 —2.6801 —0.8468 —0.5733 —0.7945 0.9653|—1.4467
0.2423 —0.8043 —0.7669 —0.5423 —0.9032 0.1441|—1.2514
[%ﬁ]z —0.1508 0.5229 0.6927 —0.0704 0.8778 —0.5350|—-0.4141
cib 0.3542 0.7882 0.3681 —0.2077 —0.1705 —0.7660|—0.6560
—0.6424 —0.5045 —0.0252 0.6453 0.9838 —0.9392|—0.1651
| —1.5883 —1.3181 0.5656 1.1507 —0.5106 —0.7736| 3.9764

Here, we assume that the frequency of the input signal belongs to an uncertain inter-
val around & = 0. The task is to build a ROM of order 3 approximating the frequency
domain dynamic behavior of the original model well in the neighborhood of = = 0.
Among the existing balancing-related methods, the (generalized) SPA is the most
suitable one for coping with this kind of MOR problem. At the same time, our pro-
posed SF-type FDBT method can also be applied for this kind of problems. The
sigma plots of the error systems generated by generalized SPA and SF-type FDBT
are depicted in Figs. 1 and 2, respectively. As these figures show, both of them can
give rise to a small approximation error around = = 0. Moreover, one can make
a tradeoff between the local approximation performance and global approximation
performance by adjusting the user-defined parameter (p for generalized SPA and e
for SF-type FDBT). In this example, the generalized SPA and the SF-type FDBT per-
form very similarly. However, a huge variety in their performance may occur in some
cases; see, e.g., Example 3 below, in which only the SF-type FDBT is effective.

Besides, the corresponding SF-type error bound and EF-type error bound with
respect to different values of € provided by SF-type FDBT are plotted in Fig. 3.
According to the error bounds, we know that the local and global approximation
performance could be well balanced by picking the value of parameter € larger than
3 and smaller than 5. In this way, the trial-and-error procedure to find an appropriate
€ can be shortened or avoided. Furthermore, if the parameter € satisfies 25 > € > 4,
the EF-type error bound of SF-type FDBT will even be smaller than the EF-type error
bound of FIBT.
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Sigma plot of error systems obtained via FIBT and Generalized SPA

0.9 T T T T T

Sigma plot of Error system obtained via FIBT
— — — Sigma plot of Error system obtained via Generalized SPA (=0)
Sigma plot of Error system obtained via Generalized SPA (p=1)
— - — Sigma plot of Error system obtained via Generalized SPA (=10)
0.7 — Sigma plot of Error system obtained via Generalized SPA (p=100)

0.8

|

frequency

Fig. 1 Sigma plot of error systems generated via generalized SPA and FIBT

Sigma plot of Error system obtained via FIBT and the proposed SF-type FDBT

0.9 T : T : :
—— Sigma plot of Error system obtained via FIBT
— — — Sigma plot of Error system obtained via SF-type FDBT (e=0.5)
0.8 -+ Sigma plot of Error system obtained via SF-type FDBT (e=1.5)| 1
— = Sigma plot of Error system obtained via SF-type FDBT (e=2)
07k —— Sigma plot of Error system obtained via SF-type FDBT (e=10) |
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03 =
02— == - = < N\ NN N T - —
0.1 A
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frequency

Fig.2 Sigma plot of error systems generated via SF-type FDBT and FIBT
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EF-type and SF-type error boounds
12 T T

Error bounds over entire-frequency range via SF—-type FDBT

= Error bounds over at specified frequency point (®=0) via SF-type FDBT

= Error bounds over entire—frequency range via FIBT

Fig.3 SF-type error bound and EF-type error bound with respect to the parameter €

Example 2 Now, consider an LTI system (1) given via
[ —0.62 044 —0.03 —0.00[—0.31 |
|:A B 044 —-3.64 0.59 0.02| 047
+:| = 0.03 —0.59 —6.80 —0.46| 0.12
cip —0.00 0.02 0.46 —5.64/—0.00
| —031 047 —0.12 —0.00| 0.00

Here, the frequency range of the input signals is assumed to be pre-known, and we
consider the following two different cases:

Casel: we[-04,+04];
Case2: w € [—0.8, +0.8].

Among the existing balancing-related methods, FGBT [17] is the one developed for
solving such interval-type finite-frequency MOR problems. Our proposed interval-
type FDBT also aims at solving this kind of problems. We will show the differences
between them by this example. The sigma plot of the error systems and the corre-
sponding error bound are given in Figs. 4 and 5. A striking difference on the type
of error bounds can be observed in these plots. FGBT provides an error bound for
the entire-frequency range; in contrast, the interval-type FDBT procedure yields an
error bound for the pre-specified frequency interval. Since it is assumed that the oper-
ating frequencies belong to the given intervals, the interval-type error bounds are
adequate for approximation of the true errors. Compared with the standard FIBT,
both the FGBT and the interval-type FDBT methods are effective in improving the
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x107* sigma plot of error systems and the corresponding error bound (2"‘j order reduced model)

8 T T T T

= = = Error Bound via FIBT (Case I & Case II)

F 30 30 30= 30 0= 30 30m 30 30 S0 30m I 0 e H0mm Hom 30w S S0 S S mm Hmm Homm Fomm Home I 3 Actual Error via FIBT (Case 1 & Case 1)

6 = = = Error Bound via FGBT (case I)

Actual Error via FGBT (case I)

= = ® = Error Bound via FGBT (case IT)

=== Actual Error via FGBT (case II)

= = = Error Bound via Interval-type FDBT (Case I)

Actual Error via Interval-type FDBT (Case I)

= ® = Error Bound via Interval-type FDBT (Case II)

=—#— Actual Error via Interval-type FDBT (Case II )

1.5 2 25 3

Fig.4 Sigma plot of error models and the corresponding error bounds (2¢-order ROMs)

approximation performance in the specified frequency interval. At the same time,
the interval-type FDBT has the advantage that it gives rise to better approximation
performance and smaller error bound simultaneously.

sigma plot of error systems and the corresponding error bound (15' order reduced model)
0.07 T T T T

= = = Error Bound via FIBT (Case I & Case II)

0 06!!&*&&&&&*&***ﬁﬁﬁﬁ*ﬁﬁﬁﬁﬁ*ﬁﬁ*ﬁﬂ

Actual Error via FIBT (Case I & Case II)

= = = Error Bound via FGBT (case I)
0.05

Actual Error via FGBT (case I)

= % = Error Bound via FGBT (case II)

== Actual Error via FGBT (case II)

= = = Error Bound via Interval-type FDBT (Case I )

Actual Error via Interval-type FDBT (Case I)

= ® = Error Bound via Interval-type FDBT (Case II)

=—#— Actual Error via Interval-type FDBT (Case II )

1.5 2 25 3

Fig.5 Sigma plot of error systems and the corresponding error bounds (1%”-order ROMs)
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As depicted by Figs. 4 and 5, the interval-type error bound provided by interval-
type FDBT for case 2 is larger than the interval-type error bound for case 1. To further
show the properties of the interval-type error bound, we plot the curves of the two
interval size (z7)-dependent indices in Figs. 6 and 7. As expected, it can be observed
that the interval-type error bound appears to be increasing with respect to the interval
size. Moreover, the interval-type FDBT outperforms FGBT and FIBT w.r.t. both the
in-band approximation performance and the error bound for the cases that w; < 1.5.

As discussed in Remark 6, the interval-type FDBT always provides a small error
bound as long as the size of the frequency interval is small enough. To show this, a
randomization experiment was carried out. We randomly generate 100 stable systems
of order 4. (The off-diagonal elements of matrix A and each element of matrices
B, C, D are obtained with a zero mean and unitary variance normal distribution, the
diagonal element of matrix A are obtained with mean —5.5 and variance 4.5.) To
compare the average performance between FGBT and interval-type FDBT, several
indices are defined in Table 2.

In Table 2, @y represents the upper bound of the symmetric frequency interval, r
is the order of the ROM, and G’Dr (Jw), G’Sr (Jw), GlGr (Jw), and GIH (jJw) represent
the ROMs of order r generated by interval-type FDBT, SPA, FGBT, and the classic
FIBT for the /' random model, respectively. Figures 8 and 9 display the experimental
results for these error indices.

x10™ 2" order case

- ===""|= & -EB(®) via FIBT

6 — Err(ml) via FIBT

- - EB(GSI) via FGBT

Err(ml) via FGBT

- - EB(GSI) via interval type FDBT

Err(ml) via interval type FDBT]

I I I I
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
upper bound of the frequency interval @,

Fig. 6 Curves of maximum error and error bound (1°’-order ROM). Err(z;) represents the maximum
approximation error for the frequency interval [—w7y, wy], i.e., Err(@;) = omax (G(Jw) — G, (Jw)), Yo €
[, @1], where G, (jw) denotes the ROM generated by the specified method. Err(w;) represents the
interval-type error bound for interval-type FDBT
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15 order case

0.07 ‘ ‘
- - —EB(®) via FIBT
006 " T T T T s m s s - s s s === m
— Err(ml) via FIBT
0.05|-
0.04 - - - EB(®) via FGBT

En(m) via FGBT

- - - EB(mI) via interval type FDBT|

Err(ml) via interval type FDBT

1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
upper bound of the frequency interval lat

Fig. 7 Curves of maximum error and error bound (2" _order ROM). Err(my) represents the maximum
approximation error for the frequency interval [—wy, wy], i.e., Err(@;) = omax (G(Jw) — G (Jw)), Yo €
[, @], where G, (jw) denotes the ROM generated by the specified method. Err(w;) represents the
interval-type error bound for interval-type FDBT

Figure 8 validates that the interval-type error bound provided by interval-type
FDBT generally is smaller than the EF-type error bound generated by FIBT and
FDBT for the cases that the interval size is small enough (about @ < 1 in this
experiment). Although the advantage w.r.t. the error bound is restricted for small
interval-size cases, it is suggested to take the interval-type FDBT as a feasible option
even for medium interval-size cases. According to our experiment, the interval-type
FDBT generally also gives rise to better in-band approximation performance than
FIBT and FGBT for medium interval-size cases (see Fig. 9 for an illustration).

Table2 Indices used to compare the approximation error and error bound generated by different methods

Indexes Computation formula

L. onux(G' ) =Gly, o)), wel—m.+m]

Er(@1, r, FDBT) L 2 o (G G@)=Gr o)) wel—o1. 4]

t~—

L
omax (G Jw)—GL (Jw)), wel—m.+m]
=1 omax(G'@)=G, (o)), wel-w1 +wi]

Err(w;, r, FGBT)

=

L. upper bound of (omax(G'(J)=Gly. (o)), wel—my,+my])

Eb(wy, r, FDBT) upper bound of (omax(G!(Jw)—Gp,!(jw)) we[—o0,+00])

==

=1

L
Eb(wy, r, FGBT) iy
=1

upper bound of (O'max(G[(j(x))—G,Gr(jw)), we[—oo,+oo|)
upper bound of (Gmux(G’(jﬂJ)*G]I,(jﬂJ)), ZDE[*OO,‘FOO])
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FIBT vs. FGBT vs. Interval-type FDBT (on the error bound)
3 T T T T T T

- Eb(,3,FDBT)

25~
= = = Eb(®@2,FDBT)

..... Eb(®, 1,FDBT)

Eb(®,3,FGBT)

- = = EB(®2FGBT)

..... Eb(®,1,FGBT)

Baseline

L L
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
frequency upper bound o,

Fig.8 Randomized experiment results on actual error

Example 3 Consider the 201%'-order RLC ladder circuit example provided in [17].
As pointed out in [17], approximating the ladder circuit is quite difficult in the frame-
work of balancing related model order reduction approaches since neither the Hankel

FIBT vs. FGBT vs. Interval-type FDBT (on the actual error)
1.3 T T T

Err(wl,S,FDBT)

- = = Er(m,2,FDBT)

_____ Err(wl,1 ,FDBT)

Err(wl,S,FG BT)

- = - En(@,2FGBT)

..... Err(@,1,FGBT)

0.4

baseline

0.3 1 1 1 1
0 2 4 6 8 10

frequency upper bound o,

Fig.9 Randomized experiment results on error bound
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nor the singular values decay to any extent. In particular, its dynamic behavior over
low frequency ranges is too complex to be well approximated due to the special dis-
tribution of its poles and zeros. Here, we are interested to approximate this circuit in
the following cases:

Case 1: The frequency of the input signal belongs to an unknown neighborhood of
dominating operating frequency point (& = 0).

Case 2: The frequency of the input signal is known to be within the interval (v €
[-0.5, +0.5]).

First, let us consider case 1 and apply FIBT and generalized SPA to build ROMs. The
frequency response of the full-order model and the ROM of order 181 are shown in
Fig. 10, i.e., only 20 states are removed here from the system.

As indicated by the visual inspections of the frequency response of the reduced
vs. the full system from Fig. 10, the standard FIBT fails to approximate the dynamic
behaviors around w = 0 even when the order of the ROM is 181. Besides, it is sur-
prising and remarkable that the generalized SPA method also fails here. Although
the generalized SPA approach generally leads to good approximation performance
around @ = 0, it is incapable to cope with this example. Now, let us resort to the pro-
posed SF-type FDBT for dealing with the MOR problem in case 1. Our experimental
results show that good approximants can be generated via SF-type FDBT as long
as the order of the ROM is larger than 50. The frequency responses of the full and
reduced systems shown in Fig. 11 show a success of SF-type FDBT for this exam-
ple. In addition, the frequency response of a ROM generated by Padé approximation
(i.e., moment-matching at zero) is also included in Fig. 11. It can be seen that Padé¢

Sigma plot of 201" order RLC Ladder Circuit system [1] and the 181" order approximants obtained via FIBT and SPA

0.55 ‘ ‘ : :
201" order original RLC Ladder Circuit system
181" order reduced system via FIBT
05 181" order reduced system via generalized SPA (=0) b

181" order reduced system via generalized SPA (p=1)
181™ order reduced system via generalized SPA (p=10)

181" order reduced system via generalized SPA (p=100)

NWJMH

I I I I I I I I
-0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
frequency o

Fig. 10 Approximating the ladder circuit in Case I via FIBT & Generalized SPA
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Sigma plot of 201" order RLC Ladder and the 51" order approximants obtained via SF-type FDBT and Moment Matching

0.8

0.6~

“

0.4

e
w
—

0.2

201" order original RLC Ladder Circuit
51" order reduced system via moment matching (Pade approximation)
— — — 51" order reduced system via SF-type FDBT (e=10)
51" order reduced system via SF-type FDBT (e=50)
— 51" order reduced system via SF-type FDBT (e=100)
— — 51" order reduced system via SF-type FDBT (e=150)

frequency ©

Fig. 11 Approximating the ladder circuit in case I via SF-type FDBT and Moment matching

approximation also leads to good approximation performance, which is both natural
and expected since it is an inherent local approximation method. It is interesting that
the performance of interval-type FDBT is very similar to Padé approximation for this

Sigma plot of 201" order RLC Ladder Circuit system, 61 " order and 51" order approximants obtained via Interval-type FDBT and FGBT

T T T T T T T T T
4
09| -
0.8 th L L —
201" order original RLC Ladder Circuit system
61" order reduced system via FGBT
0.7 — = = 51" order reduced system via FGBT T
61" order reduced system via Interval-type FDBT|
0.6 ~ — — 51" order reduced system via Interval-type FDBT| |
05 1
0.4
0.3 M v v
v U v V V V V V V V \V V V V U U U
I 1 1 I I I 1 1 I
-05 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

frequency ®

Fig. 12 Approximating the ladder circuit in case II via interval-type FDBT and FGBT

0.5
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example. This provides an example that good local approximation performance of
the ladder circuit may also be obtained in the balancing-related framework.

Finally, consider the stated MOR problem in case 2 and apply the interval-type
FDBT and FGBT [17] to build ROMs. Figure 12 shows the frequency response of
the full-order model and ROMs of order 61 and 51. The results show that only the
interval-type FDBT leads to satisfactory in-band approximation performance.

6 Conclusions and future work

This paper revisited model order reduction over limited frequency intervals in the
framework of balanced truncation. We have developed SF-type and interval-type
frequency-dependent balanced truncation methods to cope with the partially pre-
known frequency interval cases and the completely pre-known frequency interval
cases, respectively. Moreover, for the first time, SF-type and interval-type error
bounds have been established that assess the error only in the desired frequency
band and are thus sharper than previous bounds that use the entire frequency range.
Numerical examples illustrate the efficiency and advantages of the proposed meth-
ods. Future work will focus on developing frequency-dependent balanced truncation
algorithms in other forms to get even sharper frequency-dependent error bounds.
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