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The use of Large Language Models (LLMs) within the sci-
entific community has resulted in a storm of ethical dis-
cussions in recent months. LLMs are an emerging form 
of artificial intelligence which have been trained to output 
plausible sequences of words based on the likelihood that 
the sequence may occur within the natural human language. 
These unique sentences are strung together based on the text 
data that the model was trained on [1]. For example, Chat-
GPT is an LLM that was trained on a very large dataset from 
the Internet and has recently demonstrated its effectiveness 
at constructing sequences of sentences with valid deductive 
reasoning. Further illustrating its power within the scien-
tific community, ChatGPT recently authored peer-reviewed 
papers in Oncoscience [2] and Nurse Education and Prac-
tice [5] journals and demonstrated expert-level knowledge 
by receiving a passing score on the United States Medical 
Licensing Exam [1].

This powerful tool is capable of providing quick, custom 
responses to help answer niche questions, however, there 
exist major concerns related to its use for scientific report-
ing. In particular, LLMs cannot be held accountable for the 
accuracy and validity of the science discussed within the 
written text. This is particularly important because LLMs, 
including ChatGPT, can provide largely inaccurate or biased 
responses based on the input data it was trained on [1, 3, 4]. 
Therefore, many scientific publishers now prohibit LLMs 
from authoring manuscripts, which includes Springer 
Nature. Details can be found within the editorial policies 
on authorship criteria. As a Springer Nature journal, the 
Annals of Biomedical Engineering (ABME) will adhere to 
these guidelines and reject manuscripts that do not satisfy 
the authorship criteria.

Transparent reporting of the use of LLMs in scientific 
works remains a major ethical discussion. The use of LLMs 
like ChatGPT threaten scientific rigor and integrity when 
the authors adopt the original language that was output 
from these generated models as their own [3]. Therefore, 
ABME now requires full transparency within the methods 
or acknowledgements section if the authors have used LLMs 
in any way to while developing their manuscripts. By stating 
the use of the LLM, the author is accepting responsibility 
for the accuracy of what was reported and spreads aware-
ness to the reviewers so that they may identify any potential 
biases, inaccuracies, or misreporting. Kung et al. provided 
a good example of transparent reporting of the use of Chat-
GPT within the methods section as it directly related to data 
collection and analysis [4]. Statements should be provided in 
the acknowledgements section in instances where the LLM 
enhanced or motivated any ideas or discussions throughout 
the document, especially if any of the generated text was 
used. Examples of how to report the use of LLMs in the 
acknowledgements section are included below.

The author acknowledges that this article was partially 
generated by ChatGPT (powered by OpenAI's language 
model, GPT-3; http:// openai. com). The editing was per-
formed by the author [3].

The author acknowledges that some content in this article 
was partially generated by ChatGPT (powered by OpenAI's 
language model, GPT-3.5; http:// openai. com) to discover 
the roles that chatGPT can play in public health. The editing 
was performed completely by the human author [4].

As the use of LLMs like ChatGPT continue to expand and 
models continue to improve, it is imperative for scientists to 
strive for the highest degree of scientific rigor and integrity 
through deep critical thinking and transparent reporting. 
Only then can we be confident in the data that will power 
future models and scientific discoveries, which will hope-
fully converge upon groundbreaking solutions.
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