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Abstract
While interference mitigation techniques can significantly improve the performance of a Global Navigation Satellite System 
(GNSS) receiver in the presence of jamming, they can also introduce distortions, biases and delays on the GNSS measure-
ments and on the final receiver solution. We analyze the impact of five interference mitigation techniques on the solution 
provided by a GNSS timing receiver that operates in a known location and under static conditions. In this configuration, the 
receiver only estimates its clock bias and drift, which can be potentially affected by interference mitigation. The analysis 
has been performed considering a multiconstellation case, including GPS L1 Coarse Acquisition (C/A), Galileo E1b/c and 
Beidou B1c signals. Tests were also conducted on the wideband Galileo E5b modulation. In all cases, real jammers were 
used to challenge GNSS signal reception. The techniques analyzed are four Robust Interference Mitigation (RIM) approaches 
and the Adaptive Notch Filter (ANF). From the analysis, it emerges that RIM techniques do not affect the receiver clock bias 
and drift. On the other hand, the ANF introduces a modulation-dependent delay on the clock bias. This delay is difficult to 
predict and is common to signals adopting modulations with similar spectral characteristics. In this respect, interoperable 
signals such as the Galileo E1b/c and Beidou B1c components are affected in the same way by the ANF, which leaves the 
Galileo–Beidou intersystem bias unaltered. Stability analysis has also been performed: interference mitigation does not 
significantly increase the short-term characteristics of the estimated clock bias and drift for low jamming levels.
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Introduction

Interference mitigation techniques can significantly improve 
Global Navigation Satellite System (GNSS) receiver perfor-
mance in the presence of jamming and of other unwanted 
Radio-Frequency (RF) emissions. An overview of the RF 
threat can be found in the book edited by Dovis (2015) and 
in the review paper (Gao et al. 2016). As discussed by Dovis 
(2015), most interference mitigation techniques are imple-
mented at the early stages of the receiver and operate on the 
digital samples provided by the receiver front end. In this 
way, significant performance improvements can be achieved, 
mostly at the signal processing stages such as acquisition and 
tracking. While interference mitigation can enable receiver 
processing in the presence of significant levels of jamming, 
distortions, biases and delays can be introduced in the GNSS 

measurements and in the final Position, Velocity, and Time 
(PVT) solution. Distortions at the measurement and position 
level were analyzed in our study (Borio and Gioia 2020a) for 
five interference mitigation techniques. Raasakka and Orejas 
(2014) and Di Grazia et al. (2019) studied the impact of 
Adaptive Notch Filters (ANFs) on different receiver stages 
showing that this technique introduces biases on the GNSS 
measurements. These studies, however, did not consider the 
impact of interference mitigation on timing solutions.

In this work, we experimentally evaluate the impact of 
interference mitigation on the solution computed by a tim-
ing receiver using real data collected in the presence of 
jamming. In a timing receiver, the user position is assumed 
known and the receiver is operated in static conditions as 
discussed in Guo et al. (2019). In this way, the receiver needs 
to estimate only its clock bias and drift, which are then used 
to steer the receiver clock to a GNSS time scale or Universal 
Time Coordinated (UTC). The five interference mitigation 
techniques considered in this work are four Robust Interfer-
ence Mitigation (RIM) approaches and the ANF. The RIM 
framework was introduced by Borio (2017) and further 
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developed by Borio and Closas (2018). Moreover, Borio 
and Gioia (2020a) assessed the impact of RIM in the meas-
urement and position domains. The use of ANF for GNSS 
interference mitigation was suggested by Calmettes et al. 
(2001). A single-pole version of the ANF was proposed by 
Borio et al. (2006), whereas Qin et al. (2019a) analyzed its 
performance when tracking fast-varying swept interference. 
RIM is a class of mitigation techniques operating at the sig-
nal processing level and using principles of robust statistics. 
In particular, the concept of M-estimators as introduced by 
Huber (1964) is used to define RIM. A review of statisti-
cal robustness can be found in Huber and Ronchetti (2009). 
Pulse Blanking (PB) (Gao et al. 2013; Bastide et al. 2004) 
and frequency-domain excision (Young and Lehnert 1998) 
belong to the class of RIM approaches. ANF is a form of 
Interference Cancelation (IC) and is effective in reducing the 
impact of Continuous Wave (CW) and swept interference as 
reviewed by Dovis (2015) and studied by Qin et al. (2019a). 
These techniques are briefly reviewed in the following.

In this study, we assessed the impact of the above-men-
tioned techniques on a GNSS timing solution. The analysis 
has been performed considering a multiconstellation con-
figuration, including GPS L1 Coarse Acquisition (C/A), 
Galileo E1b/c and Beidou B1c signals. We also conducted 
tests on the wideband Galileo E5b modulation. In all cases, 
real jammers were used to challenge GNSS signal reception 
and specific focus was devoted to the impact on the clock 
bias and drift estimated by the receiver. In this respect, the 
analysis performed complements the results we provided in 
Borio and Gioia (2020a), where the impact of five interfer-
ence mitigation techniques was analyzed in the measurement 
and position domains. In our previous study, the impact on 
timing parameters was not analyzed and the traditional PVT 
approach was used. In addition, we have extended the analy-
sis to Beidou signals that were not considered before.

Two main points are investigated: (1) the potential intro-
duction of biases in the receiver clock bias, clock drift and 
intersystem biases and (2) the potential increase in the Allan 
Deviation (ADEV) of clock time series. Reviews on the 
ADEV and its applications can be found in Riley (2008) and 
Bregni (2002). The introduction of biases has been studied 
by comparing the clock time series obtained with and with-
out interference mitigation. The time series obtained without 
interference mitigation has been used as a reference, and dif-
ferences were formed using the time series computed using 
interference mitigation. The analysis shows that clock bias 
differences are zero mean and RIM introduces no biases. 
On the contrary, a time-varying delay is introduced by the 
ANF. This delay depends on the ANF parameters and on 
the spectral characteristic of the GNSS signals consid-
ered. In this respect, the GPS L1 C/A signal experiences 
larger delays than the Galileo and Beidou modulations in 
the tests performed. Galileo E1b/c and Beidou B1c signals 

are interoperable and are characterized by the same spectral 
characteristics. For this reason, the same delay is introduced 
by the ANF on these signals. The fact is also supported by 
the analysis performed on the intersystem biases, which are 
affected by the ANF only when the involved GNSSs adopt 
signals with different spectral characteristics. In all cases, no 
biases were found in the clock drifts.

The potential increase of ADEV was analyzed using the 
approach discussed by Gioia and Borio (2016) and consider-
ing low jamming conditions. The aim was to assess poten-
tial losses of efficiencies caused by interference mitigation. 
In particular, the stability of the clock solution has been 
computed using clock bias and drift time series. The ADEV 
curves obtained under different conditions are practically 
coincident with differences only for reduced averaging time 
intervals. This shows the limited impact of interference miti-
gation on the short-term stability of the receiver clock time 
series.

The analysis has been performed using a Software 
Defined Radio (SDR) approach, processing the same data-
sets used in Borio and Gioia (2020a) for the position-domain 
analysis. The approach adopted for processing the collected 
signals is detailed in the section on timing solution and tim-
ing metrics.

This is an extended version of Borio and Gioia (2020b). 
Conference work was significantly extended by analyzing 
the intersystem biases and the clock drifts. Moreover, in our 
previous work, Beidou signals were not considered and only 
RIM techniques were analyzed. The analysis of Beidou B1c 
signals and the impact of the ANF are new contributions of 
this work.

The next section briefly reviews the five interference 
mitigation techniques considered. The processing strategy 
adopted to investigate the impact of interference mitigation 
on the timing solution is then introduced along with the tim-
ing metrics adopted for the analysis. The experimental setup 
and the test results are then discussed. Finally, conclusions 
are provided.

Interference mitigation techniques

In a GNSS receiver, the analog GNSS signals are collected 
by the antenna and converted to baseband by the receiver 
front end as reviewed in Tsui (2004) and Kaplan and Hegarty 
(2005). The final output of the front end is a sequence of dig-
ital samples, y[n], that are used by the subsequent receiver 
stages to generate measurements and compute the receiver 
position and clock parameters. A schematic representation 
of the different receiver blocks is provided in Fig. 1. When 
RF interference is present, the digital samples, y[n], will also 
be contaminated by an interference term, i[n]. In order to 
mitigate its impact, digital signal processing techniques can 
be adopted as reviewed in Dovis (2015). In Fig. 1, the block 
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denoted as ‘pre-correlation interference mitigation’ imple-
ments such algorithms and aims at mitigating the impact of 
interference operating directly on the input samples. This 
block produces a new sequence of digital samples, 

∼
y [n], that 

are used for acquisition, tracking, measurement generation 
and navigation solution computation.

Interference mitigation techniques applied at the sample 
level can introduce distortions on the measurements and the 
position solution as shown in Borio and Gioia (2020a). In 
this work, we analyze the impact of five interference miti-
gation techniques on the timing solution generated by a 
multiconstellation GNSS timing receiver (Guo et al. 2019; 
Xiangwei et al. 2015). In this respect, the user position is 
considered known and only the clock bias and clock drifts 
are computed by the receiver. If no receiver calibration is 
performed, the intersystem biases between the different con-
stellations need to be estimated. Figure 1 also illustrates the 
two classes of interference mitigation techniques considered 
in this study: RIM and the ANF.

The five interference mitigation techniques analyzed 
can be classified according to the schematic representation 
provided in Fig. 2. Interference mitigation techniques can 
be designed according to the IC principle (Madhani et al. 
2003): the mitigation algorithm estimates at first the inter-
fering signal that is then removed (canceled) from the input 
samples. The ANF uses this principle and estimates the 
parameters of frequency-modulated signals. IC mitigation 

techniques usually adopt a signal model for the interfering 
signal. The ANF assumes that the interfering signal has a 
practically constant amplitude and that it can be estimated 
by the past samples (Borio et al. 2006, 2008). In particular, 
the ANF is characterized by the following transfer function:

 where kαis the pole contraction factor and z0 is the notch 
zero, which is continuously estimated by the notch adapta-
tion block. The complete description of the ANF and the 
analysis of the criteria behind the selection of its parameters 
are outside the scope of this work. In the following, two val-
ues for the pole contraction factor kα= 0.8 and 0.9 are used. 
These values correspond to the optimal parameter settings 
derived in (Qin et al. 2019a, 2019b). The ANF places a nar-
row notch around the frequency

where fs is the sampling frequency used to sample the 
input analog signal and produce the samples, y[n]. Signal 
components around f0 are removed by the filter notch that 
should track the interference term. Alternatively to the IC, 
mitigation techniques can be designed using principles from 
robust statistics (Huber and Ronchetti 2009; Borio 2017). 

(1)H(z) =
1 − z0z

−1

1 − k�z0z
−1

(2)f0 =
fs

2�
∠z0

Fig. 1  Schematic representation of the processing scheme adopted to test the impact of interference mitigation techniques on a GNSS timing 
solution
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In this case, the interfering signal is first projected into a 
transformed domain where it is expected to assume a sparse 
representation, as discussed in Borio and Closas (2019). In 
the sparse interference domain, only a limited number of 
samples are affected by interference and can be treated as 
outliers. In particular, the transform-domain samples are 
computed as

where T1(•) defines the transformation bringing N time-
domain samples into a transform domain where interfer-
ence admits a sparse representation. In the following, only 
time and frequency domains are considered. Time-domain 
processing is obtained by considering as T1(•), the identity, 
i.e., no transform is applied to the input samples. Frequency-
domain approaches are obtained using the Discrete Fourier 
Transform (DFT)/Fast Fourier Transform (FFT).

A nonlinearity is then used to mitigate the impact of these 
outliers. PB and frequency excision are obtained when the 
following nonlinearity

is adopted. In (4), This a decision threshold fixed by the 
user. In the following Th= 3σ has been adopted where σ2 
is the variance of the noise affecting Y[k] and estimated in 
the absence of interference. When processing is performed 
directly in the time domain, PB is obtained. If a DFT is 
used to bring the samples in the frequency domain, then 

(3)Y[k] = T1(y[n])

(4)Ỹ[k] = 𝜓(Y[k]) =

{
Y[k] if|Y[k]| < Th
0 otherwise

frequency excision is implemented. Incidentally, PB and 
frequency excision can also be interpreted as forms of IC 
where in the first case, the interference term is modeled as 
a sequence of pulses and in the second as a combination of 
complex sinusoids.

Nonlinearity

defines the complex signum RIM that does not require any 
parameter setting (Borio and Closas 2018). Finally, a second 
transform is applied to bring back the samples in the time 
domain. For time-domain processing, also the second trans-
form is equal to the identity. For frequency-domain process-
ing, the Inverse DFT (IDFT)/Inverse IFFT (IFFT) is used:

The combination of two processing domains and two 
nonlinearities leads to the four RIM approaches analyzed:

• Time-Domain Complex Signum (TDCS),
• Time-Domain Pulse Blanking (TDPB),
• Frequency-Domain Complex Signum (FDCS),
• Frequency-Domain Pulse Blanking (FDPB).

These are the same techniques considered in our previ-
ous study for the measurement and position-domain analy-
sis (Borio and Gioia 2020a).

(5)Ỹ[k] = csign(Y[k]) =
Y[k]

|Y[k]|

(6)ỹ[n] = T2

(
Ỹ[k]

)

Fig. 2  Schematic representation 
of the five interference mitiga-
tion techniques analyzed and 
their relationships
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Timing solution and timing metrics

The samples generated after interference mitigation, 
∼
y [n] , 

have been processed using a custom MATLAB software 
receiver supporting multiple constellations and several 
GNSS frequencies. The software developed has been used 
to process:

• signals from the L1 frequency (1575.42 MHz), includ-
ing the GPS L1 C/A modulation (Kaplan and Hegarty 
2005), the Galileo E1b/c signal (European Union 2016) 
and the Beidou B1c component (Mingquan et al. 2019),

• the wideband Galileo E5b component (European Union 
2016).

The Galileo E1b/c and the Beidou B1c signals adopt a 
Composite Binary Offset Carrier (BOC) (CBOC) (Hein 
et al. 2006) and a Quadrature Multiplexed BOC (QMBOC) 
(Mingquan et al. 2019), respectively. These modulations 
are obtained by combining a BOC(1,1) component with 
a BOC(6, 1) modulation. The BOC(6,1) component has 
been ignored for the processing, and the two signals have 
been treated as BOC(1,1). Moreover, both Galileo E1b/c 
and the Beidou B1c signals have a data/pilot structure. 
Pilot processing has been implemented, and a pure Phase 
Lock Loop (PLL) has been adopted to improve perfor-
mance (Kaplan and Hegarty 2005). The Galileo E5b signal 
is characterized by a Binary Phase Shift Keying (BPSK)
(10) modulation with a data/pilot structure. Also in this 
case, pilot processing has been implemented. The software 
receiver has been used to generate Receiver Independent 
Exchange Format (RINEX) files used for the computa-
tion of the timing solution as better described in the next 
section.

Timing solution algorithm

The algorithm adopted for computing the timing solu-
tion is based on the traditional approach used by timing 
receivers and discussed by Xiangwei et al. (2015), where 
the receiver position is considered known and the receiver 
coordinates and velocity components are not included in 
the navigation solution estimation. Additional details on 
the algorithm adopted can be found in Gioia and Borio 
(2016). In particular, the antenna position was carefully 
presurveyed, the receiver was kept static and the velocity 
unknowns were set to zero. In this way, only the clock 
biases and drifts were estimated. In the multiconstella-
tion case, GPS, Galileo and Beidou measurements have 
been used to estimate the clock biases/drifts with respect 
to their relative time scale. Since the receiver position 

and velocity are known, estimating clock biases/drifts 
with respect to the different GNSS time scales leads to a 
separable solution where measurements from the different 
systems contribute only to the related clock bias and drift.

Clock biases were computed using pseudorange measure-
ments, whereas clock drifts were obtained from pseudorange 
rate/Doppler observations. Pseudoranges and Doppler shifts 
were corrected for the satellite clock errors, relativistic effect 
and Sagnac effect. Ionospheric errors were reduced using the 
Klobuchar algorithm, while the tropospheric errors were cor-
rected using the Saastamoinen model (Kaplan and Hegarty 
2005; Parkinson et al. 1996). The estimation technique used 
was a Weighted Least Squares (WLS) with weights fixed 
according to the satellite elevation (Kuusniemi 2005).

The full processing chain adopted for the analysis is shown 
Fig. 3. Pseudoranges and pseudorange rates were generated by 
the MATLAB software receiver using the different interfer-
ence mitigation techniques discussed in the previous section. 
The figure also indicates the three tests performed and better 
described in the section detailing the experimental setup.

Measurements were used for the computation of the clock 
biases and drifts with respect to the different GNSS time 
scales. In the following, clock biases and drifts are indicated 
as bsig[k] and dsig[k], respectively. Subscript ’sig’ is used 
to denote the different signals used for the clock bias/drift 
computation, and k is the epoch index. Measurements and 
clock time series have been generated at a rate equal to 1 Hz, 
and k denotes the different 1-s epochs.

In the multiconstellation solution, intersystem biases and 
drifts were also analyzed. In particular, intersystem biases 
were computed as

The intersystem biases (7) do not correspond to the actual 
Galileo/GPS Time Offset (GGTO), BDS/GPS Time Offset 
(BGTO) and Galileo-to-Beidou time offsets, but are the 
intersystem biases as estimated by the receiver and include 
hardware and software delays as introduced by the front end 
and by the processing schemes used to determine the timing 
solution.

Similarly, intersystem drifts were computed as

ibGPS−Gal[k] = bL1C∕A[k] − bE1C[k]

(7)ibGPS−BDS[k] = bL1C∕A[k] − bB1C[k]

ibGal−BDS[k] = bE1C[k] − bB1C[k]

idGPS−Gal[k] = dL1C∕A[k] − dE1C[k]

(8)idGPS−BDS[k] = dL1C∕A[k] − dB1C[k]

idGal−BDS[k] = dE1C[k] − dB1C[k]
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The clock bias and drift time series were then finally used 
to compute frequency errors and perform stability analysis, 
as discussed in the next section.

Stability analysis

The ADEV is a metric widely used to characterize the stabil-
ity of random processes with stationary increments, provid-
ing indications about the expected frequency deviation that 
can occur in a specific time interval (Riley 2008; Bregni 
2002). It is used here to investigate potential degradations, 
mainly in the short term, introduced by interference mitiga-
tion techniques.

The variations of the timing signal generated by a clock 
can be captured by the normalized frequency error time 
series, which is then used for the computation of the ADEV. 
Normalized frequency error time series can be computed 
either from the clock bias or from the clock drift. In particu-
lar, given an averaging interval

where K is an integer and Tr= 1 s is the sampling interval of 
the clock bias and drift, clock bias derived normalized fre-
quency errors can be computed as (Gioia and Borio 2016):

(9)� = KTr

(10)Δb[k] =
b[k] − b[k − K]

KTr

 where the clock bias, b[k], is expressed in seconds and the 
subscript ’sig’ has been omitted for ease of notation. When 
the clock drift is used, normalized frequency errors are com-
puted as:

where d[k] is expressed in seconds/second and the subscript 
’sig’ has been dropped for the ease of notation.

Finally, normalized frequency errors are used for the 
computation of the ADEV, as discussed by Riley (2008):

where the subscript, ’b’ or ’d’, has been removed from the 
normalized frequency errors to indicate that the ADEV can 
be computed either from clock biases or from clock drifts. 
Nk is the number of normalized frequency errors available 
for an averaging interval, τ = KTr. Additional details for the 
computation of the ADEV from GNSS measurements can 
be found in Gioia and Borio (2016).

The ADEV quantifies the expected variations of a 
time series over the time interval specified by τ. While 
(12) provides the baseline approach for stability analysis, 
more efficient estimators using all the available data can 

(11)Δd[k] =
1

K

K−1∑

i=0

d[k − i]

(12)

ADEV(�) =

√√√√ 1

2
(
Nk − 1

)
Nk−1∑

i=1

(Δ[iK] − Δ[(i − 1)K])2

Fig. 3  Diagram of the processing chain adopted in this study. Pseu-
dorange (PR) and pseudorange rate (PRR) are generated by a custom 
MATLAB software receiver and using the interference mitigation 

techniques discussed in the section on interference mitigation tech-
niques. In the figure, CB stands for clock bias and CD clock drift
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be adopted (Riley 2008). In this respect, the Overlapping 
ADEV (OADEV) can be used:

where N1 is the number of normalized frequency errors 
available for K = 1. In the following, the OADEV is used 
for the analysis.

Experimental setup

The analysis has been performed using the same experi-
mental setup and the same data used in Borio and Gioia 
(2020a) for the measurement/position-domain analysis. 
For this reason, only limited details are provided on the 
experimental setup. Data were collected using a Universal 
Software Radio Peripheral (USRP) II platform and pro-
cessed using a customized MATLAB software receiver. 
The MATLAB tool has been adopted for the measurement 
generation and for the evaluation of the clock parameters 
(bias and drift). A jammer was placed inside a shielding 
box whose output was connected to a variable attenuator 
for the tests. The signal at the output of the variable attenu-
ator was connected through a signal combiner to the RF 
input of the USRP. The other end of the signal combiner 
was connected to a roof-top antenna used to collect clean 
GNSS signals. In this way, it was possible to mix clean 
GNSS signals with a jamming component with a variable 
power level. The power levels were determined by the con-
figuration adopted for the variable attenuator. In the follow-
ing, three tests are considered:

Test 1:  performed on the GPS/Galileo/Beidou L1 fre-
quency band (1575.42 MHz) with an eight-bit 
quantization. This test was used to analyze the 
impact of RIM on the GPS BPSK(1) modu-
lation and on the Galileo/Beidou BOC(1,1) 
component.

Test 2:  also performed on the GPS/Galileo/Beidou L1 
frequency band but with a 16-bit quantization. 
The number of bits used for quantization plays 
a significant role in the receiver performance in 
the presence of interference. This test was con-
ducted to analyze potential differences between 
8-bit/16-bit quantization.

Test E5b:  performed on the Galileo E5b frequency band 
(1207.14 MHz). This test was conducted to ana-
lyze the impact of mitigation techniques on a 
wideband GNSS modulation.

(13)OADEV(�) =

√√√√ 1

2
(
N1 − K

)
N1−1∑

i=K

(Δ[i] − Δ[i − K])2

The analysis of the Beidou B1c signals is new and 
was not considered before. A summary of the parameters 
adopted for the three tests is provided in Table 1. Two 
jammers were used for the tests. The first one, which was 
used for Test 1 and Test E5b, has the shape of a cordless 
phone, is battery powered and cannot be connected to an 
external antenna: for this reason, it belongs to Group 3 of 
the classification proposed by Mitch et al. (2011). It is able 
to broadcast swept signals on different GNSS frequency 
bands, including GPS L1, GPS L2 and Galileo E5b. The 
second jammer is also battery power with a Sub-Miniature 
version A (SMA) antenna connector. For this reason, it 
belongs to Group 2 of the jammer classification mentioned 
above. The characteristics of the signals broadcast by these 
jammers are summarized in Table 2.

The power profiles obtained for the three tests are ana-
lyzed in Fig. 4 that shows the jamming-to-noise power 
ratio (J/N) estimated from the samples collected using the 
USRP front end. While a linear J/N profile was expected, 
see the corresponding parameters in Table 1, in all three 
cases, the front end experiences saturation. In this case, 
the jamming signal is so powerful to exceed the capabili-
ties of the front-end quantization function that effectively 
clips the received samples to the minimum and maximum 
values allowed by 8/16 bits. Front-end saturation intro-
duces significant signal distortions that further impact 
receiver operations.

For the third test, the jammer attenuation is increased 
again after 550 s from the start of the test. The samples 

Table 1  Parameters used for the different tests

Parameter Test 1 Test 2 Test E5B
Value Value Value

Sampling frequency 10 MHz 10 MHz 25 MHz
Center frequency 1575.42 MHz 1575.42 MHz 1207.14 MHz
Sampling type Complex, IQ Complex, IQ Complex, IQ
No. bits 8 16 8
Attenuation step 1 dB 1 dB 0.25 dB
Attenuation time 

interval
20 s 30 s 2 s

Table 2  Characteristics of the jammers used for the tests

Parameter Jammer 1—on 
L1

Jammer 2 Jammer 1—on 
E5b

Sweep period 9.1 µs 6.3 µs 9.1 µs
Sweep range 36.4 MHz 20.3 MHz 45.7 MHz
Center Fre-

quency
1564.32 MHz 1575.5 MHz 1214.145 MHz
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collected using the USRP have been processed either with 
or  without interference  mitigation. As a result, several 
RINEX files with the related GNSS measurements were 
obtained. The measurements were processed to deter-
mine the clock bias and drift solutions analyzed in the next 
section.

Experimental results

In this section, experimental results are provided: potential 
biases and stability degradations in the clock time series 
obtained when using interference mitigation techniques 
are analyzed. The impact of interference mitigation on the 
clock bias is at first discussed along with the effects on the 
clock drift. In the multiconstellation case, the impact on the 
intersystem bias is also assessed. Stability analysis is then 
performed. A total of seven configurations were considered:

• without mitigation;
• interference mitigation using the four RIM techniques 

described in the section on interference mitigation tech-
niques;

• interference mitigated using the ANF with two pole con-
traction factor values: 0.8 and 0.9, respectively.

Clock and intersystem bias analysis

The impact of interference mitigation techniques on the 
clock bias time series is analyzed in Fig. 5 for Test 1. The 
figure provides the clock bias differences between the base-
line solution, without mitigation, and the six interference 
mitigation techniques presented above. GPS, Galileo and 
Beidou L1 signals are considered in the top, middle and 

bottom panels. From the three boxes of the figure, it emerges 
that RIM techniques do not introduce biases on the clock 
bias and the differences obtained using these approaches 
are zero mean. This fact was expected since RIM techniques 
do not introduce biases on the pseudoranges, as shown by 
Borio and Gioia (2020a). This result is also confirmed for 
the Beidou case that was not analyzed before, i.e., no biases 
are introduced by RIM on the pseudoranges and the clock 
bias solution.

The time series obtained for the Beidou signal and shown 
in the bottom part of Fig. 5 further confirm this finding. 
The time-series variances in Fig. 5 progressively increase 
with time: this is because the jamming power is progres-
sively increased, as shown in Fig. 4. In the baseline solu-
tion, interference is not mitigated, and its effect is visible 
in the clock bias differences shown in Fig. 5. As already 
discussed in Borio and Gioia (2020a), FDPB leads to the 
worst performance and an early loss of lock occurs for the 
GPS and Galileo cases. Better performance is obtained for 
the Beidou signals: this is mainly due to the fact that in 
the Beidou case, the size, N, of the FFT used to bring the 
samples into the frequency domain has been set equal to Tc· 
fs, where Tc = 10 ms is the code duration of the Beidou B1c 
signal. Thus, a larger FFT size was used for Beidou signals 
with respect to Galileo (Tc = 4 ms) and GPS (Tc = 1 ms). This 
result shows that the FFT size of frequency-domain RIM 
techniques significantly affects the performance of this type 
of interference mitigation techniques. The sensitivity analy-
sis of frequency-domain RIM techniques with respect to the 
FFT size is outside the scope of this work.

Differently from RIM techniques, the ANF introduces 
biases of several tens of nanoseconds on the clock bias. 
This result clearly emerges in the three panels of Fig. 5. The 
biases introduced are modulation dependent and are mainly 
determined by the position of the frequency notch of the 
ANF with respect to the main spectral components of the 
BPSK modulation, used by GPS L1 C/A signals, and of the 
BOC(1, 1) component tracked for the Galileo and Beidou 
cases. In this respect, the same bias is introduced for the 
Beidou and Galileo cases.

In order to better understand the impact of the ANF, its 
behavior has been analyzed at different time instants during 
the whole duration of Test 1. Only the case for kα= 0.8 is 
detailed in the following: since similar results were obtained 
for kα= 0.9, they are not presented to avoid repetitions. Fig-
ure 6 provides a characterization of the signals observed 
at the beginning of Test 1, after 20 s from the start of the 
experiment. The top part shows the Power Spectral Densities 
(PSDs) of the ANF input and output signals. The ANF trans-
fer function is also provided. This transfer function has been 
shifted down to about 45 dB to improve figure clarity. After 
20 s from the start of the test, the J/N is less than − 15 dB, 
and the impact of jamming can be neglected.

Fig. 4  J/N profiles estimated for the three experiments considered in 
this study. In all cases, front-end saturation occurs
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The only interfering term is a CW generated by the local 
oscillator of the USRP. The notch of the ANF is quite wide, 
and the energy at its output is minimized by placing the 
notch in correspondence of the CW and of the GPS L1 C/A 
main spectral lobe. For this reason, large portions of the 
GPS L1 C/A signal spectrum are affected by the ANF and a 
significant delay (about 120 ns) is introduced on the GPS L1 
clock bias. The Galileo E1c and the Beidou B1c pilot signals 
feature a split spectrum, which is less affected by the ANF 

in the configuration shown in Fig. 6. In this case, delays up 
to 40 ns are experienced.

The bottom panel of Fig. 6 shows the spectrogram of the 
collected samples and the frequency, f0, estimated by the 
ANF. The figure highlights the fact that the notch zero, z0, is 
affected by small oscillations in phase. While not visible in 
the bottom panel, also the amplitude of z0 fluctuates. These 
fluctuations make the delay introduced by the ANF difficult 
to predict.

Fig. 5  Clock bias differences 
between the baseline solution 
without mitigation and the six 
interference mitigation tech-
niques. GPS L1 C/A modula-
tion (top), Galileo E1C signals 
(middle), and Beidou B1C pilot 
components (bottom). Test 1
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Figure 7 repeats the ANF analysis using samples col-
lected after 420 s from the start of Test 1. The PSDs of 
the signals at the ANF input and output are provided in the 
top panel along with the transfer function of the ANF. In 
this case, the collected samples are heavily affected by jam-
ming and significant jamming power is concentrated in the 
high-frequency region between 1579 and 1580 MHz. For 
this reason, the ANF places its notch around this region. The 
notch is far from the main spectral components of the three 
modulations considered in this work. In correspondence of 
such components, the filter response is practically flat and 
the delay introduced is negligible. This ANF configuration 
justifies the reduced delay observed in Fig. 5 for the ANF 
clock bias differences. The bottom part of Fig. 7 shows the 
corresponding spectrogram and the frequency estimated by 
the ANF: reduced frequency variations can be observed with 
respect to the case analyzed in Fig. 6. The analysis has been 
repeated at regular intervals for the whole duration of the 
test, observing different behaviors, including fast variations 
in the frequency estimated by the ANF.

While, in general, it is difficult to predict the delay intro-
duced by the ANF, it is possible to study its behavior when 
its zero assumes a constant value. This can be assumed as 
a first approximation of the cases considered in Figs. 6 and 
7. When the zero of the ANF is fixed, the ANF becomes a 
Linear Time-Invariant (LTI) system and introduces constant 
delays on the input signals. These delays are a function of the 
input signal modulation and of the notch center frequency. 
Thus, the delays can be tabulated and used for correcting the 
measurements, as discussed in Di Grazia et al. (2019). These 
corrections can only be applied when the notch zero is fixed.

For the analysis, the value of the zero of the ANF has 
been recorded at regular time intervals. Then, clean GPS 
L1 C/A and Galileo E1c signals have been processed with 
a notch filter with a fixed zero. The delay introduced by 
these notch filters with fixed zero is then been estimated and 
compared with the values observed for the ANF in Fig. 8. 
The vertical bars represent the delays introduced on the 
BPSK and BOC(1, 1) modulations considering notch filters 
with a fixed zero. The zeros were extracted from the values 

Fig. 6  PSDs of the signals at 
the input and output of the ANF 
 (kα = 0.8). The transfer function 
of the ANF has been shifted in 
order to improve clarity (top). 
Spectrogram of the collected 
samples and frequency of the 
ANF notch (red dashed line) 
(bottom). Test 1, samples were 
collected after 20 s from the 
start of the experiment
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estimated by the ANF at the corresponding time instants 
in Test 1. The continuous lines in the figure are clock bias 
differences extracted from Fig. 5. The analysis conducted 
using nonadaptive notch filters confirms the results obtained 
in Fig. 5: although a perfect match with the behavior of 
the ANF cannot be expected, similar trends are observed. 
Standard notch filters can introduce delays of several tens 
of nanoseconds. Moreover, the configurations obtained with 

the ANF for the first part of the test impact more the GPS 
L1 C/A signal than the Galileo E1c/Beidou B1c component. 
This is due to the spectral characteristics of the filter transfer 
function.

The impact of the different mitigation techniques on the 
intersystem biases is analyzed in Fig. 9 for Test 1. In this 
case, intersystem bias time series are analyzed separately, 
and differences are not formed with the standard case, which 
is also provided in Fig. 9 with the label ’NO MIT’.

It is noted that the time series in Fig. 9 are not the actual 
GGTO and BGTO, but are the intersystem biases as esti-
mated by the receiver and include hardware and software 
delays as introduced by the front end and by the process-
ing schemes used to determine the timing solution. No cali-
bration with respect to the actual system time offsets was 
implemented.

From Fig. 9, it emerges that no bias is introduced by 
RIM also on these time series. On the contrary, the ANF 
affects the intersystem bias between systems adopting 
different signal modulations. Consider, for example, the 
GPS-Galileo case in the top panel: the intersystem bias 
obtained when using the ANF with kα = 0.8 is affected by 
a difference up to 90 ns with respect to the standard case. 
This is because the two systems adopt different modula-
tions that are affected differently by the ANF. The GPS-
Beidou case is considered in the middle panel. Results 
similar to those observed for the GPS-Galileo case are 
observed. When the Galileo-Beidou signals are considered 
(bottom panel), the intersystem biases are not affected by 
the ANF, which delays the signals transmitted by the two 
systems equally. A similar result is expected for the GPS 
L1C signal (Hein et al. 2006) that will adopt the Time-
Multiplexed BOC (TMBOC) modulation and will be inter-
operable with both Galileo and Beidou signals. Thus, the 
use of modulations with the same spectral characteristics 
will avoid biases in the intersystem biases as shown in the 
bottom panel. These results can be exploited to design effi-
cient positioning techniques that, for example, constrain 
the time evolution of the intersystem biases as described 
in Gioia and Borio (2016).

The same analysis conducted for Test 1 and discussed 
above has been repeated for Test 2. Since similar findings 
were obtained, only the clock bias differences between the 
standard solution and the six interference mitigation tech-
niques are provided in Fig. 10. As for the previous test, GPS, 
Galileo and Beidou L1 signals are considered in the top, 
middle and bottom parts of the figure, respectively. In all 
three cases, the time series provided confirm the findings 
obtained for Test 1: RIM techniques do not introduce biases, 
whereas the ANF introduces modulation-dependent delays. 
In this respect, no significant differences were found when 
moving from eight to 16 bits. Results similar to those shown 
in Fig. 9 were found for the intersystem biases: also, in this 

Fig. 7  PSDs of the signals at the input and output of the ANF 
 (kα = 0.8). The ANF transfer function is also provided (top). Spectro-
gram of the collected samples and frequency of the ANF notch (red 
dashed line) (bottom). Test 1, samples collected after 420 s from the 
start of the experiment

Fig. 8  Analysis of the delay introduced by the ANF. Vertical bars 
represent delays introduced on the BPSK and BOC modulations con-
sidering a notch filter with a fixed zero. Continuous lines are clock 
bias differences from Fig. 5
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case, the ANF does not affect systems adopting modulations 
with the same spectral characteristics.

Results for the Galileo E5b signal are finally provided 
in Fig. 11. As for the Galileo E1c and Beidou B1c signal, 
the pilot component (Quadrature signal) was used for the 
measurement generation allowing the use of a pure PLL. 
Also, in this case, the clock bias differences are zero 
mean for RIM techniques, whereas time-varying biases 
can be observed for the ANF with kα = 0.8 and kα= 0.9. 
In the first part of the test shown in the figure ([0–300] 

s interval), the impact of jamming can be neglected. In 
this part of the test, the clock bias differences observed 
for RIM techniques are in the order of a few picoseconds 
and are significantly lower than the values observed 
in Figs. 5 and 10. Also, in the ANF cases, the delays 
observed are significantly lower than those observed in 
Test 1 and 2. These reduced differences are due to the 
wideband nature of the Galileo E5b signal for which 
maximum delays in the order of 3 ns are observed for 
the ANF with kα= 0.8.

Fig. 9  Intersystem biases for the 
different interference mitiga-
tion techniques. GPS-Galileo 
(top), GPS-Beidou (middle) and 
Galileo-Beidou (bottom), Test 1
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Clock drift analysis

Clock drift differences caused by interference mitigation 
techniques were also analyzed. Figure 12 shows sample 
results showing the clock drift differences obtained for 
Test 1. As for the previous analysis, GPS L1 C/A sig-
nals are considered in the upper part of the figure, Gali-
leo E1c components in the middle panel and Beidou B1c 
pilot modulations in the bottom panel. In this case, neither 
biases nor time-varying patterns can be observed. All the 

interference mitigation techniques considered, includ-
ing the ANF, do not introduce frequency offsets, and 
clock drift differences, computed with respect to the case 
without mitigation, are zero mean. As for the clock bias 
case, the variance of the clock drift difference increases 
with time, reflecting the fact that the jamming power is 
progressively increased. During the first 200 s of Test 1, 
the J/N is less than 5 dB and the impact of jamming can 
be neglected. In this part of the test, the clock drift dif-
ferences are less than 10 ps/s in magnitude for the three 

Fig. 10  Clock bias differences 
between the standard solution 
without mitigation and the six 
interference mitigation tech-
niques. GPS L1 C/A modula-
tion (top), Galileo E1c signals 
(middle) and Beidou B1c pilot 
components (bottom), Test 2
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modulations considered. These values are within the resid-
ual processing noise present in the clock drift estimates.

Similar results were obtained for Test 2 and Test E5b. 
These findings, which are not repeated here, confirm 
the fact that RIM techniques and the ANF do not bias 
the clock drift estimated by the receiver for the different 
GNSS modulations.

Stability analysis

In this section, results in terms of OADEV are provided. The 
OADEV is an efficient estimator for the ADEV (Riley 2008; 
Bregni 2002), and it is used to assess the effects of interfer-
ence mitigation on the short-term stability of the clock bias 
and drift solutions estimated using different types of GNSS 
signals and in the presence of jamming. In the following, the 
terms ADEV and OADEV are used interchangeably.

This analysis aims to assess the impact of interference 
mitigation on the short-term stability of the clock solutions. 
It is noted that the clock bias and drift estimated using the 
approach discussed above characterize the behavior of the 
front-end local clock: in this case the clock of a USRP II. 
In this respect, stabilities in the  10–9 order are obtained. 
These stabilities do not characterize the final performance 
of a timing receiver, which provides a timing output steered 
to a GNSS time scale, but characterize the clock bias and 
drift estimated by the receiver. The analysis is performed 
to verify that interference mitigation does not degrade the 
stability of the clock bias and drift. For large time inter-
vals, all ADEV curves should converge and characterize the 
medium-term behavior of the USRP II clock. At short term, 
two contributions should be present: the intrinsic short-term 
noise of the USRP II clock and the additional processing 
noise introduced by the different signal processing stages 
used to estimate the clock bias and drift time series. While 
the local clock’s intrinsic short term noise is not affected by 

interference mitigation, the processing noise contribution 
may change depending on the adopted interference mitiga-
tion technique. An increase in the ADEV at short averaging 
intervals would indicate a performance degradation caused 
by an interference mitigation technique.

In the following, portions of the tests where the impact 
of jamming is relatively low and all the techniques lead to 
valid timing solutions are considered. The ADEV curves for 
the different processing approaches analyzed for Test 1 are 
shown in Fig. 13, which considers the GPS L1 C/A case. 
In the upper part of Fig. 13, ADEVs are computed using 
the clock bias time series in the [0 –400] time interval. As 
expected, for averaging intervals greater than 20 s, all curves 
converge, describing the medium-term stability behavior of 
the USRP clock. In the short term, only limited variations 
can be observed. In the baseline case without mitigation, a 
stability equal to 9 × 10−9 is observed for τ = 1 s. This result 
partially takes into account the effect of jamming that starts 
influencing the receiver performance in the portion of the 
test between [250−400] s.

Time-domain RIM processing improves receiver perfor-
mance, and an ADEV equal 5 × 10−9 is obtained for 1 s 
averaging time. The other techniques achieve performance 
close to that achieved by the baseline approach. In agree-
ment with the results obtained in (Borio and Gioia 2020a), 
FDPB provides the worst performance and a slight degra-
dation in ADEV is observed. However, the degradation is 
limited (ADEV (1) = 1.3 ·  10−8) and confirms that RIM intro-
duces a limited noise increase in the absence of interference.

In the bottom part of Fig.  13, ADEV curves have 
been computed using the clock drift time series. In this 
case, practically all the curves coincide and only FDPB 
introduces some short-term stability degradations. In the 
medium/long term, the same behavior obtained using 
clock biases is found. The analysis has been repeated using 
Galileo and Beidou signals. Since the two cases led to 

Fig. 11  Clock bias differences 
between the standard solution 
without mitigation and the six 
interference mitigation tech-
niques. Test E5B, Galileo E5b 
pilot signal
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similar results, only Galileo processing is considered as 
shown in Fig. 14. As for the GPS case, all the time series 
led to the same medium-term behavior. Moreover, results 
similar to those obtained in Fig. 13 are found. This fact 
was expected since, in both cases, the local oscillator sta-
bility is analyzed and the GPS and Galileo time scales are 
used as reference. Differences between GNSS time scales 
are several orders of magnitude lower than the local oscil-
lator instabilities, and no noticeable differences should be 
present in the ADEV curves. In the top panel, a short term 
behavior similar to that observed for the GPS case is found 

where only limited variations can be appreciated in the 
ADEV curves. In the bottom panel, no differences can be 
appreciated among the curves obtained using the different 
techniques. In this case, the ADEV curves were computed 
using clock drift time series. This result further supports 
the fact that interference mitigation techniques only mar-
ginally affect GNSS timing receiver’s performance in 
the absence of jamming or for low levels of interference. 
Results obtained for Test 2 are omitted to avoid the repeti-
tion of similar findings.

Fig. 12  Clock drift differences 
between the standard solution 
without mitigation and the six 
interference mitigation tech-
niques. GPS L1 C/A modula-
tion (top), Galileo E1c signals 
(middle) and Beidou B1c pilot 
components (bottom), Test 1



 GPS Solutions (2021) 25:37

1 3

37 Page 16 of 18

Finally, ADEV results obtained for Test E5b are shown 
in Fig. 15. The ADEV has been computed using clock bias 
(top panel) and drift values (bottom panel) obtained dur-
ing the first 400 s of the experiment. In this time interval, 
the receiver is able to maintain signal lock and provide a 
clock solution for all the seven techniques analyzed. From 
the figure, it emerges that for the Galileo E5b experiment, 
differences in the short term are even lower than in the previ-
ous cases. In the clock bias case analyzed in the top panel, 
only negligible differences can be observed for an averaging 

interval, τ, equal to 1 s. When the ADEV is computed from 
the clock drift (bottom panel), all the curves coincide.

Also, for the Galileo E5b experiment, the ADEV results 
show a limited impact in terms of noise increase caused by 
interference mitigation. This result is valid for low levels of 
interference, which are considered by limiting the analysis 
to the first 400 s of the experiment.

Conclusions

We studied the impact of interference mitigation on the 
timing solution of a GNSS timing receiver. Five precor-
relation interference mitigation techniques were analyzed, 
including four RIM approaches and the ANF. For the anal-
ysis, different tests and different GNSS modulations were 
considered. Experiments were performed on the L1 and 
E5b frequencies and included a multiconstellation con-
figuration with GPS L1 C/A, Galileo E1b/c and Beidou 
B1c signals. The analysis focused on the timing solution 
obtained by fixing the user position and velocity. In this 
way, the impact of interference mitigation on the clock 
bias, clock drift and intersystem biases was assessed.

This work complements previous results in the position 
domain and shows that RIM techniques, when properly 
configured, do not degrade receiver performance in terms 
of time retrieval. The analysis shows that RIM does not 
introduce biases in the clock time series. Moreover, it can 

Fig. 13  ADEV curves for the different processing approaches. ADEV 
from the clock bias (top) and from the clock drift (bottom). Measure-
ments in the [0−400] s time interval of Test 1, 8 bit. GPS L1 C/A 
case

Fig. 14  ADEV curves for the different processing approaches. ADEV 
from the clock bias (top) and from the clock drift (bottom). Measure-
ments in the [0–400] s time interval of Test 1, 8 bit. Galileo E1c case

Fig. 15  ADEV curves for the different processing approaches. ADEV 
from the clock bias (top) and from the clock drift (bottom). Measure-
ments in the [0–400] s time interval of Test E5b, 8 bit. Galileo E5b 
signal
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lead to a reduction in the short-term noise as quantified 
by the ADEV.

On the contrary, the ANF introduces a time-varying 
delay on the clock biases. This delay is modulation-
dependent and is difficult to predict. The ANF introduces 
the same delay on the Galileo E1b/c and Beidou B1c sig-
nals: this is because the two signals have the same spectral 
characteristics. The intersystem bias analysis confirmed 
that the ANF introduces delays only on intersystem biases 
of those GNSSs that use modulations with different spec-
tral characteristics. The use of interoperable signals pre-
vents the ANF from introducing additional intersystem 
delays, which enables advanced processing when intersys-
tem biases are considered practically constant.

From the analysis of the clock drifts, it emerged that 
all the interference mitigation techniques have a limited 
impact on these components. No biases were found in the 
clock drifts determined using interference mitigation tech-
niques. Finally, the ADEV analysis confirmed the limited 
impact of interference mitigation on the short-term stabil-
ity of the clock time series.
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