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Abstract
The empirical evidence on the relationship between the real exchange rate and 
export performance in emerging economies is inconclusive. In this paper, we 
present evidence that one reason for this inconclusiveness is the use of real exchange 
rate (RER) measures that do not consider the heterogeneity between economic 
sectors. To this end, we calculate a unique sectoral bilateral RER index (SBRER) 
for 12 Latin American economies, which considers the variation of producer 
price differentials and bilateral nominal exchange rates across 21 manufacturing 
sectors and 38 trade partners between 2001–2018, and to estimate the effect of 
SBRER movements on manufacturing exports. The regression results show that the 
SBRER is a significant determinant of aggregate manufacturing exports, whereas 
the bilateral RER is not significant. Moreover, sectoral export elasticities indicate 
that mainly sectors with low levels of product complexity and, to a lesser extent, 
those of medium complexity are affected by RER movements. These findings show 
that it is important to consider sectoral heterogeneity when estimating RER export 
elasticities from a macroeconomic perspective.
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1 Introduction

Economic theory considers the real exchange rate (RER) as a key macroeconomic 
indicator that reflects the average price competitiveness of firms. Accordingly, an 
appreciation (depreciation) of the RER is expected to affect a country’s exports 
negatively (positively), which has important implications for the current account 
balance, sectorial composition, and long-term growth prospects of countries 
(Rodrik, 2008). However, cross-country studies provide mixed empirical evidence 
concerning the effect of RER on exports.

For example, Thorbecke and Smith (2010) and Sekkat and Varoudakis (2000) 
find that exchange rate movements affect the export performance of China and 
Sub-Saharan countries, respectively, while Fang et al.’s (2006) results indicate 
that bilateral exports from Indonesia, Japan, Korea, Philippines, Singapore, 
and Taiwan to the USA are not affected by RER changes. Moreover, Ahmed 
et  al. (2017) and Kang and Dagli (2018) show for a panel of developed and 
developing countries that the increasing integration of countries in global value 
chains has led to a decrease in the RER elasticity of exports. In contrast, the 
IMF (2015) provides evidence to the contrary (i.e., the results indicate that 
the relationship between RER movements and exports has remained relatively 
stable over time).

One limitation of cross-country studies is that they consider either a one-
dimensional real effective RER index (REER) or a two-dimensional bilateral 
RER index (BRER). The REER considers inflation-adjusted averages that 
change over time but are constant with regard to trade partners, while the 
BRER value is different for each trade partner and year. Although the BRER 
is preferable over the REER (Mayer & Steingress, 2020),1 both indices share 
the limitation that they assume that all industries within a country have the 
same RER, although industries can have heterogeneous RER movements when 
they have different trade partners (Goldberg, 2004), distinct cost changes, 
and/or diverging degrees of price stickiness (Carvalho & Nechio, 2011). This 
limitation might explain why single-country studies that use firm-level data 
present less mixed findings than cross-country studies and typically provide 
support for the theoretically predicted link between the RER and exports (e.g., 
Greenaway et al., 2010; Berman et al., 2012; Dai et al., 2021; Tang & Zhang, 
2012; Cheung & Sengupta, 2013; Amiti et  al., 2014; Li et  al., 2015; Fornero 
et al., 2019).

However, especially for developing countries, rich firm-level datasets are 
often unavailable. To get around this problem and to reexamine the relationship 
between RER movements and export performance in emerging economies, 

1 Mayer & Steingress (2020) show that a limitation of REER indices is that they are aggregated by using 
functional form assumptions and trade flow weighting schemes that are not consistent with structural 
gravity equations. The resulting bias in aggregate exchange rate elasticities is minor but statistically 
significant.
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this paper presents a novel approach that utilizes macrodata to account for the 
variation in trade partners and cost differences between sectors. To be more 
specific, we calculate a unique sectoral bilateral RER index (SBRER) for 12 
Latin American countries, which considers the variation of producer price 
differentials and bilateral nominal exchange rates across 21 manufacturing 
sectors and 38 trade partners between 2001–2018. In a second step, panel data 
regressions are used to verify the impact of these 172,368 distinct SBRER 
observations on Latin American manufacturing exports, and the results are 
compared with those obtained when using a BRER measure.

Latin America is an interesting case to study because, during the commodity 
boom of 2003–2014, the debate about the potential adverse effects of RER 
appreciation was revived in many countries of the region. More specifically, 
it has often been argued that the commodity boom led to a Dutch disease 
phenomenon that harmed the manufacturing sector of many countries in 
the region (Ocampo, 2017). Yet, despite this debate’s importance, we are 
unaware of a recent empirical paper that studies the relationship between RER 
movements and Latin American manufacturing exports.

The main findings of our empirical exercise provide robust support for 
the expected negative and significant relationship between SBRER and Latin 
American manufacturing exports (i.e., an appreciation has a negative impact on 
sectoral exports). In contrast, the baseline regression coefficient of the BRER 
measure is insignificant. Moreover, our findings reveal sectoral variations in 
response to RER movements, indicating that sectors with low levels of product 
complexity and, to a lesser extent, those of medium complexity are affected by 
these movements. Overall, these findings show that it is important to consider 
sectoral heterogeneity regarding trade partners and production costs when 
estimating RER export elasticities from a macroeconomic perspective, and 
they provide new evidence on the effect of RER movements on Latin American 
exports.

While we are unaware of another study with the same scope as ours, it is 
worthwhile to note that some related research exists. Goldberg (2004) is 
one of the first to calculate sectoral RER. She shows that industry-specific 
and aggregate RER differ substantially and that the former better predict US 
corporate profits. Some other studies show that the PPP puzzle can be partly 
solved when sectoral RER heterogeneity is accounted for (Imbs et  al., 2005; 
Mayoral & Gadea, 2011; Robertson et  al., 2009), while Berka et  al. (2018) 
consider heterogeneous consumer price changes to verify the presence of 
the Balassa-Samuelson effect in the euro area. Moreover, existing literature 
establishes sectoral differences when estimating the exchange rate pass-through 
to import and export prices (Bhattacharya et  al., 2008; Campa & Goldberg, 
2005; Casas, 2020; Saygili & Saygili, 2019). A limitation of these studies is 
that they use aggregate producer prices that do not vary across sectors.

Regarding export intensity, Byrne et  al. (2008) find that an increase in 
relative sectoral price differences affects bilateral US exports negatively. 
Lee and Yi (2005), Dai and Xu (2013), Sato et  al. (2013), and Neumann and 
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Tabrizy (2021) go a step further and use industry-level producer price indices 
to calculate sectoral REER and their impact on exports. They show that in 
China, Japan, Korea, Malaysia, and Indonesia, the impact of RER movements 
on competitiveness and trade flows differs between sectors. However, these 
studies do not account for bilateral effects and only consider Asian countries. 
The closest paper to ours is a case study about Colombia by Torres García et al. 
(2018). They calculate SBRER for 19 manufacturing sectors and find that this 
measure is better suited than other measures to derive RER export elasticities. 
However, prior to our results, it was unclear if this study’s findings were 
generalizable across countries.

The remainder of this paper is structured as follows. In the next Sect.  (2), 
we briefly present the theoretical model guiding the empirical analysis and 
discuss the data and methodology used to econometrically test the impact of 
RER movements on Latin American manufacturing exports. Section 3 analyses 
the obtained regression results. Section 4 concludes.

2  Research design

2.1  Theoretical approach

To guide the empirical analysis of the RER’s impact on Latin American 
countries’ bilateral sectoral manufacturing exports, we use the insights from 
Reinhart’s (1995) developing country trade model to rationalize the theoretical 
relationship between these two variables. According to this model, the demand 
for exports depends positively on the income of the trade partner and negatively 
on the relative price of the export good (i.e. on the bilateral RER):

where t is time,  X is the amount of goods exported, and w∗ is the income of the 
foreign country.

To account for heterogeneity between industrial sectors arising from distinct 
cost changes and varying degrees of price stickiness, we maintain the same 
basic model structure. However, a crucial modification involves incorporating 
a variety of export goods, denoted as xj, j = 1, 2,… J , where j represents the 
existing varieties demanded by foreign country households. Within this 
framework, it becomes evident that the optimal export demand is not contingent 
on the bilateral RER but on the sectorial RER:

(1)Xt = w∗

t
− RERt + �t
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According to this model, the sectoral bilateral exports of a developing 
country (X

t̂j
) , depend positively on the disposable income of its trade partner 

( w∗

t̂j
) and negatively on the sectoral bilateral RER ( RER

t̂j
) . Please see the 

Appendix for the formal derivation of this sectoral trade model.

2.2  Sample and exchange rate data used

To verify empirically if RER movements affect manufacturing exports of Latin 
American countries, we examine 12 countries (Argentina, Bolivia, Brazil, 
Chile, Colombia, Costa Rica, Ecuador, Mexico, Nicaragua, Paraguay, Peru, 
and Uruguay) in the period 2001–2018. This sample is chosen due to data 
availability and represents approximately 85% of the region’s production and 
trade, and 83% of its population (World Bank, 2020).

We consider two distinct RER measures that have different levels of 
disaggregation. In line with the theoretical model from above, the most 
disaggregate measure is a sectoral bilateral RER index (SBRER). The SBRER 
is three-dimensional, with different values for each manufacturing sector (s), 
trading partner (b), and year (t). It is expressed as follows:

where  NER
∗
bt

NERt

  is a nominal exchange rate index, measured as trade partner currency 
per USD divided by local currency per USD; and Pst

P∗
sbt

 is the sectoral domestic manu-
facturing producer price index (PPI) with respect to the trade partner’s PPI of the 
same sector. An increase (decrease) of the SBRER represents a real appreciation 
(depreciation) in a specific sector in comparison to the same sector in a specific 
export destination.

The second measure is a two-dimensional bilateral RER index (BRER), 
which is commonly used by empirical studies to analyze the relationship 
between the RER and exports. The BRER value is different for each trading 
partner (b) and year (t) but, in contrast to the SBRER, assumes that each sector 
in a country has the same inflation rate (i.e., in a given t, each s has the same 
RER value with respect to a specific b). The BRER is calculated as shown in 
(16):

(2)X
t̂j
= w∗

t̂j
− RER

t̂j
+ �t

(3)SBRERsbt =
NER∗

bt

NERt

Pst

P∗
sbt
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Both measures are self-calculated, considering 38 trade partners (b)2 and 21 
manufacturing sectors (s)3 at the two-digit level from the International Standard 
Industrial Classification of All Economic Activities (ISIC) Rev. 3. This classification 
is chosen to be able to account for a relatively long time span, while the two-digit 
level is the highest disaggregation level for producer price data for most countries. 
The selection criterion for the 38 trade partners is that, on average, more than 0.5% 
of the exports of each of our sample countries are destined for these partners. The 
sum of exports to these destinations represents at least 80% of the exports of each 
sample country.

To create this unique dataset, we use annual averages of bilateral USD exchange 
rates readily available from BIS (2020). With regard to relative prices, aggregate 
manufacturing PPI data is used to calculate the BRER and PPI values at the two-
digit level for the SBRER. Data is retrieved from National Statistics Bureaus, Central 
Banks, the IMF’s International Financial Statistics, or the World Bank. Sometimes, 
the data is only available in different product classifications than ISIC Rev. 3 and are 
homogenized using standard product nomenclature concordance tables (see Table 6 
in the Appendix for details).

Unfortunately, PPI data at the two-digit level is not available for all sectors within 
each country and all trade partners. In such cases, aggregate manufacturing PPI data is 
used instead (22.1% of the data); if this data is also unavailable, wholesale or consumer 
price inflation data is used (4.9%). Moreover, for various countries manufacturing 

(4)BRERbt =
NER∗

bt

NERt

Pt

P∗
bt

2 The 38 partner countries are: Argentina, Belgium, Bolivia, Brazil, Canada, Chile, China, Colombia, 
Costa Rica, Dominican Republic, Ecuador, El Salvador, France, Germany, Guatemala, Honduras, 
Hong Kong, India, Indonesia, Italy, Japan, Korea, Malaysia, Mexico, Netherlands, Nicaragua, Panama, 
Paraguay, Peru, Russian Federation, Singapore, Spain, Sweden, Switzerland, Thailand, United Kingdom, 
United States, Uruguay and Vietnam. Venezuela is not included in the trade partner sample due to data 
availability and questionable inflation data reliability.
3 The 21 sectors are: Manufacture of food products and beverages (division 15); Manufacture of tobacco 
products (16); Manufacture of textiles (17); Manufacture of wearing apparel; dressing and dyeing of 
fur (18); Tanning and dressing of leather; manufacture of luggage, handbags, saddlery, harness and 
footwear (19); Manufacture of wood and of products of wood and cork, except furniture; manufacture of 
articles of straw and plaiting materials (20); Manufacture of paper and paper products (21); Publishing, 
printing and reproduction of recorded media (22); Manufacture of chemicals and chemical products (24); 
Manufacture of rubber and plastics products (25); Manufacture of other non-metallic mineral products 
(26); Manufacture of basic metals (27); Manufacture of fabricated metal products, except machinery 
and equipment (28); Manufacture of machinery and equipment n.e.c. (29); Manufacture of office, 
accounting and computing machinery (30); Manufacture of electrical machinery and apparatus n.e.c. 
(31); Manufacture of radio, television and communication equipment and apparatus (32); Manufacture 
of medical, precision and optical instruments, watches and clocks (33); Manufacture of motor vehicles, 
trailers and semi-trailers (34); Manufacture of other transport equipment (35); and Manufacture of 
furniture; manufacturing n.e.c. (36). In accordance with previous research (Torres García et al. (2018); 
Casas, 2020; Gopinath et al., 2020), the sector “Manufacture of coke, refined petroleum products, and 
nuclear fuel” (23) is not included in the sample. This decision is based on the strong association of this 
sector with commodity-based sectors. It can be assumed that the dynamics of commodity-related sectors 
differ from those of other manufacturing sectors (Casas et al., 2017).
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PPI data is not available at the two-digit level for all sample years; to impute data 
for the missing years, the growth rate of aggregate manufacturing PPI, wholesale, or 
consumer price inflation is used (16.2%). Table 7 in the Appendix gives an overview 
of the sources and data used for each country to create the sectoral price database.

2.3  Empirical approach

In line with the theoretical model from above, the following multiple fixed effects 
panel data model is used to estimate the impact that RER movements have on 
aggregate manufacturing exports:

where i stands for country, b for the 38 trade partners, s for the 21 manufacturing 
sectors, and t for the 18 years under consideration, lnX is the natural logarithm of 
manufacturing exports (in constant USD), lnRER is the natural logarithm of either 
(3) or (4),  lnY∗ is the natural logarithm of the GDP of the trade partners (in constant 
USD), � are time fixed effects, � is the interaction of a time dummy and a country 
dummy, � are individual fixed effects, and � is an error term.

The use of multiple fixed effects models is common in papers that study the 
impact of RER movements on exports (e.g., Ahmed et al., 2017; Chen & Juvenal, 
2016; Li et al., 2015; Neumann & Tabrizy, 2021). The advantage of this methodol-
ogy is that it allows controlling for time-invariant heterogeneity across bilateral trade 
partnerships in each sector ( � ) and time-variant effects ( �,� ). To be more specific, 
� controls for constant bilateral export determinants that have been identified by the 
gravity literature –such as physical distance, contiguity, common language, common 
currency, colonial ties, one partner being a landlocked or remote county– as well 
as for unobservable sector specific components. Meanwhile, � controls for time-
specific effects that affect all panel units in the same way, and � controls for time-
specific effects that affect each country differently.

Including the RER as an explanatory variable of exports means that some 
econometric concerns need to be mitigated. According to theory, trade is a 
determinant of the nominal exchange rate, which creates the possibility of 
simultaneous causality between lnRER and lnX . Moreover, contemporaneous 
collinearity between lnY∗ and lnRER might be present. To address both issues, both 
lnRER variables are included with a one-year lag, while lnY∗ is included with its 
contemporaneous value.4 To include lnRER with a time lag is in line with the J-curve 
theory, which states that firms and consumers take some time to adjust to price 
changes. Another potential econometric strategy to address these concerns would 
be using generalized method-of-moments (GMM) estimators. However, given that 
the sample has a relatively large T, GMM estimators will likely produce inconsistent 
estimates.5 Other alternative solutions, like the fully modified ordinary least squares 
(FMOLS), mean-group (MG), and pooled mean-group (PMG) estimators, are not 

(5)lnXibst = �0lnRERibs,t−1 + �1lnY
∗

bt
+ �t + �it + �ibs + �ibst

4 The results are robust when lnY∗ is considered with a one-year lag instead its contemporaneous value.
5 The main findings are robust when a system GMM estimation approach is used. However, the 
regressions suffer from over-identification issues. Hence, we abstain reporting these results.
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viable because panel data unit root tests indicate that the export and RER data is 
stationary (see Table 8 in the Appendix).

Regarding the data for bilateral exports and GDP, nominal bilateral export data 
at the ISIC Rev. 3 two-digit level is readily available in WITS (2020b), while real 
GDP data is readily available from the World Bank (2020). The nominal export data 
is deflated with the US GDP deflator (World Bank, 2020) to obtain real bilateral 
exports. To calculate the weighted average GDP of each trade partner, the real GDP 
data is adjusted with bilateral trade weights of manufacturing exports. The applica-
tion of the natural logarithm of variables in levels means that the obtained coeffi-
cients can be interpreted as RER ( �0) and income ( �1 ) elasticities, respectively.

The maximum number of observations is 172,368 (12i * 21 s * 38b * 18t). How-
ever, only for the SBRER and X , each of them has a distinct value. In the case of 
the BRER, on the contrary, only 8,208 of the 172,368 observations have a different 
value (while 164,160 values are repeated) because each s has the same value in a 
given i and t. Similarly, only 684 observations have a specific value of Y∗ , since the 
trade partners’ GDP is the same for each i and s. Concerning the descriptive sta-
tistics, Table 1 shows that the mean and median values of the BRER and SBRER 
are nearly identical but that a higher level of disaggregation increases the standard 
deviation and the range of their min and max values. The latter indicates that the 
more precise measurement of the SBRER might help reveal important distinctions 
between sectors masked by more aggregate measures. The regression results of the 
following section will reveal if the differences between the two measures are suffi-
ciently important to influence the main results obtained from the regressions.

3  The impact of the RER on Latin American manufacturing exports

3.1  Baseline regressions

Table 2 summarizes the results of the regression described in (5). The BRER measure 
in regression (i) has the theoretically expected negative sign, but the coefficient is 
not statistically significant. This finding suggests that Latin American manufacturing 
exports do not react to RER movements, which is at odds with theory and the 

Table 1  Descriptive statistics

This table shows the descriptive statistics of the non-logarithmic values of the variables used in the 
baseline regressions

Obs Mean Median Std. Dev Min Max

X
sbt
(inUSDthousands) 172,368 44,232.6 111.9 780,288.8 0 87,300,000

BRER
sbt

172,368 99.4 98.3 30.4 20.6 449.7
SBRER

sbt
172,368 99.7 98.4 34.3 11.5 802.2

Y
∗
bt
(inUSDmillions) 172,368 1,407,596 424,163.2 2,730,676 6,755.1 17,900,000
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empirical findings from firm-level single-country studies. However, regression (ii) 
shows that when instead the SBRER is used as the exchange rate measure, this result 
changes in the sense that its coefficient is significant at the 1% level. The SBRER 
coefficient value of 0.24 indicates that a 10% appreciation (depreciation) leads to 
a 2.4% decrease (increase) in manufacturing exports. This RER elasticity is lower 
than those reported in Torres García et  al. (2018) for Colombia (value 0.77) and 
in Fornero et al. (2019) for Chile (range 0.4; 0.6), for example, but its value seems 
reasonable – especially considering the above-mentioned weak reaction of the 
region’s manufacturing exports after the depreciation of the mid-2010s.

As discussed in the previous section, we rely on fixed effects to control for bilat-
eral trade determinants distinct from the real exchange rate and foreign income 
because most of them are time-invariant. A notable exception in this regard are free 
trade agreements (FTAs). To ensure the robustness of our results and to prevent bias 
resulting from omitting this trade determinant, regressions (ii) and (iv) include a 
dummy variable for bilateral free trade agreements (FTAs) that has the same value 
for all sectors. This variable was obtained from CEPII (2023). Nonetheless, the 
inclusion of this variable does not affect the RER elasticities in a meaningful way 

Table 2  The impact of the RER on Latin American manufacturing exports (2001–2018)

This table summarizes the fixed-effects panel data regressions results for 12 Latin American countries. 
The dependent variable is the log of real manufacturing exports, considering 21 sectors and 38 trade 
partners. The second row specifies the RER index used as the explanatory variable in each regression. 
lnRER refers to the logarithm of the respective real exchange rate index used, lnY* stands for the log of 
real GDP of the countries’ trade partners, Time FE are time dummies, Group FE refers to fixed group 
means, Time*country FE are time dummies interacted with country dummies, and FTA is a bilateral free 
trade agreement dummy. All regressions include an unreported constant. The values in parenthesis are 
robust standard errors; 1%, 5% and 10% levels of significance are indicated by ***, ** and *, respectively

(i) (ii) (iii) (iv)

BRER BRER SBRER SBRER
lnRER

ibs,t−1 − 0.0829 − 0.0854 − 0.2358*** − 0.2385***
[0.0836] [0.0834] [0.0673] [0.0672]

lnY*t 2.2720*** 2.2351*** 2.2092*** 2.1715***
[0.1333] [0.1334] [0.1326] [0.1328]

Time FE x x x x
Group FE x x x x
Time*Country FE x x x x
FTA x x
Groups 9,576 9,576 9,576 9,576
Countries 12 12 12 12
Obs. per country 13,566 13,566 13,566 13,566
Total observations 162,792 162,792 162,792 162,792
R-squared 0.0766 0.0767 0.0768 0.0769
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(see Table 2). A likely explanation is that in most groups the dummy value is time-
invariant,6 and within these groups the effect of the FTA is captured by the group 
fixed effects.

In all regressions the predicted income elasticity is significant with the expected 
positive sign and similar values, suggesting that a 10% increase in external income 
leads to an approximately 22% increase in manufacturing export. Considering that 
the income elasticity is higher than the SBRER elasticity, the results indicate that 
Latin American manufacturing exports are more sensitive to changes in external 
income changes than to movements of the RER. This finding is in line with Fornero 
et al.’s (2019) results for Chilean manufacturing exports. Most importantly for our 
purpose, Table 2 indicates that the use of aggregated BRER measures can lead to 
misleading results and that it is important to account for sectoral heterogeneity when 
estimating export elasticities.

3.2  Sectoral RER export elasticities

The pooled data from above might mask important differences across sectors. 
According to theoretical models (Chen & Juvenal, 2016) and previous empirical 
findings (Neumann & Tabrizy, 2021; Thorbecke & Smith, 2010; Torres García et al., 
2018), the responsiveness of exports to RER movements can differ substantially 
between sectors. One important reason for this sectoral heterogeneity is that exports 
of products that have a low complexity tend to respond more to RER movements on 
the grounds that they can be substituted more easily than more complex products 
and that they tend to have a lower cost share that is paid in the currency of the 
destination country (because they rely more on local labor and less on imported 
inputs and have lower distribution costs). Following Hidalgo and Hausmann (2009), 
with complexity we are referring to the required sophistication and diversity of 
productive know-how necessary for manufacturing products within a specific sector.

We thus make use of the disaggregated data at hand to explore the specific RER 
export elasticity from each sector ( �0 ) by interacting the respective BRER and 
SBRER variable with 21 sector dummies ( Ds15…Ds36):

The first observation from the results of this exercise, shown in Table 3, is that 
more sectors react significantly to RER movements when the SBRER is used 
instead of the BRER (12 vs. 7 sectors). The second observation is that, in line 
with the baseline regressions in Table 2, the SBRER values are higher than those 
of the BRER. The third observation is that the elasticities of the different sectors 
are distinct, but their differences are not overly large: The SBRER export elasticity 
ranges from 0.41 to 0.86 in the sectors with significant coefficients. Unexpectedly, 

(6)
lnX

ibst
= �1Ds15 ∗ lnRER

ibs,t−1 +…+ �21Ds36 ∗ lnRER
ibs,t−1

+ �1lnY
∗

bt
+ �2FTAbt

+ �
t
+ �

it
+ �

ibs
+ �

ibst

6 62% of the trade relationships had no bilateral Free Trade Agreement (FTA), and in 16% an FTA 
existed throughout the entire sample period.
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two of the twelve sectors with significant RER elasticities exhibit a positive sign: 
basic metals (27) and medical, precision and optical instruments (33). Similar 
findings are reported by Sierra and Manrique (2014) for Colombia, indicating 
that an RER appreciation leads to an increase in the value added of the medical, 
precision and optical instruments sector. In line with these authors, the reason for 
the sectors’ positive response to an RER appreciation is unclear to us. One potential 
explanation could be divergent demand patterns in the two sectors that may not be 
adequately captured by the overall demand proxy (i.e., foreign GDP). Unfortunately, 
the absence of sector-specific demand data prevents us from validating this potential 
explanation.

Table 3  RER export elasticities by sector

This table shows the RER elasticity of each manufacturing sector of the sample. The dependent variable 
is the log of bilateral real manufacturing exports. The variables of rows 3–23 are individual sector 
dummies multiplied by the BRER and SBRER, respectively. Both regressions include a constant, time 
fixed effects, group fixed effects, time*country fixed effects, and a bilateral FTA dummy variable. Please 
see Table 2 notes for more details

(v) (vi)

Sector BRER SBRER
Food products and beverages (15) 0.142 [0.2154] − 0.191 [0.2014]
Tobacco products (16) − 0.315 [0.2633] − 0.566*** [0.2049]
Textiles (17) − 0.688*** [0.2320] − 0.866*** [0.2164]
Wearing apparel and fur dressing (18) − 0.598** [0.2644] − 0.758*** [0.2305]
Leather dressing, footwear, etc. (19) − 0.739*** [0.2336] − 0.691*** [0.2040]
Wood and wood products etc. (20) − 0.287 [0.2445] − 0.418* [0.2278]
Paper and paper products (21) − 0.376* [0.2239] − 0.450** [0.1957]
Publishing and printing (22) − 0.345* [0.1768] − 0.498*** [0.1604]
Chemicals and chemical products (24) 0.039 [0.2616] 0.020 [0.2544]
Rubber and plastics products (25) 0.150 [0.1756] 0.111 [0.1645]
Other non-metallic mineral products (26) − 0.301 [0.2111] − 0.454** [0.1969]
Basic metals (27) 1.139*** [0.2864] 0.789*** [0.2597]
Fabricated metal products (28) 0.276 [0.2327] 0.069 [0.2181]
Machinery and equipment (29) − 0.139 [0.2232] − 0.198 [0.2094]
Office and computing machinery (30) − 0.164 [0.2204] − 0.611*** [0.2156]
Electrical machinery and apparatus (31) 0.282 [0.1918] − 0.020 [0.1833]
Radio, TV and communication equipment (32) − 0.330 [0.2030] − 0.478*** [0.1336]
Medical, precision and optical instruments (33) 0.603** [0.2408] 0.661*** [0.2047]
Motor vehicles (34) − 0.203 [0.2267] − 0.176 [0.2022]
Other transport equipment (35) 0.202 [0.2551] 0.248 [0.2210]
Furniture and other manufacturing (36) − 0.127 [0.1814] − 0.271 [0.1691]
lnY*t 2.235*** [0.1327] 2.173*** [0.1324]
Observations 162,792 162,792
Groups 9,576 9,576
R-squared 0.0781 0.0785
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Moreover, it is important to note that, as in the other regressions, the value 
of the income elasticity is substantially higher than the individual RER elastici-
ties, which suggests that the exports from all sectors are more sensitive to exter-
nal income changes than to RER movements. Most importantly, as expected, the 
results suggest that sectors primarily affected by SBRER movements exhibit rela-
tively low levels of product complexity (i.e., tobacco, textiles, wearing apparel, 
leather dressing and footwear, and wood and paper products). To verify econo-
metrically if the RER elasticity of sectoral exports in Latin America differs 
according to the complexity of each sector, we use the following regression:

where DL…DH are dummy variables that account for low-, medium- and high-
complexity sector groups.

The complexity of each sector is approximated by the median Product 
Complexity Index (PCI) value from the year 2018. The PCI “ranks the diversity and 
sophistication of the productive know-how required to produce a product. Products 
with a high PCI value (the most complex products that only a few countries can 
produce) include electronics and chemicals. Products with a low PCI value (the least 
complex product that nearly all countries can produce) include raw materials and 
simple agricultural products” (Atlas of Economic Complexity, 2020). PCI values are 
available from the Atlas of Economic Complexity (2020) at a three-digit HS4 level.7 
Using the HS Combined to ISIC Rev 3 concordance table from WITS (2020a), we 
construct a PCI value for each sector by taking the median of the PCI values of all 
products that comprise the respective sector.

Considering that no established complexity threshold values exist, we employ 
three different approaches to classify sectors. In the first approach, we divide the 
21 sectors equally into groups. The seven sectors with the highest PCI values are 
categorized into the high-complexity sector group (Group H; values > 0.55), the 
seven sectors with the lowest PCI values form the low-complexity sector group 
(Group L; < 0.10), and the remaining seven sectors are classified as medium-complex 
(Group M). In the second approach, the used thresholds are guided using a boxplot 
of the PCI median values (see Fig. 1 in the Appendix for the boxplot). In the third 
approach, we assume a light-tail distribution and divide the sectors that we classify 
as medium-complex into medium–high and medium–low categories.8Table  4 
provides an overview of the sector’s median PCI values and summarizes how the 
sectors are grouped in the three distinct classifications.

(7)
lnX

ibst
= �1DL

∗ RER
ibs,t−1 +⋯ + �

n
D

H
∗ RER

ibs,t−1 + �1Y
∗

bt

+ �2FTAbtt
+ �

t
+ �

it
+ �

ibs
+ �

ibst

7 The PCI “ranks the diversity and sophistication of the productive know-how required to produce 
a product. Products with a high PCI value (the most complex products that only a few countries can 
produce) include electronics and chemicals. Products with a low PCI value (the least complex product 
that nearly all countries can produce) include raw materials and simple agricultural products” (Atlas of 
Economic Complexity, 2020).
8 Please note that the grouping of the sectors remains consistent when mean values are used for 
classification instead of median values. The only exceptions are Tobacco products (16) and Leather 
dressing, footwear, etc. (19), which exhibit a reversed order when mean values are used instead of 
medians.
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The results in Table  5 indicate that RER movements primarily affect exports 
from low-complexity sectors. The interactions of BRER and SBRER with the low-
complexity group are significant in all regressions, regardless of the complexity 
threshold used. Notably, the results from the two RER measures differ; the 
coefficient size of SBRER is substantially larger than that of BRER. Specifically, 
the SBRER coefficients indicate that Latin America’s low-complexity sectors have 
an RER export elasticity slightly above 0.52 (i.e., a 10% depreciation approximately 
leads to a 5.2% increase in exports), whereas the BRER elasticity is below 0.38. 

Table 4  Sectoral median PCI values of sectors and overview of their grouping

This table shows the mean PCI values of each sector and to which complexity group they belong, 
according to three different classification approaches

Sector Median
PCI value

Equal-size 
distribution

Boxplot distribution Light-tail distribution

Medical, precision and optical 
instruments (33)

0.99 High
 > 0.55

High
 > 0.77

High
 > 0.90

Machinery and equipment (29) 0.97
Office and computing machinery 

(30)
0.94

Radio, TV and communication 
equipment (32)

0.83 Medium–high

Electrical machinery and 
apparatus (31)

0.79

Motor vehicles (34) 0.75 Medium
Fabricated metal products (28) 0.59
Publishing and printing (22) 0.54 Medium
Chemicals and chemical products 

(24)
0.51

Rubber and plastics products (25) 0.44
Paper and paper products (21) 0.40 Medium- low
Basic metals (27) 0.32
Other non-metallic mineral 

products (26)
0.27

Other transport equipment (35) 0.22
Furniture and other 

manufacturing (36)
0.03 Low

 < 0.10
Textiles (17) − 0.27
Wood and wood products etc. (20) − 0.54 Low

 < − 0.40Leather dressing, footwear, etc. 
(19)

− 0.64

Tobacco products (16) − 0.68 Low
 < − 0.65Food products and beverages (15) − 0.68

Wearing apparel and fur dressing 
(18)

-1.14

Average value all sectors 0.22
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Furthermore, the size and significance of the SBRER coefficient are more stable 
across the distinct specifications than those of the BRER.

Regarding medium-complexity exports, all BRER regression results suggest 
that this sector group is not significantly affected by RER movements. The same 
holds when using SBRER as a measure, and the sectors are divided equally 
across the three complexity groups (regression viii). However, when grouping 
the sectors according to the boxplot thresholds, the medium-complexity group 
interaction becomes borderline significant at the 10%-level of significance (with 
a p-value of 0.092). The RER elasticity of this group is much lower than that of 
the low-complexity sector group though (0.14 vs. 0.54). When using the light-
tailed classification, both the medium–low and medium–high complexity groups 
are significant, with the medium–low complexity group having a higher elasticity 
than the medium–high complexity group (0.27 vs. 0.18) but a substantially lower 
one than the low-complexity group (0.27 vs. 0.52).

Consistent with the sectoral elasticities that are reported in Table  3, high-
complexity exports seem to be the least affected by RER movements. The 
interaction of BRER and the SBRER with the high-complexity group dummy is 
not significant in five out of the six regressions, and in the only regression where 

Table 5  RER export elasticities according to sectoral complexity

This table shows the RER elasticity of sector groups. The sectors have been grouped according to their 
median Product Complexity Index (PCI) value, using three distinct approaches to classify sectors. The 
dependent variable is the log of bilateral real manufacturing exports. The variables low-, medium- and 
high-complexity are sector dummies multiplied by the BRER and SBRER, respectively. All regressions 
include a constant, time fixed effects, group fixed effects, time*country fixed effects, and a bilateral FTA 
dummy variable. Please see Table 2 notes for more details

(vii) (viii) (ix) (x) (xi) (xii)
Equal-size groups Boxplot groups Light-tailed groups

BRER SBRER BRER SBRER BRER SBRER

Low-complexity − 0.3735*** − 0.5511*** − 0.3597*** − 0.5421*** − 0.2573* − 0.5211***
[0.1054] [0.0904] [0.1222] [0.1041] [0.1508] [0.1276]

Medium-
complexity

0.0708 − 0.0410 − 0.0225 − 0.1378*
[0.1089] [0.0950] [0.0953] [0.0818]

Medium–low-
complexity

− 0.1483 − 0.2690***
[0.1045] [0.0901]

Medium–high-
complexity

− 0.0194 − 0.1844**
[0.1042] [0.0851]

High-complexity 0.0465 − 0.1356 0.0505 − 0.1568* 0.1001 − 0.0141
[0.1069] [0.0867] [0.1167] [0.0942] [0.1449] [0.1304]

Y*t 2.2351*** 2.1760*** 2.2351*** 2.1773*** 2.2351*** 2.1776***
[0.1333] [0.1327] [0.1333] [0.1327] [0.1334] [0.1328]

Observations 162,792 162,792 162,792 162,792 162,792 162,792
Groups 9,576 9,576 9,576 9,576 9,576 9,576
R-squared 0.0770 0.0773 0.0769 0.0772 0.0768 0.0771
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it is, the coefficient is only borderline significant at the 10%-level (with a p-value 
of 0.096) and has a low elasticity value (0.16). As discussed above, this finding 
aligns with previous literature.

To summarize, all regression results show that the SBRER measure tends to 
reveal higher elasticities than the BRER measure and that more sectors react 
significantly to RER movements when the SBRER is used. This finding is 
in accordance with the diverging RER elasticities reported by studies that use 
aggregate data versus those that use disaggregate data (i.e., firm-level studies tend 
to report higher RER elasticities than aggregate data studies). Furthermore, the 
results indicate that RER movements affect low-complexity sectors more strongly 
than medium-complexity sectors, and that exports from most high-complexity 
sectors do no react significantly to exchange rate changes. Moreover, the results 
show that only the SBRER measure is significant in the baseline regression. 
Overall, these results indicate that it is important to consider cross-sectoral 
distinctions regarding trade partners and production costs when estimating RER 
export elasticities at an aggregate level.

4  Conclusions

In this paper, we have exploited trade partner and cost variations across 
manufacturing sectors to determine the importance of RER movements for 
Latin American manufacturing exports during 2001–2018. To this end, we have 
constructed a comprehensive dataset of 172,368 unique SBRER observations. The 
results from the baseline regressions suggest that the manufacturing exports of the 
region do not react to bilateral RER movements. When instead the SBRER measure 
is used, which accounts for sectoral differences in terms of relative production 
costs, RER movements become a significant determinant of Latin American 
manufacturing exports. Moreover, the results indicate that the RER elasticities of 
exports from individual sectors and sector groups are distinct and that the more 
refined SBRER is better suited than the BRER to reveal these distinctions. Overall, 
the contribution of this paper is to provide a more sophisticated and nuanced 
analysis of the relationship between RER movements and exports in Latin America, 
which can help inform policy decisions aimed at promoting economic growth and 
development in the region.

More specifically, in the Latin American case, RER movements mainly seem to 
affect manufacturing exports with a low level of product complexity and, to a lesser 
extent, those of medium complexity. This finding only provides partial support to the 
view that a competitive RER can act as an effective industrial policy tool that fosters 
economic growth (see, e.g., Eichengreen, 2007; Gala, 2008; Rodrik, 2008; Bresser 
Pereira, 2020) because it implies that exchange rate management policies yield 
limited benefits for high-complexity sectors. Besides, Latin American countries 
should be aware that such policies will have varying effects on individual sectors. 
This insight can help policymakers to identify better whether the potential gains 
of establishing competitive RER outweigh the associated costs (such as increasing 
import prices and declining real wages). Considering the existing trade-offs, recent 
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research recommends implementing a system of multiple real exchange rates to 
target specific sectors (Guzman et  al., 2018). While implementing multiple real 
exchange rates seems challenging in practice, our findings might be helpful for 
countries that aim to adopt such a policy.

Finally, it is important to note that the regression results indicate that Latin 
American manufacturing exports are more sensitive to external income changes than 
to RER movements. Hence, the region’s policymakers should increase their efforts 
to develop strategies that enable firms to export to countries with large market 
potential. However, to define specific policy proposals, it would be important that 
future research corroborates our findings on a country level, given that our cross-
country analysis may mask important differences between countries. Moreover, 
future research might want to study in how far the reliance on imported inputs differs 
between sectors with varying degrees of complexity and whether such a difference is 
an additional explanatory factor for the observed heterogeneity across sectors. It was 
beyond the scope of this paper to consider this potential distinction between sectors 
because, to our best knowledge, bilateral sectoral input data is not publicly available 
for our sample.

Fig. 1  Boxplot of the median PCI values. Note: This figure shows the boxplot of the sector’s median PCI 
values (see Table 4 for details)
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Appendix

See Fig. 1 and Tables 6, 7, and 8.

Formal derivation of the sectoral trade model

To modify Reinhart’s (1995) country trade model, we assume that bilateral export 
demand for the manufacturing goods of a developing country is determined 
considering a maximization problem of foreign country households, which 
consume a non-tradable domestic good ( h∗

t
 ), and a variety of imported goods 

( xj, j = 1, 2,… J ), where j represents the existing varieties. Assuming � is the 
subjective discount rate, the utility function of the representative foreign consumer 
is as follows:

Supposing furthermore that the domestic good and the imported varieties are 
imperfect substitutes, the functional form of the utility function can be expressed as

where α and ρ are the parameters of the utility function.

(1.a)U = ∫
∞

0

e−�tU(h∗
t
, x1,… , xJ)

(2.a)U = h∗�
t

{[
x
�

1
+ x

�

2
+⋯ + x

�

J

] 1

�

}(1−�)

Table 8  Phillips–Perron panel 
data unit root test statistics

This table shows the results of Fisher-type Phillips–Perron unit-
root tests on ln X and ln SBRER (specifying one lag in the Stata 
command). With one exception, all tests reject the null hypothesis 
that all panels contain unit roots at the 1%-level (the respective 
p-values are listed in brackets)

P Z L* Pm

lnX
sbt

62,600 − 125.3 − 156.9 222.2
(0.00) (0.00) (0.00) (0.00)

lnSBRER
sbt

23,300 − 1.80 − 7.97 20.98
(0.00) (0.04) (0.00) (0.00)
with demean option

lnX
sbt

70,400 − 141.8 − 175.7 261.9
(0.00) (0.00) (0.00) (0.00)

lnSBRER
sbt

24,600 − 6.59 − 12.3 28.0
(0.00) (0.00) (0.00) (0.00)
with time trend option

lnX
sbt

61,700 − 117.0 − 150.1 217.2
(0.00) (0.00) (0.00) (0.00)

lnSBRER
sbt

34,700 − 34.6 − 45.1 79.4
(0.00) (0.00) (0.00) (0.00)
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Taking the natural logarithm of both sides, the utility function for a given period 
is given by (3.a):

Concerning the flow budget constraint, it is assumed that the foreign consumer 
possesses a certain quantity of the non-tradable domestic good ( q∗

t
 ), that has a price 

of p∗ , and a certain quantity of a variety ( l ) of tradable goods ( ml, l = 1, 2,…L ) 
that are not consumed domestically but instead exported to the developing country 
and have a price of pm

l
 . The total income of the foreign country, normalized by the 

available quantities of the non-tradable domestic good, is thus:

Assuming that the foreign country is a net lender to the rest of the world that 
can accumulate assets, it also receives interest ( r∗

t
 ) for its total foreign assets ( A ). 

Henceforth, the inter-temporal budget restriction of the foreign country is expressed 
as in (5.a):

where px
j
 is the price of the j-th imported good.9 The Hamiltonian of the problem is 

expressed as follows:

The first order condition in respect to the j-th imported good of the foreign country (
x̂
jt

)
 is

(3.a)ln(U) = �ln(h∗
t
) +

(1 − �)

�
ln

J∑
j=1

x
�

j

(4.a)yt = q∗
t
+

(
1

p∗

) L∑
l=1

pm
lt
mlt

(5.a)Ȧ = q∗
t
+

(
1

p∗

) L∑
l=1

pm
lt
mlt + r∗

t
A

(
px
j

p∗

)

t

− h∗
t
−

J∑
j=1

px
j

p∗
xtj

(6.a)

H = �ln
(
h∗
t

)
+

(1 − �)

�
ln

J∑
j=1

xtj + �t[q
∗

t
+

(
1

p∗

) L∑
l=1

pm
lt
mlt + r∗

t
A

(
px
j

p∗

)

t

− ht −
1

p∗

J∑
j=1

px
jt
xjt]

(7.a)
�H

�ht
=

�

ht
− �t = 0

(8.a)
�H

�x̂
jt

=
(1 − �)

�

1

xjt
− �t

(
px
ĵ

p∗

)

t

= 0

9 To simplify the model, it is assumed that the return on the assets is expressed in terms of a single 
import price.
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Combining (7.a) and (8.a) reveals the relationship between the consumption of 
the non-tradable domestic good and imported goods in the foreign country:

The long-run determinants of the exports of a developing country can be 
obtained by guaranteeing (9.a) and that q∗

t
= h∗

t
 . With this condition, and using 

(10.a), the following expression is derived:

Taking the natural logarithm of (12.a) and isolating imports from the ĵ  good 
gives (13.a):

Now, defining X
t̂j
= ln

(
x
t̂j

)
 : imports (exports) from the foreign country (devel-

oping country); w∗

t̂j
= ln

⎡
⎢⎢⎢⎢⎣

�
1

p∗

�∑L

l=1
pm
lt
mlt + r∗

t
A
�

px
j

p∗

�
t
−

1

p∗

∑J

j = 1

j ≠ ĵ

px
jt
xjt

⎤⎥⎥⎥⎥⎦
 : dispos-

able income from the foreign country to buy the imported good X
t̂j

 ; and 

P
t̂j
= ln

(
px
ĵ

p∗

)

t

 : relative price of the good ĵ  with respect to the price of the non-

tradable domestic good, which is equivalent to the bilateral real exchange rate of 

(9.a)
�H

�At

= �tr
∗

t

(
px
j

p∗

)

t

= ��t − �t

(10.a)
�H

��t
= q∗

t
+

(
1

p∗

) L∑
l=1

pm
lt
mlt + r∗

t
A

(
px
j

p∗

)

t

− h∗
t
−

1

p∗

J∑
j=1

px
jt
xjt = 0

(11.a)h∗
t
=

��

(1 − �)
x̂
jt

(
px
ĵ

p∗

)

(12.a)
x̂
jt

(
px
ĵ

p∗

)
=

(
1

p∗

) L∑
l=1

pm
lt
mlt + r∗

t
A

(
px
j

p∗

)

t

−
1

p∗

J∑
j = 1

j ≠ ĵ

px
jt
xjt

(13.a)

ln

�
x̂
jt

�
= ln

⎡
⎢⎢⎢⎢⎢⎢⎣

�
1

p∗

� L�
l=1

pm
lt
mlt + r∗

t
A

�
px
j

p∗

�

t

−
1

p∗

J�
j = 1

j ≠ ĵ

px
jt
xjt

⎤
⎥⎥⎥⎥⎥⎥⎦

− ln

�
px
ĵ

p∗

�
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the good ĵ  ( RER
t̂j

 ). The equation that summarizes the determinants of the exports 
of the sector ĵ  to the foreign country is defined as follows:
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