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Abstract
A new set of tools to measure the time stationarity, shape and ordinal ranking bias 
of Revealed Comparative Advantage (RCA) indexes is suggested. The aim is to 
help select the most consistent RCA index for a given set of countries, products and 
time periods, which is especially relevant for economic policy based on compara-
tive advantages. The GMM estimation of an AR(1) process based on RCA indexes 
provides three measures of time stationarity that are more rational than the meas-
ures available in the literature. Furthermore, we revise the statistics that are com-
monly used to capture shape. Finally, with respect to ordinal ranking bias, we mod-
ify the use of Spearman’s rank correlation coefficient in Leromain and Orefice (Int 
Econ 139:48–70, 2014) and generalize the non-parametric measure of Stellian and 
Danna-Buitrago (J Appl Econ 22(1):349–379, 2019). We discuss different methods 
of ranking RCA indexes according to all proposed measures. An application to 33 
RCA indexes, 67 trade areas and three product classifications shows that, on aver-
age, the most accurate RCA indexes are Contribution-to-the-Trade-Balance indexes, 
Revealed Competitiveness indexes and regression-based indexes.
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1 Introduction

Since Balassa (1965), comparative advantages have been measured through 
Revealed Comparative Advantage (RCA) indexes. RCA indexes are calculated 
using trade data under the assumption that trade flows can “reveal” comparative 
advantages. To the question “how can trade data be used to calculate an RCA 
index?”, Balassa (1965) suggests a simple and intuitive answer: if a product has 
greater weight in some country’s total exports than in a given trade area, then 
this divergence can be interpreted as the consequence of comparative advantage. 
In this regard, the RCA index from Balassa (1965), hereafter referred to as the 
B index, is calculated as the share of that product in the country’s total exports 
divided by the share of the product in total exports from all countries in the trade 
area. Thus, the B index reveals comparative advantages (disadvantages) if its 
value is greater (less) than 1.

The widespread use of the B index would convey the idea that comparative 
advantages should be measured according to that index. Recent examples of the 
use of the B index include: Barattieri (2014), Nath et al. (2015), Nath and Gos-
wami (2018), Bagci (2016), Carrère and Strauss-Kahn (2017), Kathuria (2018), 
Lectard and Rougier (2018), Bahar et al. (2019). In addition, various international 
organizations seem to support the B index, such as the World Bank in its World 
Integrated Trade Solutions. database, the World Trade Organization in its Practi-
cal guide to trade policy analysis (Bachetta et al., 2012), and the United Nations 
Conference on Trade and Development in its RCA radar plots.

However, doubts about the B index have been expressed in the literature. These 
doubts primarily concern the “theoretical” properties of the B index, namely the 
nature of the variables used by the B index and the method used to incorporate 
these variables into a formula. For instance, the B index is based on export data 
but ignores import data. However, using both export and import data would 
increase the precision of measurements of comparative advantages by better cap-
turing both the demand and supply dimensions (Vollrath, 1991). Furthermore, the 
B index is subject to a size bias: a country can be associated with high values of 
the B index and, consequently, strong comparative advantages even if the coun-
try represents a relatively small share of exports (i.e., a small “size”) in a given 
trade area (Leromain & Orefice, 2014). Similarly, the B index reveals compara-
tive advantages if its value is greater than 1 and comparative disadvantages if its 
value belongs to [0, 1). Because there is an upper-bound for comparative disad-
vantages but not comparative advantages, the B index does not measure compara-
tive advantages and disadvantages in the same way (Laursen, 2015). Lastly, the B 
index is not additive; that is, “EU’s comparative advantage in producing vehicles 
can be measured by the sum of its membership countries’ comparative advantage 
in producing vehicles; and China’s comparative advantage in the various labor-
intensive products as a whole can be measured by the sum of China’s comparative 
advantage in each specific labor-intensive product” (Yu et al. 2009, p. 273).

In addition to doubts about the theoretical properties of the B index, concerns 
have arisen regarding its “empirical” properties, namely the properties of the 

https://wits.worldbank.org/wits/wits/WITSHELP/Content/Utilities/e1.trade_indicators.htm
https://wits.worldbank.org/wits/wits/WITSHELP/Content/Utilities/e1.trade_indicators.htm
https://unctadstat.unctad.org/EN/RcaRadar.html
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values of the B index when applied to a given set of countries, products and peri-
ods. Three main shortcomings have been reported. First, the B index proves to be 
unstable over time even though comparative advantages are supposed to be sticky 
over time. Second, the shape of its statistical distribution is asymmetric despite 
the fact that symmetry better reflects the fact that comparative disadvantages 
counterbalance comparative advantages, and exhibits fat tails even though obser-
vations suggest that strong comparative (dis)advantages are relatively rare. Third, 
the B index is subject to an ordinal ranking bias as the values of the B index may 
not rank countries in a consistent way (Yeats, 1985; Hoen & Oosterhaven, 2006; 
Yu et al., 2009; Leromain & Orefice, 2014; Liu & Gao, 2019).

This paper focuses on these three empirical properties—time stationarity, sym-
metric shape with thin tails, and minimization of ordinal ranking bias—and sug-
gests a new set of measures to evaluate the ability of the B index and its alterna-
tives to fit these properties. These new measures represent revisions of the measures 
already used in the literature, with the aim of increasing their reliability. Ultimately, 
these improved measures enhance the selection of the most appropriate RCA index 
to apply to a given set of countries, products and periods, based on a discussion 
of the empirical properties of RCA indexes together with a consideration of their 
theoretical properties. This is especially relevant for the design of economic poli-
cies on the basis of comparative advantages (on this point, see Gallardo 2005). We 
discuss different methods to rank RCA indexes according to all proposed measures, 
and we apply these methods to a data set of more than 595 million values of 33 RCA 
indexes encompassing different trade areas and product classifications.

The rest of the paper is organized as follows. Section 2 briefly reviews the most 
representative RCA indexes in the literature. Sections 3, 4 and 5 present our new 
tools to evaluate the time stationarity, shape and ordinal ranking bias of RCA 
indexes, respectively. Section 6 describes our ranking of RCA indexes according to 
all measures, and Sect. 7 presents our empirical assessment of RCA indexes. Con-
cluding remarks are given in Sect. 8.

2  An overview of RCA indexes

Let J be a set of countries that form a trade area, K a set of products (or sectors) and 
T a set of time periods. An RCA index is a (many-to-one) function from J × K × T  
to ℝ or a subset of ℝ such that every triplet (i, k, t) ∈ J × K × T  is associated with 
a unique real number, which we denote as RCAikt . There exists a comparative-
advantage “neutral” value � such that the inequality RCAikt > 𝜙 reveals comparative 
advantages for country i in J with respect to product k in time period t. The ine-
quality RCAikt < 𝜙 reveals comparative disadvantages, and the equality RCAikt = � 
reveals the absence of comparative advantages and disadvantages. In this regard:
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• If RCAi1kt
> RCAi2kt

> 𝜙 , country i1 has a higher comparative advantage than 
country i2 for product k in period t. If 𝜙 > RCAi1kt

> RCAi2kt
 , i1 has a lower com-

parative disadvantage than i2 for k in t.
• If RCAik1t

> RCAik2t
> 𝜙 , i has a higher comparative advantage for product k1 

than for product k2 in t. If 𝜙 > RCAik1t
> RCAik2t

 , i has a lower comparative dis-
advantage for k1 than for k2 in t.

• If RCAikt1
> RCAikt2

> 𝜙 , i has a higher comparative advantage for k in period t1 
than in period t2 ; and if 𝜙 > RCAikt1

> RCAikt2
 , i has a lower comparative disad-

vantage for k in t1 than in t2 (Danna-Buitrago, 2017).

We define Bikt as the B index calculated for (i,  k,  t): Bikt = (Xikt∕Xi.t)∕(X.kt∕X..t) 
where Xikt ∈ ℝ+ denotes the exports of k from i to the other countries among J in 
t; Xi.t =

∑
l∈K Xilt denotes the exports from i to the other countries among J for all 

products among K (in t); X.kt =
∑

j∈J Xjkt denotes the exports of k from every country 
to another among J; and X..t =

∑
j∈J

∑
l∈K Xjlt denotes the exports from every coun-

try to another among J for all products among K. Bikt > 1 implies that k has more 
weight in the exports of i in t relative to a “typical” country among J (French, 2017) 
and therefore should reveal comparative advantages for (i,  k,  t). On the contrary, 

Table 1  The B index and alternatives (1)

� is the neutral value of an RCA index. Regarding the B2D index, sit = sign(Xi.t −Mi.t) = −1 if 
Xi.t −Mi.t < 0 , else 1. Regarding the B2G index, Yit is the GDP of country i in t, and Y

.t =
∑

j∈J Yjt

Index Formula Range � Proposed by

B Xikt∕Xi.t

X.kt∕X..t

ℝ+ 1  Balassa (1965)

AB Xikt

Xi.t

−
X.kt

X..t

[−1, 1] 0  Hoen and Oosterhaven (2006)

SB Bikt − 1

Bikt + 1

[−1, 1] 0  Dalum et al. (1998), Laursen (2015)

WB
K Bikt

1

#K

∑
l∈K

Bilt

ℝ+
1

#K

∑
l∈K

Bilt
 Proudman and Redding (1998, 

2000)

WB
J Bikt

1

#J

∑
j∈J

Bjkt

ℝ+
1

#J

∑
j∈J

Bjkt
 Amador et al. (2011)

B2 Xikt −Mikt

Xikt +Mikt

[−1, 1] 0  Balassa (1986)

B2D
(
B2ikt∕ Xi.t−Mi.t

Xi.t+Mi.t
− 1

)
× sit

ℝ 0  Donges and Riedel (1977)

B2G
B2ikt ×

(Xikt+Mikt )∕Yit
(X.kt+M.kt )∕Y.t

ℝ 0  Gnidchenko and Salnikov (2015)

M Xikt

Xi.t

−
Mikt

Mi.t

ℝ 0  Michaely (1962)
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0 ≤ Bikt < 1 reveals comparative disadvantages, and Bikt = 1 is the comparative-
advantage neutral value.

As summarized in Tables  1, 2 and 3, various alternatives to the B index have 
been proposed in the literature. Some of these alternatives stem from modifications 

Table 2  The B index and alternatives (2)

� is the neutral value of an RCA index. wkt = (X.kt +M.kt)∕(X..t +M..t) is the share of k in the total trade 
of J in t. Yit and yit are the GDP and GDP per capita of country i in t, respectively. Ȳt and ȳt are the aver-
ages of Yit and yit throughout J, respectively

Index Formula Range � Proposed by

RC
SBikt −

(Mikt∕Mi.t )∕(M.kt∕M..t ) − 1

(Mikt∕Mi.t )∕(M.kt∕M..t ) + 1

[−2,2] 0 Algieri et al. (2022), Danna-Buit-
rago and Stellian (2022)

RC
r

RC computed with trade flows weighted 
by wkr∕wkt

[−2,2] 0 Danna-Buitrago and Stellian (2022)

RC
Y

RCikt × m−Yit∕Ȳt+1 [−2m,2m] 0

RC
y

RCikt × m−yit∕ȳt+1 [−2m,2m] 0

RC
Y ,r

RC
Y computed with trade flows weighted 

by wkr∕wkt

[−2m,2m] 0

RC
y,r

RC
y computed with trade flows weighted 

by wkr∕wkt

[−2m,2m] 0

Table 3  The B index and alternatives (3)

� is the neutral value of an RCA index. For more details about the variables included in the Z index, 
please see the text. wkt = (X.kt +M.kt)∕(X..t +M..t) is the share of k in the total trade of J in t. Yit and yit 
are GDP and GDP per capita of country i in t, respectively. Ȳt and ȳt are the across-country averages of 
Yit and yit , respectively

Index Formula Range � Proposed by

Z zikt

z̄i.t

/ z̄.kt
z̄..t

ℝ+ 1 Leromain and Orefice (2014)

AZ zikt∕z̄i.t − z̄.kt∕z̄..t ℝ 0 This paper
NY ⎛⎜⎜⎝

Xikt−
X.kt

X..t

Xi.t

⎞⎟⎟⎠
∕X..t

ℝ 0 Yu et al. (2009)

CTB
W

(
Xikt−Mikt−wkt (Xi.t−Mi.t )

)
∕(X..t+M..t )

ℝ 0 Lafay (1987)

CTB
Y

(
Xikt−Mikt−wkt (Xi.t−Mi.t )

)
∕Yit

ℝ 0 Lafay (1992)

CTB
Y ,r

CTB
Y computed with trade flows weighted 

by wkr∕wkt

ℝ 0 De Saint Vaulry (2008)

CTB
W,r

CTB
W computed with trade flows weighted 

by wkr∕wkt

ℝ 0 Stellian and Danna-Buitrago (2022)

CTB
W,Y

CTB
W
ikt
× m−Yit∕Ȳt+1 ℝ 0

CTB
W,y

CTB
W
ikt
× m−yit∕ȳt+1 ℝ 0

CTB
W,Y ,r

CTB
W,Y computed with trade flows 

weighted by wkr∕wkt

ℝ 0

CTB
W,y,r

CTB
W,y computed with trade flows weighted 

by wkr∕wkt

ℝ 0
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of the B index. The “additive” version of the B index (Hoen & Oosterhaven, 2006), 
referred to as the AB index, calculates the difference between Xikt∕Xi.t and X.kt∕X..t 
instead of the ratio, namely ABikt = Xikt∕Xi.t − X.kt∕X..t . The “symmetric” version 
of the B index (Dalum et al., 1998; Laursen, 2015), which we denote as SB, is an 
approximation of the log of the B index around the neutral value of the B index 
(i.e., 1):1 SBikt = (Bikt − 1)∕(Bikt + 1) . Furthermore, in “weighted” versions of the 
B index, Bikt is normalized by the average B index either across products (K) for a 
given country (Proudman & Redding, 1998, 2000) or across countries (J) for a given 
product (Amador et al., 2011). We write as WBK and WBJ these weighted versions 
of the B index: WBK

ikt
= Bikt∕

1

#K

∑
l∈K Bilt and WBJ

ikt
= Bikt∕

1

#J

∑
j∈J Bjkt.

Other RCA indexes are based not only on exports but also on imports. For this 
purpose, let us denote as Mikt the imports of k by i in t, and as Mi.t , M.kt and M..t 
as the counterparts of Xi.t , X.kt and X..t , respectively. The RCA index suggested by 
Balassa (1986) and referred to as the B2 index consists of the trade balance associ-
ated with (i, k,  t), that is, Xikt −Mikt , normalized by the total trade associated with 
(i, k, t), namely Xikt +Mikt . Donges and Riedel (1977) and Gnidchenko and Salnikov 
(2015) subsequently proposed modifications of B2. Donges and Riedel (1977) cal-
culate the ratio of B2ikt to the same type of ratio calculated at the level of K—that is, 
(Xi.t −Mi.t)∕(Xi.t +Mi.t)—before subtracting 1 from that ratio and ultimately multi-
plying by 1 or -1 depending on the sign of the total trade balance Xi.t −Mi.t associ-
ated with (i, t). Gnidchenko and Salnikov (2015) take into account GDP in addition 
to exports and imports. Their RCA index, which we denote as B2G, weights B2ikt by 
the relative openness rate, defined as the ratio of trade Xikt +Mikt to the GDP of i in t 
divided by the same ratio at the level of J.

Michaely (1962) proposes an RCA index that, like the B2, B2D and B2G indexes, 
takes into account both exports and imports. This RCA index calculates the differ-
ence between Xikt∕Xi.t and Mikt∕Mi.t instead of the difference between Xikt∕Xi.t and 
Xi.t∕X..t , contrary to the AB index. Consequently, the share of k in i’s imports substi-
tutes for the share of k in J’s exports. Another solution is suggested by Algieri et al. 
(2022) and Danna-Buitrago and Stellian (2022) and is the difference between the 
SB index and the same kind of metric in relation to imports, that is, the log-approx-
imation of (Mikt∕Mi.t)∕(M.kt∕M..t) . This RCA index is denoted as RC and is rather 
similar to the RCA index labelled “Revealed Competitiveness" suggested by Voll-
rath (1991). Vollrath (1991) proposes removing the trade flows involving k and/or i 
when exports are added up across products and/or countries. For example, X.kt − Xikt 
substitutes for X.kt ; therefore, Xikt∕Xi.t becomes Xikt∕(Xi.t − Xikt) . This would enable 
a clear distinction between k and the other products, and between i and the other 
countries. Danna-Buitrago and Stellian (2022) explain that preserving these flows is 
necessary because otherwise the values of the corresponding RCA index cannot be 

1 SBikt < ln(Bikt) if Bikt > 1 ; that is, the approximation gives a smaller value than the log if applied to a 
number higher than 1. SBikt > ln(Bikt) if 0 < Bikt < 1 ; that is, the approximation gives a higher value than 
the log if applied to a number smaller than 1 (and greater than zero). Lastly, the approximation is more 
accurate if the B index is closer to 1. Note that the approximation of the log must substitute for the log 
because the log of B is undefined if Bikt = 0 , which occurs when i does not export k in t (Laursen, 2015).
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computed if a country is the sole exporter or importer of some product2. In addition, 
Vollrath (1991) applies the log to the corresponding export-based and import-based 
ratios instead of the approximation of the log. Again, as argued by Danna-Buitrago 
and Stellian (2022), using the log prevents the calculation of an RCA index through-
out a given set of countries, products and time periods.3

Further improvements to the RC index have subsequently been suggested, thus 
making RC the baseline RCA index of a whole class of RCA indexes. First, the RC 
index can be adjusted by multiplying it by a coefficient whose value is based on the 
respective GDPs of all countries in J. The purpose of this coefficient is to better 
measure comparative advantages as GDP differentials between countries is a proxy 
for differences in the availability of economic resources for creating comparative 
advantages or enhancing existing comparative advantages. The coefficient is given 
by m−Yit∕Ȳt+1 ∈ [0,m) where m is strictly positive and Ȳt denotes the across-coun-
try average GDP in t. The corresponding RCA index is denoted RCY if the afore-
mentioned coefficient is based on GDP, and RCy if GDP per capita is used instead 
(Danna-Buitrago & Stellian, 2022; Stellian & Danna-Buitrago, 2022).

Second, following the RCA indexes in terms of contribution to the trade bal-
ance—which are presented thereafter—every trade flow can be adjusted so that 
the share of k in total trade is the same in each period and corresponds to the 
share of a given reference period r. For this purpose, every export/import flow 
associated with (k,  t)—Xikt and Mikt ∀i ∈ J—is multiplied by wkr∕wkt where 
wkt = (X.kt +M.kt)∕(X..t +M..t) is the share of k in the total trade of J in t.4 The cor-
responding RCA index is denoted as RCr . Third, GDP adjustment and trade-flow 
adjustment can take place together. The corresponding RCA indexes are denoted as 
RCY ,r and RCy,r , respectively.

Another RCA index is suggested by Leromain and Orefice (2014). This 
RCA index, which we denote as Z, is based on the variable zikt , which is a 
proxy for the Ricardian fundamental productivity level of i with respect to 
k in t. In line with the micro-founded Ricardian model of Costinot et  al. (2012), 
zikt verifies zikt = exp (�ikt∕�) where �ikt is derived from the OLS estimation of 
ln(xijkt) = �ijt + �ikt + �jkt + �ijkt . According to this equation, the log of xijkt , which 
is the trade flow of k from i to another country j in t, is decomposed additively into 
an exporter-importer fixed effect ( �ijt ), an exporter-product fixed effect ( �ikt ) and an 
importer-product fixed effect ( �jkt ); �ijkt is the residual term. The parameter � captures 
productivity dispersion across varieties of the same k. zikt is divided by i’s average 

2 If i is the sole exporter of k, then the denominator of Xikt∕(Xi.t − Xikt) would be equal to zero. Being 
the sole exporter implies that i has comparative advantages for k (in t), but the value of the index remains 
undefined because of a numerical exception, namely division by zero. The same occurs if i is the sole 
importer of k, as the denominator of Mikt∕(Mi.t −Mikt) would be equal to zero (Danna-Buitrago & Stel-
lian, 2022).
3 If Xikt = 0 or Mikt = 0 , namely i does not export or import some product, then the approximation of the 
log can be calculated, but the log faces a numerical exception. Various other RCA indexes may also face 
numerical exceptions, but these exceptions can be solved. See the online appendix (click  here).
4 Because the exports from a given country are the imports from other countries, X.kt = M.kt and 
X..t = M..t . Consequently, wkt can be calculated as X.kt∕X..t or M.kt∕M..t instead of (X.kt +M.kt)∕(X..t +M..t)
.

https://livejaverianaedu-my.sharepoint.com/:f:/g/personal/rstellian_javeriana_edu_co/EnHCZNK2ZGRPl2fdP8-q8-MB7fPYHaJUsad8-sPgBIrfVQ?e=9uySvT
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productivity across products, and the same ratio is calculated at the level of J. These 
two ratios are analogous to Xikt∕Xi.t and X.kt∕X..t in the B index. Instead of dividing 
the former ratio by the latter ratio, we can also compute the difference, similar to the 
AB index with respect to the B index. AZ denotes this additive version of Z. The 
AZ index may show more interesting empirical properties than the Z index or other 
RCA indexes. Consequently, it is useful to include the AZ index among the set of 
RCA indexes that should be evaluated for a given space J × K × T .

Lastly, the RCA index from Yu et  al. (2009) and the RCA indexes in terms of 
Contribution to the Trade Balance (CTB) should be mentioned. Yu et  al. (2009) 
assume that i would have neither comparative advantages nor comparative disadvan-
tages if the total exports of i are distributed according to the share of each product in 
the total exports of all countries in J. In this respect, (X.kt∕X..t)Xi.t is the comparative-
advantage neutral value of exports. Actual exports higher (lower) than this neutral 
value should reveal a comparative advantage (disadvantage) for i with respect to k in 
t. The RCA index from Yu et al. (2009), which we denote as NY, consists of calcu-
lating the difference between actual exports and the comparative-advantage neutral 
value of exports; this difference is then normalized by the total exports of J.

The CTB indexes are similar to the NY index. The first difference is that CTB 
indexes do not calculate a comparative-advantage neutral value of exports but a 
comparative-advantage neutral value of the trade balance associated with (i, k,  t). 
In addition, this value is calculated by weighting the trade balance of i (instead of 
the sole exports of i) by wkt , which has been defined previously as the share of k 
in the total trade of J and is calculated as (X.kt +M.kt)∕(X..t +M..t) . Consequently 
wkt(Xi.t −Mi.t) is the comparative-advantage neutral value of Xikt −Mikt . The differ-
ence between the actual trade balance and its neutral value can be normalized either 
by the total trade of J ( CTBW ) or by the GDP of i ( CTBY ). In addition, every trade 
flow can be adjusted so that the share of k in total trade is the same in each period 
and corresponds to the share of a given reference period r (as explained before in 
relation to the class of RCA indexes arising from RC). The corresponding CTB 
index, also normalized by GDP, is denoted as CTBY ,r.

As in the case of RC-inspired indexes, a whole class of CTB indexes can be con-
ceptualized starting from the difference between the actual trade balance and the 
theoretical trade balance. First, once this difference is computed on the basis of 
adjusted trade flows, it can be normalized by total trade calculated from the adjusted 
trade flows instead of a country’s GDP. The corresponding CTB index is denoted as 
CTBW,r . Second, the standard CTB index with normalization by (unadjusted) total 
trade can be weighted by the coefficient m−Yit∕Ȳt+1 or m−yit∕ȳt+1 . The corresponding 
CTB indexes are denoted as CTBW,Y and CTBW,y , respectively. The combination 
of normalization by total trade and the GDP-related coefficient can be further aug-
mented by the use of adjusted trade flows (Stellian & Danna-Buitrago, 2022). The 
corresponding CTB indexes are denoted as CTBW,Y ,r and CTBW,y,r , respectively.5

5 All the CTB indexes mentioned previously have in common the calculation of the difference between 
the actual trade balance and the comparative-advantage neutral trade balance. It is possible to compute 
CTB indexes based on the ratio of the actual trade balance to the comparative-advantage neutral trade 
balance. However, (Stellian & Danna-Buitrago, 2022) show that these “multiplicative" CTB indexes 
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3  Time stationarity

Comparative advantages arise from structural factors like technology, factor endow-
ments and institutions, so comparative advantages tend to change only in the 
medium/long term. However, because an RCA index is calculated on the basis of 
trade data, short-term fluctuations in trade flows might induce variations in an RCA 
index even though comparative advantages might not change. Consequently, an 
RCA index that varies substantially over time might not adequately reveal compara-
tive advantages. Ultimately, an RCA index is preferable to another if its time station-
arity is higher, as an RCA index with higher time stationarity is better able to reveal 
comparative advantages despite the short-term fluctuations inherent to trade flows.

Our review of the literature reveals that time stationarity has been evaluated in 
the following ways:

• Unconditional standard deviation through time of the values of an RCA index 
calculated across products and possibly countries (Leromain & Orefice, 2014; 
Danna-Buitrago, 2017; Stellian & Danna-Buitrago, 2019).

• The OLS estimation of �i in RCAikt1
= �i + �iRCAikt0

+ �ik (Dalum et al., 1998; 
Laursen, 2015; Danna-Buitrago & Stellian, 2022). According to this equation, 
time stationarity between initial period t0 and final period t1 is higher if �i is 
closer to 1 and �i is closer to 0. This measure of time stationarity concerns the 
values of an RCA index calculated across products for a single country (hence 
the index i in �i and �i ) on the basis of #K observations, each one correspond-
ing to a product k.

• The OLS estimation of � in RCAikt1
= � + �RCAikt0

+ �i + �ik (Stellian & 
Danna-Buitrago, 2019, 2022). According to this equation, time stationarity 
between t0 and t1 is higher if � is closer to 1 and � is closer to 0. This method 
of measuring time stationarity concerns the values of an RCA index calcu-
lated across products and countries instead of a single country (hence #J × #K 
observations, each one corresponding to a country-product pair (i, k)). Coun-
try heterogeneity is captured by the fixed effect �i.

• �2-tests to determine whether the values of an RCA index calculated across 
products for a single country in t0 and the same kind of set in t1 are signifi-
cantly different (Hoen & Oosterhaven, 2006). These tests can be extended to 
the values of an RCA index calculated across products and countries instead 
of considering a single country.

• The Harris-Tzavalis unit-root test based on the OLS estimation of 
RCAikt = �RCAikt−1 + �ik + �ikt (Stellian & Danna-Buitrago, 2019), which has 
the same interpretation as the unit-root test presented in this paper (see below).

• The OLS estimation of �ik in RCAikt = �ik + �ikt + �ikt (Yu et  al., 2010). 
According to this equation, time stationarity is higher if �ik is closer to zero. 

were systemically outperformed by their “additive" counterparts over different configurations of J involv-
ing more than 4.75 million values for each CTB index. This is the reason why we choose not to include 
multiplicative CTB indexes in the present paper.

Footnote 5 (continued)
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This method of measuring time stationarity concerns the values of an RCA 
index calculated for a single product and a single country but can be extended 
to multiple products and countries, possibly with fixed/random effects associ-
ated with countries and/or products.

• Calculation of transition probabilities that measure the likelihood that the value 
of an RCA index belonging to a given interval in t0 remains in the same inter-
val in t1 . If these transition probabilities are closer to 1, then time stationarity is 
higher (De Benedictis & Tamberi, 2004).

We propose a more robust method in which the starting point is the panel data 
set arising from the collection of RCA indexes calculated for every element of 
J × K × T  . In this set, each individual corresponds to a country-product pair 
(i, k) ∈ J × K ; hence the cross-sectional dimension comprises #J × #K individuals. 
The evaluation of the time stationarity of an RCA index is based on the Arellano-
Bond GMM estimation of the following AR(1) process:

In this equation, �ik is a specific intercept for each country-product pair, which is 
useful to control for heterogeneity in the estimation. �ikt is the residual term. Using 
Eq. 1, we can implement the unit-root test according to which an RCA index shows 
time stationarity if the null hypothesis � = 1 is rejected and thus the alternative 
hypothesis |𝜌| < 1 is accepted. Indeed, if |𝜌| < 1 , then the value of the RCA index 
associated with each country-product pair tends to fluctuate around the mean calcu-
lated as (� + �t + �ik)∕(1 − �) . We can reject an RCA index as a suitable measure of 
comparative advantages for J × K × T  if � = 1 is accepted. Thereafter, for the RCA 
indexes for which |𝜌| < 1 is accepted, it is possible to apply three measures of time 
stationarity: 

1. The distance between their respective estimations of � and 0. A smaller distance 
implies higher time stationarity.

2. The distance between their respective estimations of � and 0. By construction, a 
smaller distance implies higher time stationarity.

3. The conditional standard deviation of an RCA index, calculated as ��∕
√
1 − �2 , 

where �� denotes the standard deviation of the residuals. A lower conditional 
standard deviation implies lower deviations of RCAikt around the mean, giving 
rise to higher time stationarity.

Equation 1 has four valuable features compared with already available tools. First, 
instead of an unconditional standard deviation, Eq. 1 rests the calculation of stand-
ard deviation on an AR(1) process. Second, the GMM estimation according to 
the Arellano-Bond method is more robust than the OLS estimation, especially for 
“large N - small T” panel data sets like ours. GMM estimation provides consistent 
estimators in the case of panel models with the presence of endogeneity or lagged 
dependent variables, whereas OLS estimation does not. Under the usual moment 
condition in which instrumental variables and errors are orthogonal, the two-step 

(1)RCAikt = �t + �RCAikt−1 + �ik + �ikt
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GMM provides the most efficient estimator. Even if regressors are strongly exog-
enous, two-step GMM is more efficient than pooled OLS in the case that lagged 
or squared independent variables are added to the estimation (Cameron & Trivedi, 
2005). Third, Eq. 1 takes into account all periods rather than only the initial period 
(t0) and the final period (t1) . Fourth, Eq. 1 comprises the linear time trend as sug-
gested by Yu et al. (2010).

Remark 1 The GMM estimation by Arellano and Bond (1991) assumes that errors 
are not serially correlated. These authors devised an autocorrelation test using the 
residuals of the estimation. They also recommend applying a Sargan test for over-
identifying restrictions, which is analogous to the test proposed by Hansen (1991) 
within a general GMM regression. However, the former test is more important than 
the latter since the absence of serial correlation is an assumption for the GMM esti-
mation. By contrast, the test for over-identifying restriction is only an early warning 
for the possibility of misspecification problems in the estimation.

We use a few options to guarantee a more reliable estimation of Eq. 1. First, the 
variance-covariance matrix is computed to be robust to the presence of heteroske-
dasticity. Second, the GMM estimation is optimal since it uses two steps to compute 
the coefficients. Third, we restrict the number of lags to be used as instrumental 
variables to improve the asymptotic behavior of the estimation.

Example 1 Equation 1 is estimated for the CTBW,y , NB, Z and RCY ,r indexes accord-
ing to the 259 items in the 3-digit Standard International Trade Classification (SITC) 
for each year from 1995 to 2020. The trade area comprises Germany and its main 
trading partners,6 of which there are 34. Hence, the panel data comprises 26 time 

Table 4  Estimation of Eq. 1: An illustration

Source: Authors’ calculations
***p ≤ 0.01, **p ≤ 0.05, *p ≤ 0.10

CTB
W,y NB Z RC

Y ,r

� 0.269e−7*** 0.977e−7 − 0.0003*** − 1.458e−04***
(− 2.04) (− 1.61) (− 3.39) (− 0.72)

� 0.7833*** 0.8037*** 0.4311*** 0.8067***
(21.53) (30.32) (14.88) (88.02)

�� 0.4380e−4 0.5771e−4 0.8930e−1 0.3230

��∕
√
1 − �2 0.7045e−4 0.9697e−4 0.9896e−1 0.5583

6 As further explained, we define the main trading partners of a given “reference" country as the small-
est set of countries whose (i) respective shares are the highest and (ii) whose cumulative share is greater 
than 90%. According to UNCTADstat yearly trade data from 1995 to 2020, the main trading partners of 
Germany are Australia, Austria, Belgium, Brazil, Canada, China, Taiwan, Czechia, Denmark, Finland, 
France, Hungary, India, Ireland, Italy, Japan, South Korea Malaysia, Mexico, the Netherlands, Norway, 
Poland, Portugal, Romania, Russia, Singapore, Slovakia, South Africa, Spain, Sweden, Switzerland, Tur-
key, the United Kingdom and the United States of America.

https://unctadstat.unctad.org/EN/Classifications/DimSitcRev3Products_Official_Hierarchy.pdf
https://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
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periods and 35 × 259 = 9065 country-product pairs for each RCA index. Estimates 
are reported in Table 4. For each RCA index, the 95% confidence interval of � does 
not include 1, allowing us to reject the null hypothesis of unit root ( � = 1 ). Conse-
quently, all RCA indexes can be considered stable over time, and the next step is to 
determine the extent of time stationarity for each RCA index. According to Table 4, 
CTBW,y is the most stable RCA index over time from the vantage point of � because 
CTBW,y minimizes the distance of � from zero. However, the p-value associated with 
the estimate of � with NB is greater than 10%, and hence we cannot reject � = 0 
with NB. In addition, from the vantage point of � , Z is the most stable RCA index 
over time because Z minimizes the distance of � from zero. Ultimately, CTBW,y min-
imizes the conditional standard deviation and therefore would be the most stable 
RCA index over time from that third vantage point.

Table 5 ranks the four RCA indexes according to each criterion and then com-
putes the mean rank. Rank 1 is attributed to CTBW,y and NB because the corre-
sponding estimates of � are roughly equal and very close to zero. Eventually, CTBW,y 
achieves the lowest mean and therefore the best rank on average for the three crite-
ria. In this example, CTBW,y is the most stable RCA index over time.

4  Shape

The distribution of an RCA index across countries and products should be as sym-
metric as possible in a given period. If the distribution is symmetric, the values that 
are greater than the mean offset the values that are smaller than the mean. Assuming 
that the mean is close to the neutral value of the RCA index under consideration, 
symmetry implies that the values that reveal comparative advantages tend to coun-
terbalance the values that reveal comparative disadvantages. This is consistent with 
the relative nature of comparative advantages: a country that has comparative advan-
tages for a product has comparative disadvantages for at least one other product, 
and at least one other country has comparative disadvantages for the former prod-
uct. Ultimately, an RCA index is preferable to others if its asymmetry is lower. In 
addition, the distribution of an RCA index should contain a few outliers and there-
fore have thin tails. Such a distribution is necessary to reflect the fact that, generally 
speaking, a country has high comparative advantages and disadvantages for a few 
products. Consequently, fat tails should be avoided because they imply that outliers 
are more frequent than they should be.

Table 5  Ranking of RCA 
indexes in Table 4 according to 
time stationarity: an illustration

Source: Authors’ calculations

CTB
W,y NB Z RC

Y ,r

� 1 1 4 3
� 2 3 1 4

��∕
√
1 − �2 1 2 3 4

Mean rank 1.33 2 2.67 3.67
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Leromain and Orefice (2014) compare the respective asymmetries of the B and 
Z indexes based on skewness and mean-minus-median. Both statistics provide 
evidence of a right-skewed distribution if positive, or a left-skewed distribution if 
negative. Asymmetry is smaller if the respective distances of skewness and mean-
minus-median from zero are smaller. However, it is difficult to compare the mean-
minus-median of heterogeneous RCA indexes. If two RCA indexes have the same 
scale, then the aforesaid comparison is possible. For instance, the neutral value is 
1 for both the B and Z indexes, and both indexes reveal comparative advantages 
within the range (1,+∞) and comparative disadvantages within the range [0,  1). 
Consequently, if the B index has a higher mean-minus-median than the Z index, it is 
possible to say that the former has a higher lack of symmetry. Nonetheless, if a third 
RCA index enters the comparison and has another scale (the AB index for example), 
mean-minus-median should be interpreted with caution.7

Ultimately, to compare the asymmetry of heterogeneous RCA indexes, we replace 
the mean-minus-median with the coefficient known as Pearson’s second coefficient 
of skewness, which is calculated as 3(mean −median)∕� . Similar to skewness, the 
normalization by standard deviation gives a measure in a dimensionless unit and 
therefore enables comparisons between RCA indexes with different scales.8 This 
coefficient provides evidence of a right-skewed distribution if positive, and a left-
skewed distribution if negative.

)3(641.8:ssenwekS)4(219.9:ssenwekS
Pearson’s skewness: 0.796 (4) Pearson’s skewness: 0.140 (2)

)2(350.4:ssenwekS)1(093.0:ssenwekS
Pearson’s skewness: 0.334 (3) Pearson’s skewness: 0.094 (1)

Fig. 1  Scatter plots and asymmetry statistics of B, AB, SB and NY; trade area comprising Japan and 
its main trading partners, 2020. Source: Authors’ calculations. Note: All points are assigned a random 
y-value to allow a better visual representation

7 Leromain and Orefice (2014) also compare percentiles, but for the same reason as before, this kind of 
comparison might not prove useful for RCA indexes of different scales.
8 Pearson’s first coefficient of skewness is (mean −mode)∕� , but this coefficient requires that the mode 
is unique. If not, the multiplicity of modes leaves undetermined which mode should enter the calculation.
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Example 2 Assume that the B, AB, SB and NY indexes are computed for the year 
2020 according to the 65 items of the 2-digit SITC for the 30-country trade area 
comprising Japan and its main trading partners. The sets of values of each RCA 
index are represented in the scatter plots in Fig. 1. Each set comprises 1950 values, 
one per item and per country. The skewness and Pearson’s skewness associated with 
each set are reported. The numbers in parentheses are the respective ranks of the 
RCA indexes for each coefficient. For example, B ranks fourth for each coefficient 
because B gives rise to the longest distance between each coefficient and zero. Con-
sequently, the B index is the least symmetric RCA index in this example. SB ranks 
first in terms of skewness because SB minimizes the distance of skewness from zero 
(0.390), whereas NY ranks first in terms of Pearson’s skewness because NY mini-
mizes the distance of Pearson’s skewness from zero. If we compute the mean rank, 
NY is the most symmetric RCA index in this example (mean rank equal to 1.5), fol-
lowed by SB (2), AB (2.5) and B (4).

Kurtosis is the conventional statistic for measuring tail fatness. According to the 
standard interpretation, a higher kurtosis implies fatter tails. The reference point is 3, 
which is the kurtosis of a normal distribution. A kurtosis higher than 3 implies fatter 
tails than if the distribution were normal. However, Fig. 2 shows that this might not 
be true, similar to Westfall (2014) who gives several counterexamples showing that 
kurtosis cannot always be considered a reliable measure of the concentration of a 
distribution about its mean (“peakedness”). Figure 2 presents the distributions of the 
values computed for the CTBY and RC indexes for 2020 according to the 65 items 
of the 2-digit SITC for the 32-country trade area comprising Ghana and its main 
trading partners. We compare the distributions of these RCA indexes with normal 
distributions with the same mean and standard deviation. On the one hand, the left 
graph shows that the values of the CTBY index tend to remain below the probability 
density function of the corresponding normal distribution, and hence the distribu-
tion of the CTBY index shows thinner tails than in the normal case. On the other 

Fig. 2  Distributions of the CTBY index (left) and the RC index (right) for the trade area comprising 
Ghana and its main trading partners, 2020. Source: Authors’ calculations. Note: The area of each bar is 
proportional to the number of data points in the corresponding bin. Moreover, the histogram is rescaled 
so that the total area of the bars is equal to 1. The red curve represents the probability density function 
of a normal distribution whose mean and standard deviation are taken from the distribution of the cor-
responding RCA index
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hand, the right graph shows a fat right tail for the RC index, as values higher than 
1 are more frequent than if the distribution were normal. Nonetheless, the kurtosis 
associated with the CTBY index is higher than the kurtosis associated with the RC 
index, namely 280.09 versus 3.83. According to the conventional interpretation of 
kurtosis, both distributions would have fat tails, but this is not the case for the CTBY 
index, even if its distribution has higher kurtosis than that of the distribution of the 
RC index.

To avoid possible misinterpretations of kurtosis, we suggest another measure of 
tail fatness. Let �it and �it be the mean value and standard deviation of an RCA index 
calculated for the #K values associated with a given country i and period t (one 
value per k), and let rcap

it
= [�it − p ⋅ �it,�it + p ⋅ �it] be the range given by p ∈ ℕ∗ 

standard deviation(s) of the mean. We define an outlier of order p as a value of an 
RCA index that does not belong to that range. A higher number of outliers implies 
fatter tails. Let outp

it
 be the number of outliers of order p with respect to (i, t):

Our measure of tail fatness is the average of out1
it
 and out2

it
 throughout T for each 

country in J. These averages are written as out1
i
 and out2

i
:

Smaller values of out1
i
 and out2

i
 imply thinner tails. outp

i
 is an unambiguous measure 

of tail fatness. Its consistency arises from the fact that it is calculated on the basis 
of the standard deviation of each distribution. Lastly, it is possible to compare two 
RCA indexes on the basis of their respective values of outp

i
.

Example 3 Figure 3 represents the values of the AZ and RC indexes in 2020 accord-
ing to the 65 items of the 2-digit SITC for Mexico in the 13-country trade area com-
prising this country and its main trading partners. The graph shows the location 
of the mean, the interval [� − �,� + �] and the interval [� − 2�,� + 2�] for both 
RCA indexes. Therefore, it is possible to observe that, for example, one value of AZ 
is inferior to � − 2� and three other values are superior to � + 2� . Consequently, 
there are four second-order outliers. According to the same logic, both RCA indexes 

(2)out
p

it
= #

{
k ∶ RCAikt ∉ rca

p

it

}

(3)out
p

i
=

1

#T

∑
t∈T

out
p

i,t
p = 1, 2

Fig. 3  Measure of outliers: Mexico in the trade area comprising this country and its main trading part-
ners, 2020. Source: Authors’ calculations
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present nineteen first-order outliers, whereas RC has fewer second-order outliers 
than AZ (three instead of four). Ultimately, RC gives better measures of comparative 
advantages than AZ in this example because RC gives rise to fewer outliers than AZ.

5  Ordinal ranking bias

Assume that country i is ranked as the xth country according to the B index for some 
product k (in time period t). There is an ordinal ranking bias if for another product 
h ≠ k the B index is higher but i has a lower rank than x, or is lower but i has a higher 
rank than x. Ordinal ranking bias should be avoided as much as possible to avoid mis-
leading interpretations of RCA indexes.

Leromain and Orefice (2014) measure ordinal ranking bias by means of Spear-
man’s rank correlation coefficients. Assume that in a three-country trade area prod-
uct k has the fourth highest RCA index among the #K indexes (one per product) 
associated with i. In addition, the RCA index associated with i for product k is the 
highest RCA index compared with the RCA indexes associated with the other coun-
tries. We thus have a first pair of integers (4, 1) where the first integer is the ranking 
of RCA indexes in the corresponding country’s comparative advantage distribution 
and the second integer is the ranking of RCA indexes across countries. Assume that 
for the two other countries the respective pairs are (14, 2) and (7, 3). Spearman’s 
rank correlation coefficient measures the extent to which two vectors of discrete data 
place the distinct items in the same order. In the case of RCA indexes, the coefficient 
captures the magnitude of match/mismatch between countries’ respective distribu-
tions of RCA indexes and the ranking of countries according to RCA indexes. In our 
example, the Spearman’s rank correlation coefficient is calculated for the rank vec-
tors (4, 14, 7) and (1, 2, 3) and equals 0.292 when computed as Pearson’s correlation 
coefficient (Kvam & Vidakovic, 2007). A coefficient closer to 1 implies a higher 
consistency between product classification and country classification, which leads to 
a lower ordinal ranking bias.

Leromain and Orefice (2014) calculates Spearman’s rank correlation coefficient 
for each product under consideration (and for a given period); hence the number of 
these coefficients can be large. To obtain a synthetic measure, we calculate a unique 
Spearman’s rank correlation coefficient across all products (and periods). Formally, 
for each (i, k, t), the computation of Spearman’s rank correlation coefficient requires 
the calculation of i’s rank relative to the other countries with respect to k in t. This 
rank is written as K̂ikt ∈ {1, 2,… , #J}:

i is ranked as the xth country if the value of the RCA index is higher for x − 1 coun-
tries in relation to (k, t). Similarly, the computation of Spearman’s rank correlation 
coefficient requires the calculation of k’s rank relative to the other products with 
respect to i in t. This rank is written as Ǩikt ∈ {1, 2,… , #K}:

(4)K̂ikt = #{x ∈ J ∶ RCAxkt > RCAikt} + 1

(5)Ǩikt = #{x ∈ K ∶ RCAixt > RCAikt} + 1
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k is ranked as the xth product if the value of the RCA index associated with (i,  t) 
is higher for x − 1 products in relation to (i,  t). If two countries/products share the 
same value of the RCA index, they have the same rank. For example, for 4 countries, 
assume that RCAi1kt

= 1.2 , RCAi2kt
= RCAi3kt

= 1 and RCAi4kt
= 0 . i1 is ranked first 

with respect to k in t, both i2 and i3 are ranked second, and i4 is ranked fourth. No 
country is ranked third (the RCA index values of three countries are higher than the 
value of i4 , and therefore i4 is ranked fourth). The same logic applies to products.

Ultimately, the Spearman’s rank correlation coefficient is calculated as Pearson’s 
correlation between the paired ranks from K̂ and Ǩ over #K × #T  for each country.

Example 4 We compute K̂ikt and Ǩikt for the trade area comprising Mexico and its 
main trading partners for a single year, 2020. Figure 4 describes each pair (K̂ikt, Ǩikt) 
with i = United States (and t = 2020 ), namely one of Mexico’s main trading part-
ners, in the case of the B index and the AB index. The inter-country ranking (i.e. 
K̂ikt ) is represented on the horizontal axis, and the intra-country ranking (i.e. Ǩikt ) 
is represented on the vertical axis. Because the Mexico-related trade area com-
prises 13 countries, the inter-country ranking ranges from 1 to 13; because we use 
the 65 items in the 2-digit SITC as in the previous example, the intra-country rank-
ing ranges from 1 to 65. Spearman’s rank correlation coefficient is greater for the 
B index than for the AB index. In this example, B is better able than AB to avoid 
ordinal ranking bias.

We complement the computation of Spearman’s rank correlation coefficient by 
the generalization of the measure of ordinal ranking bias by Stellian and Danna-Bui-
trago (2019). Indeed, Spearman’s rank correlation coefficient might not adequately 
capture ordinal ranking bias, especially if the number of countries in J is small, as 
this would imply a few possible ranks for each country and therefore might distort 
the coefficients. The non-parametric measure suggested by Stellian and Danna-
Buitrago (2019) was initially designed for a four-country trade area, namely the 
Pacific Alliance (Chile, Colombia, Mexico and Peru). Here we provide formulas that 

Fig. 4  Spearman’s rank correlation coefficient between intra- and inter-country product rankings, United 
States in the Mexico-related trade area, 2020. Source: Authors’ calculations
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enable the application of this measure to any trade area [see also the formalization 
aspects of ordinal ranking bias in Danna-Buitrago and Stellian (2022) and Stellian 
and Danna-Buitrago (2022)]. For this purpose, we implement a four-step procedure. 
First, for each (i, t), we distribute K into J subsets K1

it
,K2

it
,… ,K#J

it
 . If k ∈ K

j

it
 then k 

implies that i is ranked as the jth country according to the value of its RCA index 
compared with the values associated with the other countries and the same product. 
This means that a set of #j − 1 of countries other than i have a higher rank than i. 
These countries verify RCAxkt > RCAikt ∃k, t and x ≠ i . Ultimately:

Second, we calculate the mean value of the RCA index that leads i to be ranked as 
the jth country (in t). We denote this mean as RCAj

it
:

This second step is the use of a function from ℝ#K
j

it to ℝ such that the set 
{RCAikt ∶ k ∈ K

j

it
} is associated with a unique value that is representative of the val-

ues in that set. We choose the function that computes the mean, but other descriptive 
statistics such as the median or percentiles, among others, are potential candidates 
for RCAj

it
 . Further research should explore this subject.

For the third step, we introduce the following definition:

Definition 1 An RCA index implies an ordinal ranking bias if a country i, a 
time period t, a product k and two ranks j1, j2 exist such that k ∈ K

j1
it
 , j1 > j2 and 

RCAikt > RCA
j2
it
 , or k1 ∈ K

j1
it
 , j1 < j2 and RCAik1t

≤ RCA
j2
it
.

Assume that i has rank j1 with respect to k in t, namely 
k ⇒ #{x ∶ RCAxkt ≥ RCAikt} = j1 − 1 . There is an ordinal ranking bias if the value 
of the RCA index associated with (i, k, t) is higher than the mean value that leads i to 
have a higher rank than j1 in t. Conversely, there is an ordinal ranking bias if the value 
of the RCA index associated with (i, k, t) is lower than the mean value that leads i 
to have a lower rank than j1 in t. Definition 1 implies the following two properties. 
First, an RCA index is exempt from ordinal ranking bias if RCAikt < RCA

j2
it
≤ #J ∀t , 

i, j1 > j2 and k ∈ K
j1
it
 , and RCAikt > RCA

j2
it
 ∀t , i, j1 > j2 ≥ 1 and k ∈ K

j1
it
 . Second, it 

is possible that Kj1
it
= � , namely i does not have rank j1 in t. If so, rank j1 does not 

imply ordinal ranking biases in relation to (i,  t). Similarly, rank j1 does not imply 
ordinal ranking biases in relation to (i, t) and j2 ≠ j1.

The third step consists of counting the number of ordinal ranking biases for every 
(i, k, t). We denote this number as orbi,k,t ∈ ℕ:

(6)K
j

it
= {k ∶ #{x ∶ RCAxkt > RCAikt} = j − 1}

(7)RCA
j

it
=

1

#K
j

it

∑
k∈K

j

it

RCAikt
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As a last step, we compute the average value of orbi,k,t across products and time. 
This average is written as orbi:

A smaller value of orbi implies a smaller ordinal ranking bias. For replication pur-
poses, an algorithm to compute orbi is available in an online repository (click  here).

Example 5 Figure 5 describes the values taken by the AZ index in 2020 for the coun-
tries in the trade area comprising Mexico and its main trading partners for a subset 
of 2-digit SITC items. Figure  5 shows that Mexico is ranked third for two items, 
that is, the first and fifty-seventh items (“Live animals" and “Furniture and parts 
thereof”, respectively). Indeed, for both items, there are only two values greater 
than the value associated with Mexico. This third rank is associated with AZ = 
0.10905e-3 for the first item and 0.34806e-3 for the second item. Consequently, an 
average value of 0.22855e-3 leads Mexico to rank third. This leads to five ordinal 
ranking biases in this example:

(8)

orbikt =

#J∑
j=1

#

{
k ∈

#J⋃
x=j+1

Kx
it
∶ RCAikt > RCA

j

it

}

+

#J∑
j=1

#

{
k ∈

j−1⋃
x=1

Kx
it
∶ RCAikt < RCA

j

it

}

(9)orbi =

∑
k∈K

∑
t∈T orbi,k,t

#K × #T

Fig. 5  Ordinal ranking bias, Mexico and its main trading partners, 2020. Source: Authors’ calculations

https://livejaverianaedu-my.sharepoint.com/:f:/g/personal/rstellian_javeriana_edu_co/EnHCZNK2ZGRPl2fdP8-q8-MB7fPYHaJUsad8-sPgBIrfVQ?e=i3S8dl
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• On the left of the graph, items 7, 56 and 64 imply an ordinal ranking bias. 
Indeed, for these three items, Mexico is ranked first or second, but the corre-
sponding value of AZ is less than 0.22855e-3. Mexico is expected to rank second 
or first if the value of AZ is greater than the mean value that ranks Mexico third. 
This occurs for items 6, 11 and 65, which therefore do not imply ordinal ranking 
bias, but not for items 7, 56, and 64.

• On the right, items 47 and 61 also imply an ordinal ranking bias. Indeed, for 
these two items, Mexico is ranked fourth, but the corresponding value of AZ is 
greater than 0.22855e-3. Mexico is expected to rank fourth if the value of AZ 
is smaller than the mean value that leads Mexico to rank third. This occurs for 
items 2, 5, 46 and 50, which therefore do not imply ordinal ranking bias, but not 
for items 47 and 61.

6  Ranking of RCA indexes according to all measures

In summary, sections (3), (4) and (5) give rise to nine measures for evaluating the 
empirical properties of an RCA index for a given universe J × K × T  . The first 
empirical property is time stationarity, and its three measures are � (trend), � (persis-
tence) and the conditional standard deviation ( � ) associated with the AR(1) process 
in which the RCA index computed for (i, k, t) is the dependent variable and the RCA 
index computed for (i, k, t − 1) is the independent variable (see Eq. 1). The process 
is estimated once for all values of J × K × T  , so each RCA index is associated with 
a single triplet (�, �, �) . This gives rise to three rankings, each one associated with a 
measure in that triplet. Provided that a value of � closer to zero implies higher time 
stationarity, rank x is given to an RCA index in terms of � if x − 1 RCA indexes 
achieve a lower distance of � from 0. RCA indexes can be ranked in the same man-
ner using � and �.

The second empirical property is shape, which can be divided into asymmetry 
and tail fatness. The two measures of asymmetry are skewness and Pearson’s second 
coefficient of skewness. These shape statistics are calculated for all countries and 
products in each period; namely these asymmetry metrics are calculated #T  times 
with all values in J × K . Provided that asymmetry is lower if skewness is closer to 
zero, RCA indexes can be ranked #T  times according to the distance of their respec-
tive values of skewness from zero, one rank per period, and then the across-period 
average rank is calculated. Another solution is to rank RCA indexes a single time 
according to the distance of their respective values of across-period average skew-
ness from zero. The same kind of ranking applies to Pearson’s second coefficient of 
skewness.

The two measures of tail fatness are the numbers of outliers based on one stand-
ard deviation of the mean—out

1

i
—and two standard deviations of the mean—out

2

i

—given by Equations (2) and (3). out1
i
 and out2

i
 are calculated for each country in 

J. Provided that a smaller value of outp
i
 implies lower extreme value frequency, 
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RCA indexes are ranked according to their ability to minimize outp
i
 for each country 

before computing the across-country average rank.
Lastly, the two measures of ordinal ranking bias are Spearman’s rank correlation 

coefficient (see Eqs. 4 and 5) and the non-parametric measure given by Eqs. (6–9). 
The two metrics are calculated for each country in J. Values of Spearman’s rank cor-
relation coefficient closer to 1 imply a lower ordinal ranking bias. RCA indexes are 
ranked for each country according to the distance of their respective values of this 
coefficient from 1 before computing the across-country average rank. Ultimately, 
RCA indexes are ranked for each country according to their ability to minimize the 
non-parametric measure of ordinal ranking bias before computing the across-coun-
try average rank.

To obtain more synthetic rankings, a solution is to compute the mean rank of each 
RCA index for each of the three empirical properties. The underlying assumption is 
that all measures associated with a given empirical property have the same weight, 
which is theoretically plausible. In this regard, let Ru,v ∈ ℕ∗ be the rank of RCA 
index u with respect to measure v ∈ V  . The nonuple ⟨Ru,v ∈ ℕ∗⟩v∈V is converted into 
the triplet (R̄u,1, R̄u,2, R̄u,3) = (1∕3

∑
v∈V1

Ru,v, 1∕4
∑

v∈V2
Ru,v, 1∕2

∑
v∈V3

Ru,v) where:

• V1 = {�, �, �};
• V2 = {Skewness, Pearson’s 2nd skewness, out

1
, out

2
} ; and

• V3 = {Correlation coefficient between K̂ and Ǩ, orb}

This triplet enables the identification of the most accurate RCA indexes in relation 
to time stationarity, shape and ordinal ranking bias for a given universe J × K × T  . 
Note that an RCA index is not necessarily the best or among the best for each empir-
ical property. Going further, one could calculate a “global" rank as a unique rank 
arising from the values of (R̄u,1, R̄u,2, R̄u,3) . The simplest global rank is the simple 
arithmetic mean of (R̄u,1, R̄u,2, R̄u,3) . Let ̄̄R0

u
 be this global rank. Therefore:

This method of calculation assumes that the mean ranks associated with each of 
the three empirical properties have the same weight in determining the global rank. 
However, one empirical property might not be as important as the two others for a 
specific analysis. In this regard, using the simple arithmetic mean is not necessarily 
relevant. Consequently, two other solutions are suggested. The first solution is to 
maintain the ranking of RCA indexes for each empirical property separately instead 
of converting (R̄u,1, R̄u,2, R̄u,3) into a (single) global rank. The second solution con-
sists of the two following weighted arithmetic means denoted as ̄̄R1

u
 and ̄̄R2

u
:

(10)̄̄R0
u
=

1

3
(R̄u,1 + R̄u,2 + R̄u,3) =

1

3

(
1

3

∑
v∈V1

Ru,v +
1

4

∑
v∈V2

Ru,v +
1

2

∑
v∈V3

Ru,v

)
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Regarding ̄̄R1
u
 , ordinal ranking bias alone determines 50% of the global rank, 

whereas the other empirical properties—time stationarity and shape—determine 
equally the other 50% of the global rank. ̄̄R1

u
 implies that ordinal ranking bias is twice 

as important as time stationarity or shape. On the one hand, ordinal ranking bias 
concerns the informational content of RCA indexes. The measurement of ordinal 
ranking bias evaluates the ability of an RCA index to provide reliable information 
about the strengths and weaknesses of a country relative to others in international 
trade. In this regard, the measurement of ordinal ranking bias evaluates the abil-
ity of an RCA index to provide useful guidance for economic policy. On the other 
hand, time stationarity and shape are empirical properties that are more concerned 
with how closely an RCA index resembles the ideal of an RCA index that is stable 
over time, symmetric and without fat tails. Contrary to ordinal ranking bias, time 
stationarity and shape are not concerned with what an RCA index tells us for eco-
nomic policy purposes. Consequently, calculating ̄̄R1

u
 amounts to a policy-oriented 

standpoint according to which the informational content of RCA indexes is more 
important than the compatibility of RCA indexes with the ideal of an RCA index 
that is stable over time, symmetric and without fat tails.

With respect to ̄̄R2
u
 , the respective weights of R̄u,1 , R̄u,2 and R̄u,3 imply not only that 

ordinal ranking bias is twice as important as time stationarity and shape—similar to 
̄̄R1
u
 and the corresponding policy-oriented standpoint—but also that shape is twice as 

important as time stationarity. Indeed, trade patterns are changing more rapidly now 
than before because of factors such as geopolitics-induced trade tensions (e.g. rising 
prices of various commodities), shifting consumer preferences, new developments 
in digital technology and the COVID-19 pandemic. Provided that trade patterns 
arise from comparative advantages, more rapidly changing trade patterns imply that 
comparative advantages are less sticky over time than before. Ultimately, this shift 
reduces the importance of time stationarity relative to shape when considering how 
closely an RCA index resembles the ideal RCA index. Simultaneously, the informa-
tional content of RCA indexes still determines 50% of the global rank.

Example 6 Thirty-three RCA indexes are ranked in the case of the 44-country trade 
area comprising Italy and its main trading partners. The corresponding product clas-
sification consists of the 26 sectors arising from the EORA database (agriculture, 
fishing, mining and quarrying, food and beverages, etc.). The RCA indexes are those 
described in Sect.  2 (see Tables  1, 2 and 3). The RC and CTB indexes based on 
adjusted trade flows are calculated twice: first using the first available year as the 
reference year for adjusting trade flows (1990) and then using the last available year 
(2017).

(11)

⎧
⎪⎨⎪⎩

̄̄R1
u
=

1

4

�
R̄u,1 + R̄u,2

�
+

1

2
R̄u,3

[9pt] ̄̄R2
u
=

1

6
R̄u,1 +

1

3
R̄u,2 +

1

2
R̄u,3

https://worldmrio.com/unctadgvc/
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Table 6  Ranking of RCA indexes: 44-country trade area comprising Italy and its main trading partners, 
EORA26 product classification, 1990–2017

Source: Authors’ calculations
TS time stationarity, Sk skewness, P Pearson’s skewness, SH Shape, S Spearman’s rank correlation coef-
ficient, ORB ordinal ranking bias. With respect to RC, r in RCr , RCY ,r and RCy,r equals f to refer to “first-
year adjustment of trade flows” ( r = f = 1990 ) and equals l to refer to “last-year adjustment of trade 
flows” ( r = l = 2017 ). The same notation applies to CTB indexes

RCA � � � TS Sk P out
1

out
2 SH S orb ORB

B 11 32 31 24.67 33 32 13.55 12.95 22.88 12.86 16.75 14.81
AB 24 15 15 18.00 18 15 9.34 20.73 15.77 23.27 25.39 24.33
SB 2 17 19 12.67 4 26 26.59 10.41 16.75 13.00 17.36 15.18
WB

K 12 31 32 25.00 32 27 13.75 15.61 22.09 10.05 12.41 11.23

WB
K 16 29 28 24.33 29 33 13.45 12.89 22.09 12.05 12.16 12.10

B2 13 28 18 19.67 1 16 23.45 8.75 12.30 21.00 10.95 15.98
B2D 1 33 33 22.33 22 21 23.45 8.75 18.80 17.84 16.70 17.27
B2G 17 23 30 23.33 24 17 12.16 16.05 17.30 20.89 8.05 14.47
M 22 16 16 18.00 17 14 10.20 22.68 15.97 23.52 25.61 24.57
RC 18 7 4 9.67 3 19 22.48 10.16 13.66 12.82 15.55 14.18
RC

f 7 20 17 14.67 2 18 23.18 10.39 13.39 12.45 15.91 14.18

RC
l 3 18 20 13.67 6 20 21.89 10.41 14.57 12.68 15.82 14.25

RC
Y 3 18 20 13.67 15 28 22.48 10.16 18.91 13.05 14.55 13.80

RC
Y ,f 8 25 25 19.33 11 29 23.18 10.39 18.39 12.39 14.36 13.38

RC
Y ,l 5 26 26 19.00 16 30 21.89 10.41 19.57 13.20 14.39 13.80

RC
y 5 26 26 19.00 10 24 22.48 10.16 16.66 17.14 16.86 17.00

RC
y,f 10 21 22 17.67 7 23 23.18 10.39 15.89 16.64 17.39 17.01

RC
y,l 9 24 23 18.67 13 25 21.89 10.41 17.57 17.25 16.82 17.03

NB 18 7 4 9.67 27 8 9.34 20.73 16.27 18.86 18.70 18.78
Z 14 30 29 24.33 31 31 16.52 9.36 21.97 11.02 4.00 7.51
AZ 15 22 24 20.33 14 22 26.80 8.39 17.80 4.09 5.07 4.58
CTB

W 20 4 2 8.67 28 3 8.34 19.14 14.62 21.11 20.32 20.72

CTB
W,f 21 14 11 15.33 30 2 10.43 21.57 16.00 20.77 19.82 20.30

CTB
W,l 28 10 12 16.67 25 7 9.57 16.89 14.61 18.57 18.61 18.59

CTB
Y 27 5 8 13.33 19 12 8.34 19.14 14.62 21.89 22.27 22.08

CTB
Y ,f 26 6 6 12.67 20 11 10.43 21.57 15.75 21.55 21.39 21.47

CTB
Y ,l 23 1 7 10.33 9 13 9.57 16.89 12.11 19.07 20.41 19.74

CTB
W,Y 29 3 1 11.00 8 4 8.34 19.14 9.87 21.27 22.09 21.68

CTB
W,Y ,f 25 11 9 15.00 12 1 10.43 21.57 11.25 21.18 22.48 21.83

CTB
W,Y ,l 30 13 10 17.67 5 10 9.57 16.89 10.36 18.61 20.00 19.31

CTB
W,y 33 2 3 12.67 23 6 8.34 19.14 14.12 20.93 19.57 20.25

CTB
W,y,f 31 9 13 17.67 26 5 10.43 21.57 15.75 20.23 19.73 19.98

CTB
W,y,l 32 12 14 19.33 21 9 9.57 16.89 14.11 18.86 19.48 19.17
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Table  6 shows the ranking of these RCA indexes (variable Ru,v ) after calculat-
ing the nine measures evaluating their empirical relevance as illustrated in Exam-
ples 1–5. Variables R̄u,1 , R̄u,2 and R̄u,3 , which are the mean ranks associated with 
each of three empirical properties—time stationarity (TS), shape (SH) and ordinal 
ranking bias (ORB), respectively—are also reported. Table 7 shows the five RCA 
indexes with the highest ranks (i.e. the RCA indexes with the lowest values of R̄ 
or ̄̄R ) according to the four different methods discussed previously. In this exam-
ple, CTB indexes have a clear advantage regarding time stationarity and shape but 
not ordinal ranking bias. Z, AZ and the weighted versions of B are better suited to 
avoiding ordinal ranking bias. When the three empirical properties are combined as 
simple or weighted arithmetic means, RC is the best option ( ̄̄R0) or the second best 
option ( ̄̄R1 and ̄̄R2) after AZ. The trade-adjusted versions of RC are ranked third and 
fourth, respectively. There is only one CTB index represented in these three global 
rankings, and both Z and SB appear a single time with rank five.

The next section provides a general empirical assessment of RCA indexes on 
the basis of ⟨Ru,v ∈ ℕ∗⟩v∈V , then (R̄u,1, R̄u,2, R̄u,3) and ultimately the global ranks 
̄̄R0
u
 , ̄̄R1

u
 and ̄̄R2

u
.

7  An empirical assessment

We compute the RCA indexes in Sect. 2, apply the set of measures in Sect. 3-5 and 
then rank RCA indexes as discussed in Sect. 6 for different trade areas (i.e. differ-
ent values of J) and different product classifications (i.e. different values of K); the 
time span (T) will be the longest available depending on the database employed to 
collect the trade data. The objective of working with a sample of trade areas instead 
of a single trade area is to obtain more general results about the empirical relevance 
of RCA indexes. According to the same logic, working with different product 

Table 7  Top 5 CTB indexes according to different ranking methods, trade area comprising Italy and its 
main trading partners, EORA26 product classification, 1990–2017

Source: Authors’ calculations
TS time stationarity, SH shape, ORB ordinal ranking bias. ̄̄R0

u
 is the simple arithmetic mean of the ranks 

associated with TS, SH and ORB. ̄̄R1

u
 is the policy-oriented weighted mean with two times more weight 

for ORB than for TS and SH. ̄̄R2

u
 is the policy-oriented weighted mean with two times more weight for 

ORB than for TS and SH, and with two times more weight for SH than for TS

TS ( ̄Ru,1) SH ( ̄Ru,2) ORB ( ̄Ru,3) ̄̄R0

u
̄̄R1

u
̄̄R2

u

1 CTB
W 8.67 CTB

W,Y 9.87 AZ 4.58 RC 12.50 AZ 11.82 AZ 11.61
2 NB+RC 9.67 CTB

W,Y ,l 10.36 Z 7.51 CTB
Y ,l 14.06 RC 12.92 RC 13.26

3 CTB
W,Y ,f 11.25 WB

K 11.23 RC
f 14.08 RC

f 14.11 RC
f 14.00

4 CTB
Y ,l 10.33 CTB

Y ,l 12.11 WB
J 12.10 RC

l 14.16 RC
l 14.19 RC

l 14.26

5 CTB
W,Y 11.00 B2 12.30 RC

Y ,f 13.38 CTB
W,Y 14.18 SB 14.95 Z 15.14



1 3

Time stationarity, shape and ordinal ranking bias of RCA indexes:…

classifications provides an opportunity to analyze the influence of product classifica-
tion on the empirical relevance of RCA indexes.

To build a sample of trade areas, we follow the path suggested by Stellian and 
Danna-Buitrago (2022). We conceptualize a trade area by gathering a given coun-
try—the “reference” country—and its “main trading partners”. Using trade data 
supplied by COMTRADE and then refined by UNCTADstat, all countries are ranked 
according to their respective shares in the reference country’s total trade over the 
26-year time span of that database, namely 1995–2020. The set of main trading 
partners is the smallest set of countries with the highest shares and that together 
represent at least 90% of the reference country’s total trade.9 Table 8 illustrates the 
conceptualization of the kind of trade area with Nepal as the reference country.10 
Nepal has fifteen main trading partners, so the corresponding trade area comprises 
sixteen countries. From 1995 to 2020, 61.28% of Nepal’s total trade with the rest of 
the world consists of exports to India or imports from this country. No other country 
has a higher share, so India is the first main trading partner of Nepal. China and the 

Table 8  Main trading partners: the example of Nepal

Source: Authors’ calculations based on yearly trade data from 1995 to 2020 in UNCTADstat

Country Share of Nepal’s total trade Cumula-
tive share 
(%)

1 India 61.28% 61.28
2 China 10.19% 71.47
3 United States of America 3.02% 74.49
4 United Arab Emirates 2.55% 77.04
5 Singapore 1.71% 78.75
6 Indonesia 1.66% 80.41
7 Germany 1.57% 81.98
8 Thailand 1.27% 83.24
9 Japan 1.13% 84.38
10 France 1.13% 85.50
11 Argentina 1.09% 86.60
12 Canada 1.09% 87.69
13 Hong Kong 1.04% 88.72
14 Malaysia 1.02% 89.74
15 South Korea 0.95% 90.69

Other countries Less than 0.95% each 100

9 Formally, x̃ij =
∑

k∈K

∑
t∈T (xijkt + xjikt) denotes the total trade between countries i and j over time 

span T and product classification K. Country j is ranked as the p-th trading partner of country i among 
a set P of countries if #{j� ∶ x̃ij� > x̃ij and j, j

� ∈ P} = p − 1 . This rank is written as rij . Ultimately, the 
subset J ⊂ P of countries that give rise to a trade area on the basis of reference country i is defined as 
argminJ⊂P

∑
j∈J rij s.t. 

∑
j∈J x̃ij ≥ 90%.

10 Trade areas are available as supplementary material in an online repository (click  here).

https://comtrade.un.org/
https://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
https://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
https://livejaverianaedu-my.sharepoint.com/:f:/g/personal/rstellian_javeriana_edu_co/EnHCZNK2ZGRPl2fdP8-q8-MB7fPYHaJUsad8-sPgBIrfVQ?e=9uySvT
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United States of America represent 10.19% and 3.02% of Nepal’s total trade, respec-
tively, and thus are the second and third main trading partners of Nepal, respectively. 
Together, India, China and the US represent 74.49% of Nepal’s total trade. Twelve 
other countries must be taken into account so that this cumulative share tends toward 
(without being less than) 90%: the United Arab Emirates, Singapore, Indonesia, … 
and South Korea.

Table 9  List of reference countries for the conceptualization of trade areas

The numbers in parentheses are the respective numbers of countries in each trade area (the reference 
country is included in each number)

Albania (22) China (41) Guatemala (25) Mexico (13) Romania (29)
Argentina (36) Taiwan (25) Honduras (20) Morocco (34) Senegal (39)
Australia (25) Colombia (28) India (44) Nepal (16) South Africa (42)
Austria (27) Costa Rica (26) Indonesia (26) Netherlands (36) Spain (43)
Bangladesh (31) Denmark (31) Israel (29) New Zealand (30) Sweden (30)
Belarus (21) Dom. Rep. (23) Italy (44) Nicaragua (20) Switzerland (31)
Belgium (28) Ecuador (23) Jamaica (27) Nigeria (29) Thailand (32)
Bolivia (20) Egypt (42) Japan (30) Norway (23) Turkey (48)
Botswana (13) El Salvador (20) Kenya (37) Pakistan (36) Ukraine (44)
Brazil (41) Estonia (24) South Korea (35) Panama (32) UK (34)
Bulgaria (33) Finland (32) Latvia (24) Paraguay (23) USA (35)
Cameroon (35) France (39) Lithuania (22) Peru (25)
Canada (17) Germany (35) Luxembourg (18) Philippines (19)
Chile (25) Ghana (32) Malaysia (23) Portugal (29)

Table 10  Number of trade areas each country belongs to in the sample of trade areas

Source: Authors’ calculations. Note: Countries are identified by their respective Alpha-2 ISO codes: CN 
for China, US for the United States, DE for Germany, etc

CN 67 CH 48 ID 25 IR 13 KZ 7 BO 4 MD 3 NA 2 GN 1 GY 1
US 66 RU 44 CZ 24 PR 13 LT 7 BY 4 PY 3 SN 2 GQ 1 HT 1
DE 65 TW 41 AT 21 UA 13 MA 7 CI 4 SY 3 TG 2 GW 1 JO 1
FR 63 SE 36 DK 21 GV 11 SK 7 DO 4 TT 3 TM 2 KH 1 PG 1
GB 61 TR 36 VN 20 NG 11 EC 6 EE 4 UY 3 ZM 2 LA 1 RW 1
JP 61 HK 32 FI 18 RO 11 IQ 6 HR 4 BD 2 ZW 2 LK 1 SO 1
IT 60 TH 32 IE 18 IL 10 QA 6 LV 4 BF 2 GM 1 LS 1 SZ 1
NL 60 AE 31 HU 17 PA 10 BG 5 LY 4 CD 2 GA 1 LU 1 TD 1
ES 57 SG 31 NO 17 AL 9 GT 5 PK 4 CG 2 AF 1 MH 1 TZ 1
KR 56 AU 28 ZA 17 GR 9 HN 5 SI 4 CM 2 BB 1 ML 1 UG 1
BE 53 MY 28 VE 16 PE 9 NI 5 TN 4 GH 2 BH 1 MM 1 UZ 1
BR 53 PL 28 CL 15 PH 9 OM 5 AZ 3 LB 2 BW 1 MZ 1
CA 52 SA 28 AR 14 CR 7 SV 5 GE 3 MK 2 CY 1 NP 1
IN 51 MX 27 CO 14 KW 7 AO 4 KE 3 MR 2 FJ 1 NZ 1
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This kind of trade area is conceptualized for 67 reference countries from each 
main region of the world and with diverse levels of development. Table 9 describes 
the set of reference countries. The minimum number of countries in a trade area is 
13 (Mexico as the reference country with a set of main trading partners comprising 
12 countries), the maximum is 48 (Turkey), and the mean is 29.41; 137 countries are 
represented in at least one trade area either as a reference country or as a main trad-
ing partner. Table 10 describes these countries and the number of trade areas they 
belong to. This number ranges from 1 (e.g. Uzbekistan) to 67 (China, which belongs 
to all trade areas under consideration). On average, a country belongs to 13.91 trade 
areas. Ultimately, Fig. 6 shows the average trade share that makes a country the j-th 
main trading partner of a reference country. Specifically, on average the first main 
trading partner represents approximately 23% of a reference country’s total trade, 
the second main trading partner approximately 11%, and so on for the other main 
trading partners. On average, half of total trade is associated with the first five main 
trading partners.

Regarding K, we use three different product classifications. The first two classi-
fications are the 2-digit SITC (65 items) and the 3-digit SITC, respectively. SITC 
is employed by UNCTADstat to report trade flows, and we use this classification 

Fig. 6  Trading partner’s average share of reference country’s 1995–2020 total trade Source: Authors’ cal-
culations

https://unctadstat.unctad.org/EN/Classifications/DimSitcRev3Products_Official_Hierarchy.pdf
https://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
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with two different levels of disaggregation to compute RCA indexes according 
to this database. These trade flows are “gross" trade flows, that is, exports and 
imports as reported by custom officials (and adjusted or complemented if neces-
sary). However, gross trade flows may not provide sufficient information about 
international trade because of the international fragmentation of the production 
process and the subsequent global value chains. Indeed, “the export of a com-
puter, for example, is in a fragmented world no longer reflecting the production of 
that computer from start to finish. The country involved might only contribute a 
(small) fragment of the production process, or in other words, add only a part of 
the total value added of the final product” (Brakman and Van Marrewijk 2017 p. 
62).

For that reason, as the third product classification, we use the “value-added” 
trade flows provided by the UNCTAD-EORAGlobal Value Chain (GVC) database 
(Casella et al., 2019). In contrast to the SITC classifications, working with this data-
base requires a simplified 26- secto r class ifica tion to enable the computation of RCA 
indexes for all trade areas under consideration. Indeed, the EORA sector classifica-
tion is not the same depending on the reporting country. Value-added trade flows 
are reported according to these 26 sectors for various countries (e.g. Algeria, Egypt, 
Mali or Pakistan, among others) whereas for other countries these flows are reported 
according to a higher number of more disaggregated sectors, ranging from 49 (Can-
ada) to 512 (UK). Consequently, to combine different countries into a trade area, 
sectors must be aggregated for countries reporting more than 26 sectors.11

To sum up, the use of value-added trade flows (EORA) instead of gross trade 
flows (SITC) implies a lower level of product/sector disaggregation (26 versus 65 or 
259). We work with the aforementioned three classifications to account for different 
trade-offs between information accuracy (“gross" versus “value-added" trade flows) 
and the level of disaggregation among products/sectors.

For the RCA indexes that take into account GDP and GDP per capita (B2G, part 
of CTB indexes and part of RC indexes), we use the GDP data provided by UNCTA 
Dstat. As in Stellian and Danna-Buitrago (2022), the value of m to adjust an RCA 
index depending on GDP differentials in a trade area is set to 2; that is, GDP dif-
ferentials at most double the level of comparative advantages or comparative dis-
advantages. For the period r that serves as the reference period to adjust trade flows 
for the calculation of some CTB indexes and some RC indexes, we use two different 
years: the first available year and the last available year. The corresponding values 

11 The Eora website contains a conco rdanc e table documenting how to implement the sectoral aggrega-
tion. For each country i, the concordance table contains a Si × 26 matrix where Si > 26 is the number of 
disaggregated sectors associated with i. In that matrix, the element in row a and column b is a coefficient 
ranging from 0 to 1 that indicates which part of the value-added trade flow in the a-th disaggregated 
sector contributes to the b-th aggregated sector (the sum of coefficients for each row therefore equals 1). 
Let Ci denote that matrix and Vi the Si × #J matrix whose element in row a and column j is the value-
added trade flow of the a-th disaggregated sector from country i to the j − th country (among a set J of 
countries). Ultimately, sectoral aggregation arises from the standard matrix product C′

i
⋅ Vi , which is the 

26 × #J matrix whose element in row b and column j is the value-added trade flow of the b-th aggregated 
sector from country i to the j − th country.

https://worldmrio.com/unctadgvc/
https://worldmrio.com/eora26/
https://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
https://unctadstat.unctad.org/wds/ReportFolders/reportFolders.aspx
https://worldmrio.com/eora26/
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of r are written f (for “first”) and l (for “last”). For the SITC classifications, the first 
and last available years are 1995 and 2020, respectively. For the Eora-26 classifica-
tion, the first and last available years are 1990 and 2017, respectively. Using the first 
available year for the adjustment of trade flows can be labelled a “forward-looking 
adjustment”, and using the last available year can be labelled a “backward-looking 
adjustment” (Stellian & Danna-Buitrago, 2017). Ultimately, regarding the Z and AZ 
indexes, the value of � is set to 6.534 as suggested by Costinot et al. (2012).

Note that an RCA index may face numeric exceptions. The online appendix 
explains how these numeric exceptions can be solved. Eventually, a full set of RCA 
indexes is computed. This set comprises:

• 33 RCA indexes: the nine RCA indexes in Table  1 (the standard B index and 
eight other RCA indexes related to the standard B index); nine RC indexes (the 
six RC indexes in Table 2, three of which are computed with two different val-
ues of reference period r); Z and AZ; NY; and 12 CTB indexes (the eight CTB 
indexes in Table 3, four of which are computed with two different values of ref-
erence period r).

• 67 different values of J. Each value is a trade area centered on the main trading 
partners of a given country among a representative sample of 67 countries (see 
Table 9).

• 2 values of K associated with T = {1995, 1996,… , 2020} , namely 2-digit SITC 
(65 items) and 3-digit SITC (259 items); and a third value of K, EORA-GVC (26 
items), associated with T = {1990, 1991,… , 2017}.

Given the number of countries in each possible value of J (see Table 9), the number 
of items in each possible value of K (26, 65 or 259) and the number of years in each 
possible value of T (26 or 28), our empirical assessment is based on more 595 mil-
lion RCA index values.

Table 11 reports the ten best RCA indexes according to the mean values of R̄u,1 , 
R̄u,2 and R̄u,3 , and then ̄̄R0

u
 , ̄̄R1

u
 and ̄̄R2

u
 . These mean values are computed for the whole 

sample of 67 trade areas and are reported separately for each of the three product 
classifications12 (2-digit SITC, 3-digit SITC and EORA-26 GVC). The correspond-
ing calculations are described in Sect. 6 and illustrated in Tables 6 and 7.

For the three product classifications, the class of CTB indexes has a clear advan-
tage regarding time stationarity and shape. A CTB index is always ranked first, and 
at least 6 CTB indexes belong to the top 10. There is an even sharper contrast regard-
ing shape: the top 10 is fully occupied by CTB indexes in relation to the 3-digit 
SITC, and all positions except one in the top 10 are occupied by CTB indexes in 
relation to the EORA-26 GVC. NB is in the second position in the top 10 regarding 
time stationarity for each product classification. However, NB does not remain in the 
top 10 in terms of shape in relation to the 3-digit SITC and EORA-2 GVC and is last 

12 The results of the auto-correlation tests (see Remark 1) are available upon request. For most RCA 
indexes, these tests do not find any serial correlation in the errors. We regard the remaining cases as 
inconclusive due to the low number of time periods in the database.



 R. Stellian et al.

1 3

Ta
bl

e 
11

  
To

p 
10

 R
CA

 in
de

xe
s, 

m
ea

n 
va

lu
es

 fo
r t

he
 sa

m
pl

e 
of

 tr
ad

e 
ar

ea
s

TS
 ( R̄

u
,1

)
SH

 ( R̄
u
,2

)
O

R
B

 ( R̄
u
,3

)
̄̄ R
0 u

̄̄ R
1 u

̄̄ R
2 u

2-
di

gi
t S

IT
C

1
C
T
B
W
,y

8.
61

C
T
B
W

10
.4

8
RC

7.
06

C
T
B
W

10
.9

8
C
T
B
W

8.
23

RC
11

.1
0

2
N

B
8.

98
C
T
B
W
,l

11
.0

3
R
C
l

9.
86

C
T
B
W
,y

11
.3

9
C
T
B
W
,y

8.
54

C
T
B
W

11
.5

2

3
C
T
B
W
,Y

9.
05

C
T
B
W
,y
,l

12
.4

3
R
C
f

10
.3

0
C
T
B
W
,Y

12
.0

9
C
T
B
W
,Y

9.
07

C
T
B
W
,y

12
.1

2

4
C
T
B
W

9.
60

C
T
B
W
,y

12
.5

8
A

Z
10

.8
2

RC
12

.9
1

RC
9.

68
R
C
l

12
.3

4

5
C
T
B
Y

11
.4

0
C
T
B
W
,Y

13
.2

9
W
B
K

10
.9

5
R
C
l

13
.5

4
R
C
l

10
.1

6
C
T
B
W
,Y

12
.9

1

6
C
T
B
Y
,l

12
.0

0
C
T
B
W
,f

13
.2

9
B

2G
11

.0
5

R
C
f

14
.4

2
R
C
f

10
.8

2
R
C
f

13
.1

0

7
C
T
B
Y
,f

12
.4

3
R
C
l

13
.7

2
R
C
Y

11
.4

3
A

Z
14

.9
7

A
Z

11
.2

2
A

Z
14

.4
0

8
M

12
.5

9
RC

13
.7

6
R
C
y

12
.0

1
N

B
15

.4
9

N
B

11
.6

2
R
C
Y

15
.1

3

9
A

B
12

.8
0

C
T
B
W
,Y
,l

13
.9

2
C
T
B
W

12
.8

6
B

2
15

.7
7

B
2

11
.8

3
B

2
15

.2
3

10
A

Z
14

.1
9

N
B

14
.5

7
C
T
B
W
,y

12
.9

7
SB

16
.2

4
SB

12
.1

8
R
C
y

15
.2

9

3-
di

gi
t S

IT
C

1
C
T
B
W
,Y

8.
78

C
T
B
W
,l

9.
23

Z
4.

80
C
T
B
W

13
.6

6
C
T
B
W

10
.2

4
R
C
l

11
.7

2

2
N

B
9.

53
C
T
B
W

9.
54

R
C
l

6.
00

R
C
l

13
.7

2
R
C
l

10
.2

9
RC

11
.8

8

3
C
T
B
W
,y

9.
91

C
T
B
W
,y

10
.0

8
RC

6.
20

C
T
B
W
,y

13
.8

3
C
T
B
W
,y

10
.3

7
R
C
f

12
.1

5

4
C
T
B
W

10
.4

5
C
T
B
W
,y
,l

10
.1

7
R
C
f

6.
47

RC
13

.9
0

RC
10

.4
2

Z
12

.3
8

5
C
T
B
Y
,l

11
.4

2
C
T
B
W
,Y
,l

12
.3

1
B

2G
7.

72
Z

14
.0

2
Z

10
.5

2
B

2G
14

.2
1

6
C
T
B
Y

11
.7

3
C
T
B
W
,f

12
.3

4
A

Z
11

.4
2

R
C
f

14
.3

0
R
C
f

10
.7

3
C
T
B
W

15
.4

1

7
M

12
.3

7
C
T
B
W
,y
,f

12
.8

8
R
C
Y
,l

11
.8

0
C
T
B
W
,Y

14
.9

6
C
T
B
W
,Y

11
.2

2
A

Z
15

.7
2

8
C
T
B
Y
,f

12
.5

1
C
T
B
W
,Y

13
.0

8
R
C
Y

11
.8

1
C
T
B
W
,l

16
.0

0
C
T
B
W
,l

12
.0

0
C
T
B
W
,y

15
.7

6

9
A

B
12

.7
8

C
T
B
Y

13
.2

1
R
C
y,
l

11
.9

4
C
T
B
W
,f

16
.0

1
C
T
B
W
,f

12
.0

1
R
C
Y
,l

15
.9

4

10
Z

14
.6

4
C
T
B
Y
,l

13
.3

9
R
C
y

11
.9

9
N

B
16

.0
4

N
B

12
.0

3
R
C
Y

15
.9

5



1 3

Time stationarity, shape and ordinal ranking bias of RCA indexes:…

Ta
bl

e 
11

  (
co

nt
in

ue
d)

TS
 ( R̄

u
,1

)
SH

 ( R̄
u
,2

)
O

R
B

 ( R̄
u
,3

)
̄̄ R
0 u

̄̄ R
1 u

̄̄ R
2 u

EO
RA

-2
6 

G
VC

1
C
T
B
W

7.
25

C
T
B
W
,Y
,f

10
.9

2
A

Z
6.

10
RC

12
.3

4
RC

9.
25

A
Z

11
.7

3

2
N

B
8.

61
C
T
B
W
,Y

11
.8

2
Z

9.
48

C
T
B
W

13
.6

1
C
T
B
W

10
.2

1
RC

13
.1

8

3
RC

8.
61

C
T
B
W
,y

12
.9

0
W
B
K

11
.1

1
A

Z
13

.6
6

A
Z

10
.2

4
R
C
l

13
.9

3

4
C
T
B
W
,Y

10
.2

0
C
T
B
W

13
.5

6
W
B
J

12
.9

8
R
C
l

14
.1

3
R
C
l

10
.6

0
R
C
f

14
.3

6

5
C
T
B
Y
,f

11
.9

3
C
T
B
W
,y
,f

13
.6

1
R
C
l

13
.1

8
N

B
14

.2
6

N
B

10
.6

9
B

2
14

.8
7

6
C
T
B
W
,y

12
.0

9
B

2
13

.6
5

RC
13

.6
5

R
C
f

14
.5

9
R
C
f

10
.9

4
SB

14
.9

1

7
C
T
B
Y
,l

12
.5

5
C
T
B
W
,Y
,l

13
.8

6
R
C
f

13
.9

3
C
T
B
W
,Y

14
.6

3
C
T
B
W
,Y

10
.9

7
C
T
B
W

15
.7

4

8
R
C
Y

14
.4

1
C
T
B
W
,y
,l

14
.1

0
B

14
.0

6
C
T
B
W
,y

15
.0

3
C
T
B
W
,y

11
.2

7
Z

15
.7

6

9
R
C
l

14
.4

1
C
T
B
W
,l

14
.1

1
B

2G
14

.2
4

SB
15

.0
3

SB
11

.2
7

R
C
Y

15
.7

7

10
C
T
B
W
,f

14
.6

5
C
T
B
W
,f

14
.2

6
SB

14
.2

9
B

2
15

.4
9

B
2

11
.6

2
N

B
15

.9
3

So
ur

ce
: A

ut
ho

rs
’ c

al
cu

la
tio

ns



 R. Stellian et al.

1 3

in the top 10 in relation to the 2-digit SITC. Consequently, our empirical assessment 
suggests that CTB indexes are most able to generate empirical measurements that fit 
the ideal of an RCA index that is stable over time, symmetric and without fat tails.

In addition, as argued by Stellian and Danna-Buitrago (2022), CTB indexes pre-
sent theoretical robustness, namely robustness before any empirical assessment. 
Indeed, the formulas defining CTB indexes present the following features indepen-
dently of the universe J × K × T  under consideration: 

1. Compatibility with the Kunimoto-Vollrath principle, according to which the mag-
nitude of the trade balance or another trade-related variable is compared to its 
theoretical—“expected”—value to reveal comparative advantages;

2. Calculation on the basis of the overall structure of exports and imports to adapt 
an RCA index to the relative nature of comparative advantages and both the sup-
ply- and demand-side dimensions of comparative advantages;

3. Symmetry around its neutral point to ensure that comparative advantages and 
comparative disadvantages are measured in a homogeneous way;13

4. Use of GDP data to ensure a more precise measurement of comparative advan-
tages;

5. In some cases, additivity across products and even countries to make measure-
ments of comparative advantages independent of product/country classifications.

Ultimately, CTB indexes warrant attention because they resemble most the ideal 
RCA index—stable over time, minimizing both asymmetry and tail fatness—and 
because of their theoretical robustness. However, with respect to what an RCA 
index tells us for economic policy purposes, Z, AZ and the class of RCA indexes 
based on RC tend to be more reliable RCA indexes because they are more able 
than CTB indexes to avoid ordinal ranking bias. For each product classification:

• Z and AZ belong to the top 10, or at least AZ belongs to the top 10 and there-
fore places regression-based indexes among the RCA indexes most able to 
avoid ordinal ranking bias. In addition, the first rank is occupied by Z in rela-
tion to the 3-digit SITC, while AZ and Z rank first and second, respectively, in 
relation to the EORA-26 GVC.

• At least RC, RCl , and RCf  belong to the top 10. These three indexes even 
occupy the three first ranks in the case of the 2-digit SITC. The other RCA 
indexes of the same class are present among the ten best RCA indexes: RCY 
and RCY in relation to the 2-digit SITC and 3-digit SITC and RCY ,l and RCy,l in 
relation to the 3-digit SITC.

13 This use of the concept of symmetry is different from symmetry in the distribution of an RCA indexes 
throughout a given value of J × K . Rather, at the theoretical level, an RCA index is symmetric if the 
values revealing comparative disadvantages lie within the interval [� − a,�) or (−∞,�) while the values 
determining comparative advantages lie within the interval (�,� + a] or (�,+∞) , where a > 0 and � is 
the neutral value of an RCA index.
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No other RCA index appears so frequently in each top 10, which makes the RC 
index, its further improvements and the regression-based RCA indexes most able 
to avoid ordinal ranking bias and therefore the most useful RCA indexes for eco-
nomic policy purposes. In addition, as explained by Danna-Buitrago and Stel-
lian (2022) and Stellian and Danna-Buitrago (2022), the theoretical robustness 
of these RCA indexes is close to the theoretical robustness of CTB indexes. Ulti-
mately, CTB indexes are less able than regression-based indexes or RC-inspired 
indexes to avoid ordinal ranking bias, but their informational content should not 
be ignored because CTB indexes are most compatible with the ideal of an RCA 
index that is stable over time with the most desirable shape.

When the ranks arising from time stationarity, shape and ordinal ranking bias 
are combined into a global rank, each product classification gives rise to a spe-
cific situation. In the case of the 2-digit SITC, the highest positions are occu-
pied by the same three CTB indexes—CTBW , CTBW,y and CTBW,Y—and three RC 
indexes—RC, RCl and RCf  . In summary, with the 2-digit SITC and under differ-
ent weights given to time stationarity, shape and ordinal ranking bias, the best 
RCA indexes are the CTB indexes with normalization by total trade or normaliza-
tion by both total trade and the GDP-related coefficient m−Yit∕Ȳt+1 or m−yit∕ȳt+1 , and 
the standard RC index with or without adjustment of trade flows. Note that, inter-
estingly, none of these RCA indexes combine the GDP-related coefficient and the 
use of adjusted trade flows. This kind of combination confers greater theoretical 
robustness but is absent from the top 10. This suggests a trade-off between theo-
retical robustness and empirical accuracy. Ultimately, the last positions are occu-
pied by AZ and B2, as well two RCA indexes among SB, NB, RCY and RCy.

In the case of the 3-digit SITC, compared with the 2-digit SITC, RC, RCl and RCf  
remain classified among the six first positions. Nonetheless, these positions are no 
longer shared with CTBW , CTBW,y and CTBW,Y exclusively. On the contrary, Z is 
now classified as fifth regarding ̄̄R0

u
 and ̄̄R1

u
 and fourth in terms of ̄̄R2

u
 ; B2G occupies 

the fifth position when the global rank is calculated as ̄̄R2
u
 . CTBW still occupies the 

best position with respect to ̄̄R0
u
 and ̄̄R1

u
 but falls to sixth regarding ̄̄R2

u
 . CTBW,y occu-

pies the third position according to ̄̄R0
u
 and ̄̄R1

u
 but falls to eighth regarding ̄̄R2

u
 . CTBW,Y 

occupies the seventh position in terms of ̄̄R0
u
 and ̄̄R1

u
 but no longer appears among the 

top 10 regarding ̄̄R2
u
 . In summary, with the 3-digit SITC and under different weights 

given to time stationarity, shape and ordinal ranking bias, CTB indexes with nor-
malization by both total trade and the GDP-related coefficient are less relevant from 
an empirical standpoint, and Z gains empirical relevance. Interestingly, other CTB 
indexes appear among the lowest positions of the top 10, namely CTBW,l and CTBW,f .

In the case of the EORA-26 GVC, the same classification arises from ̄̄R0
u
 and ̄̄R1

u
 , 

where RC, CTBW and AZ occupy the three first positions, followed by RCl , NB and 
RCf  . If the weights underlying a global rank are those of ̄̄R2

u
 , with less importance 

given to time stationarity than shape, AZ occupies the first position followed by RC 
with or without adjustment of trade flows.

As a general result, we can say that the standard RC index with or without adjust-
ment of trade flows tend to provide relevant measures of comparative advantages 
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independently of product classification; CTB indexes without adjustment of trade 
flows and normalization by total trade combined or not with GDP adjustment are 
more reliable RCA indexes in relation to the 3-digit SITC; and regression-based 
indexes can usefully complement RC and CTB indexes. All these RCA indexes 
present greater theoretical robustness than the B index and the other RCA indexes 
based on exports only. Indeed, the main theoretical robustness of regression-based 
RCA indexes is that they are supported by a Ricardian model of international trade, 
whereas CTB indexes and RC indexes are RCA indexes arises from the Kunimoto-
Vollrath principle, are calculated on the basis of the overall structure of exports and 
imports while being symmetric around their neutral point, and can be adapted to 
GDP differentials in a given trade area. In addition, some CTB indexes are additive 
across countries and/or products. Therefore, more theoretical robustness seems to 
confer greater empirical relevance to an RCA index. However, as suggested before, 
this positive relationship between theoretical robustness and empirical accuracy has 
some limits because no global rank includes among the ten best RCA indexes the 
RCA indexes that combine adjusted trade flows and a GDP-related coefficient.

8  Conclusion

The conventional RCA index from Balassa (1965) has been questioned multiple 
times but remains widely used along with many alternative RCA indexes. This 
puzzling situation suggests that there is still no clear consensus on which RCA 
index should be used to analyze the comparative advantages of a given set of 
countries, products and periods. This paper contributes to filling this gap by sug-
gesting a consistent set of measures to evaluate the empirical properties of RCA 
indexes based on their time stationarity, shape and ordinal ranking bias. This set 
comprises nine measures that together rank different RCA indexes according to 
stability over time, the presence of a symmetric and thin-tailed distribution, and 
the absence of ordinal ranking bias. These measures combine GMM estimation, 
descriptive statistics and non-parametric measures.

We compute 33 RCA indexes for 67 different trade areas comprising different 
sets of countries centered on a reference country and its main trading partners. 
These computations were repeated for three different product classifications and, 
in relation to these classifications, two sets of time periods. Eventually, a database 
of more 595 million values of RCA indexes is used as the input to rank RCA 
indexes according to their empirical accuracy. Different methods of rankings 
can support a discussion in which the empirical properties of RCA indexes are 
balanced against their theoretical properties. Contribution-to-the-Trade-Balance 
(CTB) indexes, the “Revealed Competitiveness" index and its further improve-
ments, and regression-based indexes tend to provide the most relevant measures 
of comparative advantages from an empirical standpoint. In addition, theses RCA 
indexes tend to have the greatest theoretical robustness.

To conclude, three future lines of research are worth mentioning. The first line 
of research is the use of alternative dynamic panel data methods to measure the 
time stationarity of RCA indexes, with the aim of working with more flexible 
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serial correlation assumptions for the residuals. The second line of research is 
other methods of evaluating ordinal ranking bias. Specifically, there is an ordinal 
ranking bias if a country has lower (higher) rank than x with a value of an RCA 
index greater (lower) than the mean value leading the same country to have rank 
x. Instead of the mean value, other representative values like the median or quar-
tiles might be used to measure ordinal ranking bias. The third line of research is 
to analyze the average ranking of RCA indexes for different subsamples in which 
reference countries and/or their respective main trading partners present some 
specific characteristics instead of analyzing the average ranking of RCA indexes 
throughout the sample of 67 trade areas. This kind of exercise would strengthen 
the analysis of RCA indexes from the vantage point of their empirical relevance. 
Ultimately, further examining the empirical properties of RCA indexes will help 
academics and practitioners select the most adequate RCA index without ignor-
ing the theoretical foundations of RCA indexes.
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