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Abstract
Deep learning techniques have recently yielded remarkable results across various fields. However, the quality of these results 
depends heavily on the quality and quantity of data used during the training phase. One common issue in multi-class and 
multi-label classification is class imbalance, where one or several classes make up a substantial portion of the total instances. 
This imbalance causes the neural network to prioritize features of the majority classes during training, as their detection leads 
to higher scores. In the context of object detection, two types of imbalance can be identified: (1) an imbalance between the 
space occupied by the foreground and background and (2) an imbalance in the number of instances for each class. This paper 
aims to address the second type of imbalance without exacerbating the first. To achieve this, we propose a modification of 
the copy-paste data augmentation technique, combined with weight-balancing methods in the loss function. This strategy 
was specifically tailored to improve the performance in datasets with a high instance density, where instance overlap could 
be detrimental. To validate our methodology, we applied it to a highly unbalanced dataset focused on nuclei detection. The 
results show that this hybrid approach improves the classification of minority classes without significantly compromising 
the performance of majority classes.
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Introduction

Deep learning techniques have recently demonstrated 
remarkable performance across a wide range of fields, 
including robotics, computer vision, and natural language 
processing. The effectiveness of these techniques is strongly 
influenced by both the quantity and quality of the training 
data used [1], with the accuracy of annotations playing a 
pivotal role in this process. However, data labeling remains 

a formidable challenge in numerous domains, such as his-
topathology, where the interpretation of vast collections of 
images collected daily in laboratories often necessitates 
highly skilled experts. Consequently, appropriately anno-
tated datasets are scarce, expensive, and frequently with a 
small quantity of samples. Furthermore, histopathological 
images are occasionally treated as sensitive materials and 
are not accessible to the general public.
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To address the scarcity of data, it is common practice 
to expand datasets artificially through data augmentation 
techniques, which involve creating modified versions of 
existing images [2]. These modifications encompass vari-
ous approaches, including geometric transformations (such 
as flipping, cropping, rotation, translation, and noise injec-
tion), alterations in color representations (such as changes in 
brightness or contrast), the application of kernel filters (such 
as Gaussian filtering), or the addition or removal of elements 
within the images [3]. Alternatively, synthetic image genera-
tion techniques are employed to generate new images using 
methods like Generative Adversarial Networks (GAN) [4–6] 
or other artificial intelligence models [7, 8].

Another prevalent issue in histopathology datasets is data 
imbalance, where one or more classes within the dataset 
dominate a significant proportion of the instances. This 
imbalance results in the neural network assigning greater 
importance to the features of the majority classes during 
training, as their detection leads to higher scores.

Data imbalance in object detection can manifest in two 
forms: firstly, as an imbalance between the space occupied 
by the foreground and background, and secondly, as an 
imbalance in the number of instances per class.

In this study, we propose a methodology to address class 
imbalance by employing a modified version of the copy-
paste (CP) data augmentation technique, coupled with 
weight-balancing methods integrated into the loss function. 
Additionally, we aim to ensure that this instance correction 
does not significantly compromise the balance between fore-
ground and background spaces. To evaluate the effectiveness 
of our proposed methodology, we conducted experiments on 
a highly unbalanced histopathology dataset with a specific 
focus on nuclei detection.

Related Work

Methods to mitigate class imbalance in training datasets can 
be categorized into three primary approaches: (a) classifier-
level solutions, e.g., cost-sensitive learning [9], thresholding 
methods [10], or one-class classification [11]; (b) data-level 
solutions, such as oversampling [12, 13], or undersampling 
[14]; (c) hybrid [15], a combination of the two previous 
approaches [16, 17]. Despite the effectiveness of certain 
strategies in machine learning algorithms, their impact on 
histopathology images remains relatively underexplored. 
In response to this gap, Reza and Ma [18] conducted an 
evaluation of the effects of data imbalance on Convolutional 
Neural Networks (CNNs) using histopathological datasets. 
Their study compared the impact of oversampling and 
undersampling techniques in reducing the imbalance within 
breast cancer image datasets. Oversampling was found to be 
the most effective strategy in nearly every case. This same 

conclusion was corroborated when common images were 
used instead of histopathologic images [17].

In the realm of histopathology images, minority class 
oversampling has gained prominence, particularly in binary 
classification problems [19–23]. However, applying over-
sampling in object detection scenarios presents unique 
challenges, as a single image or patch may contain multi-
ple examples, some belonging to minority classes and oth-
ers to majority classes. Addressing this challenge, Hagos 
et al. proposed the creation of a weight matrix, where each 
cell carries a weighted value. This matrix is subsequently 
employed in the weighted dice overlap loss function to mit-
igate the effects of class imbalance [24]. In our approach, 
aimed at rectifying class imbalance, we utilize an oversam-
pling technique combined with a weight-balancing method 
on the loss function.

Methods and Materials

Models

As the model, we used Mask RCNN, currently one of the 
most popular models for object detection and instance seg-
mentation [25–27]. This model extends Faster RCNN by 
introducing an additional stage for object mask prediction, 
augmenting the capabilities of the Region Proposal Network 
(RPN) [27]. Mask RCNN comprises three primary com-
ponents (Fig. 1): the Backbone network, the RPN, and the 
Regions of Interest (RoI) Heads. The backbone is a Fea-
ture Pyramid Network (FPN), i.e., a Convolutional Neural 
Network (CNN) that is used to extract the main features in 
multiple scales of the image. The features extracted by the 
FPN are used as input for the second element, the RPN. 
The RPN combines non-neural network functionality with a 
neural network to generate the RoI. This area is then refined, 
classified, and segmented in the RoI Heads section. For each 
detected instance, three outputs are produced: a segmenta-
tion mask, a bounding box, and the associated class label.

This model was implemented using Python, specifically 
utilizing PyTorch 1.9.0 and the open-source object detec-
tion toolbox, MMDetection [28]. To design the anchors for 
the RPN, we used the Pyodi tool (Python object detection 
insights) [29, 30].

As the backbone network, we used the FPN-based 
ResNeXt101-32 × 8d, known for its better performance 
than ResNet [31]. This is a variant of ResNet that employs a 
group convolution approach, where the convolutional layers 
are split into groups, allowing for more diverse and powerful 
feature extraction. The “32 × 8d’ in the name refers to the 
number of groups (cardinality) and the width of each group, 
respectively. We initialized the backbone network with pre-
trained weights from the ImageNet classification task.
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The number of training epochs was fine-tuned for each of 
the evaluated configurations, within a range spanning from 
20 to 50 epochs. Stochastic Gradient Descent (SGD) was 
used as the optimizer in all the experiments conducted in 
this study. While we also explored the use of ADAM as an 
optimizer in our experiments, it consistently yielded inferior 
results across all configurations, leading us to exclude those 
findings from our analysis.

Datasets

The field of computational pathology faces a significant 
challenge in acquiring a sufficient quantity of high-quality  
labels, primarily due to the substantial time and effort 
required from pathologists. To address this data scarcity 
issue in 2021, Amgad et al. developed a methodology for 
generating a large number of annotations through the col-
laborative efforts of medical students and pathologists [32]. 
Their dataset can be categorized into two distinct types: 
single-rater and multi-rater. In the single-rater category, 
annotations were initially created by individuals without a 
pathology background and subsequently refined by study 
coordinators, all of whom were supervised by a pathologist. 
In the multi-rater category, seven pathologists independently 
generated annotations for the same set of images, and these 
annotations were later consolidated into a single dataset.

For the training and validation phases, we employed the 
Corrected Single-Rater Dataset (CSRD), and for the test 
phase, we turned to the Inferred P-truth from the Evalua-
tion Multi-Rater Dataset (IPEMRD). The CSRD consists 
of 1744 Fields of Views (FOVs) containing over 59,000 

annotated nuclei derived from breast cancer images. Each 
nucleus is categorized into one of 13 distinct classes, 
namely: ‘tumor,’ ‘fibroblast,’ ‘lymphocyte,’ ‘plasma_cell,’ 
‘macrophage,’ ‘mitotic_figure,’ ‘vascular_endothelium,’ 
‘myoepithelium,’ ‘apoptotic_body,’ ‘neutrophil,’ ‘ductal_
epithelium,’ ‘eosinophil,’ and ‘unlabeled.’ The second 
dataset, IPEMRD, comprises 53 FOVs with more than 
1370 annotations sourced from breast cancer images. It 
shares the same classes and file format as the CSRD.

For each FOV, the datasets provide four files: a tis-
sue image (Fig. 2a) stained with hematoxylin and eosin 
(H&E), a 3-channel mask (Fig. 2b), an H&E image with 
annotations overlaid (Fig. 2c), and a CSV file containing 
metadata for each annotation (Fig. 2d).

The 3-channel mask contains valuable information dis-
tributed across its channels, with each channel functioning 
as an intensity map. In the red channel (Fig. 2e), each class 
is represented by a distinct intensity value. For instance, 
if we consider the ‘tumor’ class, all the nuclei belonging 
to this class share the same intensity value, such as a pixel 
value of 3. On the other hand, the blue channel (Fig. 2f) 
serves as an instance map, assigning a unique pixel value 
to each individual nucleus. This information allows us 
to determine the class associated with every pixel in the 
image and distinguish between individual instances effec-
tively. In our experiments, we opted to use this information 
rather than relying on the data provided in the CSV file. 
The CSV file lacked consistency in how instance data was 
presented, and there were cases of duplicate information. 
Table 1 shows the distribution for each instance after the 
3-channel mask has been used for its identification.

Fig. 1  Mask RCNN summary representation
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Evaluation Metrics

Mean Average Precision

One of the key metrics used to validate our results is Mean 
Average Precision (mAP), a commonly used metric for 
assessing object detection and instance segmentation meth-
ods. This metric provides a single number within the range 
of 0 to 1, allowing us to evaluate overall performance effec-
tively. mAP is defined as the mean area under the curve of 
the interpolated precision-recall curve for all classes [33].

To understand how mAP is calculated, it is essential to 
define the parameters involved in its computation. The Inter-
section over Union (IoU) plays a crucial role in determining 

how well the predicted region of an object matches the 
ground truth region. It is defined as the area of overlap 
between the predicted and ground truth regions divided by 
the area of their union. A validation threshold is specified 
to determine whether a detection is correct or not. Any IoU 
value exceeding this threshold is considered a true positive 
(TP), while values below it are considered false positives 
(FP). In our experiments, we used a threshold of 0.5 to eval-
uate the results. An illustrative example of TP and FP with 
an IoU threshold of 0.5 is provided in Fig. 3.

Once the TP and FP values are obtained, it is possible to 
calculate the precision and recall (also called sensitivity). Pre-
cision is a measure of the accuracy of positive predictions, 
while recall gauges the completeness of positive predictions.

The precision and recall for each instance within a class can 
be represented in a plot called the precision-recall curve. The 

Fig. 2  Visual representa-
tion of dataset components. a 
Tissue image (H&E staining). 
b 3-Channel mask. c H&E 
image with annotations. d CSV 
metadata. e Red channel: class 
information. f Blue channel: 
instance identification. The e 
and f have been modified for 
better visualization; they are 
originally intensity maps in 
grayscale

Table 1  Instance distribution inside NuCLS datasets

LABEL INSTANCES 
IN CSRD

INSTANCES 
IN IPEMRD

TUMOR 21,088 510
LYMPHOCYTE 13,575 207
FIBROBLAST 8639 230
UNLABELED 7518 150
PLASMA_CELL 5557 161
MACROPHAGE 1353 42
VASCULAR_ENDOTHELIUM 514 48
DUCTAL_EPITHELIUM 498 0
APOPTOTIC_BODY 391 13
MITOTIC_FIGURE 229 5
MYOEPITHELIUM 55 0
NEUTROPHIL 45 6
EOSINOPHIL 3 0

Fig. 3  Visual representation of outcomes with IoU threshold set to 
0.5. Blue rectangles: predicted areas. Green rectangles: ground truth 
areas



Journal of Imaging Informatics in Medicine 

area under this curve is referred to as Average Precision (AP) 
and is defined as:

where � is the IoU threshold and  p(r) is the precision-recall curve.
To generate the mAP, the AP of each class is calculated 

through different thresholds (in our experiments only 0.5 is 
used). Finally, the average of all AP is used to produce the 
mAP and is defined as:

where APk is the AP class of class k and n is the number  
of classes.

Balanced Accuracy

Balanced accuracy is a measure of classification model perfor-
mance that considers the average of sensitivity and specificity, 
making it robust to class imbalance and suitable for evaluating 
binary or multi-class classification tasks.

Dataset Configurations

Two different configurations of the datasets were evalu-
ated (Fig. 4). Each configuration serves a specific purpose 
in assessing our methodologies. In the first configuration, 
we amalgamated all classes into a single category labeled 
“Nuclei.” This setup allows us to evaluate nuclei detection 
independently, disregarding the classification aspect. Weight 
balancing in the loss function is not applicable in this con-
figuration due to the presence of only one class. In the second 
configuration, we grouped certain classes together. Specifi-
cally, we combined the classes Mitotic figure, Myoepithelium, 
Neutrophil, Normal epithelium, and Eosinophil into a single 
class labeled “Other nuclei.” Similarly, the classes Apoptotic 
body and Unlabeled were grouped under the class “Ambigu-
ous.” It was chosen to group the classes instead of using the 
original classes due to the small number of instances of some 
classes, e.g., eosinophil has only 3 samples, while tumor has 
more than 21,000.

Proposed Method

Data imbalance reduction techniques can be categorized into 
three primary groups: (1) data-level methods, (2) classifier-
level methods, and (3) hybrid methods. Data-level meth-
ods involve increasing the number of samples for minor-
ity classes or reducing the instances of majority classes. 

AP@� = ∫
1

0

p(r)dr

mAP =
1

n

k=n∑
k=1

APk

Classifier-level involves adapting algorithms to effectively 
handle imbalanced datasets. Hybrid methods combine ele-
ments from both of the aforementioned groups [16].

In this paper, we propose a hybrid method that combines 
two techniques: augmenting the number of instances using 
a modified copy-paste (MCP) method and applying rescaled 
class weights in the loss function.

Copy‑Paste Modification

In recent years, the copy-paste (CP) method has demon-
strated effectiveness in instance segmentation and object 
detection [34, 35]. This method involves randomly copying 
and pasting instance samples into images within the dataset. 
Due to the randomness of pasting, there is a high probability 
of overlap, particularly when images have a high instance 
density, as is often the case with tissue nuclei. This overlap 
can lead to complete occlusion, especially when dealing with 
instances of similar sizes, and may introduce an imbalance 
between foreground and background, making object identi-
fication more challenging.

To address these issues, we propose a modification to the CP 
algorithm that avoids the overlap between instances and reduces 
the imbalance between classes. Before applying the CP method, 
we incorporate a preprocessing stage where we perform color 
normalization on the entire dataset using the Reinhard algo-
rithm [36, 37]. Color normalization, as suggested by several 
authors [37–39], enhances the performance of deep learning 
techniques on images stained with hematoxylin and eosin dyes.

Fig. 4  Diagram of different dataset configurations. The first configu-
ration groups all classes from the dataset, and the second configura-
tion groups minority classes
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Additionally, we transform all annotations in the dataset 
into the COCO (Common Object in Context) format, which 
is one of the most widely used formats for object detec-
tion and segmentation datasets. Created for the Microsoft 
COCO dataset, it has now been adopted for various other 
data collections [40–42]. This JSON-based format stores 
crucial information, including image information, object 

annotations, and different categories or classes, simplifying 
instance retrieval and dataset management.

After converting the data into the COCO format and nor-
malizing the image colors, it is possible to start our proposed 
data augmentation method. In Fig. 5, we provide a detailed 
pseudocode outlining the main steps of our proposal, and in 
Fig. 6, we present a visual diagram summarizing the key steps.

Proposed data augmentation method: Copy-paste modification
input1 = Normalized RGB image
input2 = Ground Truth (GT) // E.g., a 3-Channel mask 
input3 = Information of all the instances in the training set // E.g., a JSON File

output1 = New normalized RGB image with an increased number of instances
output2 = New GT with an increased number of instances

1: ds_classes = a set of all unique instance classes in the dataset
2: sample_classes = a set of all the instance classes present in input1
3: missing_classes = ds_classes - sample_classes 
4: LT = a map representing occupied and free spaces in input1 // E.g., a binary image (white pixel→

occupied space, black pixel→ free space)
5: n_missingC = array with n elements randomly selected from missing_classes 
6: ChIns = array with k instances randomly selected from each class in n_missingC using the 

information from input3
7: Copy-paste cycle:
8: for inst in ChIns
9: r_point = random coordinates (x,y) corresponding to a point within LT a

10: ev_points = array with nine-pixel coordinates around r_point b
11: if all the coordinates in ev_points correspond to a free space
12: input1 = input1 with inst pasted in the coordinates of the free space
13: input2 = input2 with the corresponding GT of inst pasted in the coordinates of 

the free space
14: LT = a map representing occupied and free spaces in input1
15: end if
16: end for
17: output1 = input1
18: output2 = input2
19: return output1, output2

a following the restrictions on equation 1
b following the equations 1-4

Fig. 5  Pseudocode of our copy-paste modification
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We can summarize the process in the following 5 steps 
(Fig. 6):

1. For each image, identify the missing classes and cre-
ate a location threshold (LT). LT is a reference map 
that shows the spaces occupied within the image by the 
instances. We generate a binary mask where white pix-
els correspond to instances, and black pixels represent 
spaces without instances (i.e., areas without nuclei).

2. Randomly select n elements from the missing classes.
3. From each of these n missing elements, randomly select 

k samples from the whole training dataset. This selection 
results in an array that we call ChIns (chosen instances).

4. Each element in ChIns enters the copy-paste cycle, 
where we determine whether a selected location is avail-
able for pasting the instance.

5. Finally, the copy-paste is executed, returning the new 
image with an augmented number of instances and its 
corresponding ground truth (GT).

The copy-paste cycle proceeds as follows:
Begin by extracting the height and width information 

of the first instance within the ChIns array. Then, choose 
a random point p0(x,y) within LT(h,w) following the next 
conditions:

Here, rx and ry are random x and y axes, wLT and hLT 
represent the width and height of LT, and wins and hins are 
the width and height of the instance.

Next, eight new points pn around p0 are created using 
the following coordinates:

where:

and

Except when kx = ky = 0.
The total of the nine points is used to evaluate if that 

location is free, i.e., if all the pixels in LT, according to the 
coordinates of those points, are black, then it is considered 

(1)p0(x, y) =

⎧
⎪⎨⎪⎩

x = rx, if
�

wins

2

�
< rx <

�
wLT −

�
wins

2

��

y = ry, if
�

hins

2

�
< ry <

�
hLT −

�
hins

2

��

(2)pn(x, y) =
(
p0x + kx, p0y + ky

)

(3)kx =
{
−

(wins

2

)
, 0,

(wins

2

)}

(4)ky =

{
−

(
hins

2

)
, 0,

(
hins

2

)}

Fig. 6  Summary of the steps involved in our proposed data augmentation approach for images with high instance density and high class imbalance
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a free space. In this case, the instance is pasted into the 
normalized image, along with its corresponding GT. LT 
is updated, and the copy-paste cycle is repeated with the 
next instance within ChIns. If any of the nine points corre-
sponds to a white pixel, the space is considered occupied, 
and to prevent overlapping, this instance is not pasted. 
Once all the instances in ChIns have completed the copy-
paste cycle, the addition of instances in that image is com-
pleted. The process is then repeated with all images within 
the training set.

It is worth noting that when applying this methodology 
to other datasets, several considerations should be taken 
into account:

Instance size variations: If instances significantly dif-
fer in size, an alternative evaluation method should be 
proposed, as the nine-point evaluation works best when 
instances have similar sizes. Significant variations may 
lead to occlusions.
Customization: The parameters, such as the number of 
classes (n) and the number of instances (k), should be 
adjusted to suit the characteristics of each dataset.

Weight Balancing in the Loss Function

Weight balancing in the loss function is a widely adopted 
strategy to address imbalanced datasets. This technique 
involves assigning different weights to each class to ensure 
that minority classes receive more attention during train-
ing than elements from the majority classes. The weight 
for each class, denoted as w, can be calculated using the 
following equation:

where � is an array with the number of occurrences for each 
class.

Different loss functions are implemented in the Mask 
RCNN model, but in our approach, only the weights of the 
loss function related to object classification were modi-
fied. For this task, we used a Cross-Entropy loss function 
which is defined as:

where M is the number of classes, w is the corresponding 
weight for each class, p is the predicted probability obser-
vation o is of class c , and y is a binary indicator, which 
is one when class label c is the correct classification for 
observation o.

(5)w =
Number of instances

(Number of classes ∗ �)

(6)LCE = −

M∑
c=1

wc���
(
po,c

)
yo,c

It is important to note that applying weight balancing 
solely to the loss function enhances the identification of 
minority classes. However, as we will demonstrate in the 
“Results and Discussion” section, this approach may lead 
to a decrease in performance for other evaluation metrics.

Experiment Setup

All experiments were conducted on a computer equipped 
with an AMD Ryzen Threadripper 3960 × processor with 24 
cores, 128 GB of RAM, and two GeForce 3090 GPUs, each 
with 24 GB of VRAM.

We implemented a fivefold cross-validation with a train-
validate-test split (Fig. 7) to ensure a rigorous evaluation of 
our model. During the training and validation phases, we 
exclusively utilized the CSRD dataset, while the IPEMRD 
dataset served as our test set.

It is essential to note that we applied data augmentation 
exclusively to the training set, ensuring that the validation 
and test sets remained untouched by any augmentation tech-
niques. For a comprehensive overview of the instance dis-
tribution within each dataset configuration, refer to Table 2. 
Furthermore, this table includes the instance count both 
before and after implementing our CP modification. These 
values show a significant increase in minority class instances 
compared to the majority class instances, leading to a more 
balanced dataset.

As no augmentation should be applied to the test set, it 
retains its original instances. The absence of detected elements 
from classes with few instances significantly influences the 
results. For instance, as shown in Table 2, in the test set, the 
class “Other Nuclei” has only 11 instances, highlighting the 
challenges in correctly classifying minority classes.

The following experiments were carried out in each 
dataset configuration:

• Without data augmentation (WDA): Original training 
set without any data augmentation and using the Cross-
Entropy loss function, with all classes assigned equal 
weights (weight = 1).

• Basic data augmentation (BDA): Data augmentation by a 
random flip (horizontal and vertical) with a ratio of 0.5.

• Modified copy-paste data augmentation (MCP): Using 
the proposed CP method to reduce the imbalance in a 
dataset with images that have a high density of instances.

• Modified copy-paste plus a basic data augmentation 
(MCP + BDA): A combination of two different methods 
of data augmentation.

• Changing Cross-Entropy Loss Function to Focal Loss 
(FL): Focal loss is a loss function used in several studies 
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to address class imbalance in tasks like object detection. 
The gamma value used was 2.0 and the alpha value was 
0.25, as proposed by Lin et al. [43].

• Weighted Cross-Entropy Loss Function (WCEL): Modi-
fying the weights to match the number of classes in the 
second configuration. This experiment was not per-

Fig. 7  Experiment setup follow-
ing 5 cross-validation data with 
a train-validate-test split

Table 2  Instance distribution in each dataset configuration

Second data set configuration First dataset 
configuration

Training

Tumor Fibroblast Lymphocyte Plasma
cell Macrophage Vascular

endothelium
Other
nuclei Ambiguous Nuclei

1º Training set 
(folds 1,2,3,4)

16833 34387 6834 14138 11058 23045 4230 9915 1083 3287 463 2202 687 8662 6437 16398 47625 112034

2º Training set
(folds 1,2,3,5)

17134 34919 6960 14451 10718 22163 4295 9959 1141 3472 411 2042 730 8444 6343 15613 47732 111063

3º Training set
(folds 1,2,4,5)

16729 34083 7036 14588 10558 21919 4680 10721 1060 3371 410 2187 656 8184 6267 15487 47396 110540

4º Training set
(folds 1,3,4,5)

16984 34637 6824 14150 11163 22810 4466 10205 1098 3360 363 2057 670 8335 6170 15517 47738 111071

4º Training set
(folds 2,3,4,5)

16672 33867 6902 14427 10803 22072 4557 10582 1030 3112 409 2244 577 8719 6419 15054 47369 110077

Validation
5º Validation 

(fold1)
4416 1737 2772 1000 323 105 253 1490 12096

4º Validation 
(fold2)

4104 1815 2412 1091 255 151 160 1739 11727

3º Validation 
(fold3)

4359 1603 3017 877 293 104 174 1642 12069

2º Validation 
(fold4)

3954 1679 2857 1262 212 103 100 1566 11733

1º Validation 
(fold5)

4255 1805 2517 1327 270 51 143 1472 11840

Testing
IPEMRD 510 230 207 161 42 48 11 163 1372

Before data Augmentation After Data Augmentation
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formed in the first configuration, as it contains only one 
class, resulting in the same outcome as WDA.

• Weighted Cross-Entropy plus modified copy-paste data 
augmentation (WCEL + MCP): A combination of copy-
paste data augmentation proposed and weighted Cross-
Entropy loss function. As with WCEL, this experiment 
was not conducted in the first configuration due to its 
single-class nature.

This comprehensive set of experiments allowed us to assess 
the impact of various strategies on model performance, as elabo-
rated in the “Results and Discussion” section.

Results and Discussion

First Dataset Configuration

Object detection comprises two fundamental tasks: object 
localization and object classification. It is crucial to evalu-
ate the performance of both tasks. Accordingly, our evalu-
ation commences with an examination of the outcomes of 
our first configuration, which does not encompass nuclei 
classes. Our primary objective here is the validation of 
nuclei localization accuracy.

To assess the localization accuracy, we initiate our 
analysis by scrutinizing the mean Average Precision at 
IoU (Intersection over Union) threshold 0.5, denoted 
as mAP@0.5, across all experiments. From Fig. 8, we 
observe that the mAP@0.5 scores in all experiments are 
consistently close to 0.8. This consistency underscores the 

excellent precision and recall for nuclei localization, irre-
spective of the methods employed to address class imbal-
ance. In essence, these methods have no significant impact 
on the accurate localization of nuclei.

To validate this assumption, we conducted a 
Kruskal–Wallis test [44], a non-parametric method, to 
discern differences among independent groups. This test, 
relying on ranked data to compute an H-statistic, evaluates 
variations between groups. Surprisingly, the test yielded an 
H-statistic of 16.9751, corresponding p-value of 0.0019, 
indicating significant differences among the groups.

Following the Kruskal–Wallis test, we conducted a 
Dunn’s test [45] using the Bonferroni [46] correction 
to explore specific disparities among these groups. The 
resulting matrix of p-values (Table 3) from Dunn’s test 
highlights a significant difference between the BDA and 
WDA methods; the rest of the methods as we expected 
does not have a significant difference to locate nuclei. 
Values of 1 along the diagonal signify comparisons of 
the same groups, indicating no significant differences. 
Conversely, lower p-values off the diagonal signify 
notable distinctions between specific pairs of groups. 
We are using a significance level of 0.05, where any 
p-value below this threshold is deemed statistically 
significant.

Furthermore, our evaluation extended to the sensitivity 
metric, which in this context reflects the ability to accurately 
detect nuclei. The sensitivity range observed in Fig. 9, span-
ning from 0.862 to 0.895, implies that a segment of nuclei 
instances, approximately 11 to 14%, remains undetected by 
all the methods employed.

Fig. 8  Boxplot of mAP@0.5
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Second Dataset Configuration

Having established that the detection rate for nuclei peaks 
at 89.5%, signifying that approximately 144 nuclei remain 
undetected in the test set, a pertinent question arises: to 
which class do these undetected nuclei belong, and how well 
are they classified once detected? To address these queries, 
we turn our attention to the second configuration.

In our supplementary material, we have included confusion 
matrices for each experiment. These matrices contain a ‘back-
ground’ tag both in the prediction and in the ground truth (GT). 
On the prediction axis, the ‘background’ tag assists in quantify-
ing the percentage of nuclei that were not detected. Meanwhile, 
the GT axis helps us determine whether background elements 
are incorrectly classified as nuclei. By extracting values from 
these matrices, we calculate the balanced accuracy for each 
class, considering or disregarding the background label. This 

information is presented in Figs. 10 and 11, respectively. In 
summary, Fig. 11 assesses the classification quality of detected 
nuclei, while Fig. 10 provides a comprehensive evaluation 
of how well nuclei from each class are both classified and 
detected. Balanced accuracy combines both sensitivity (true 
positive rate) and specificity (true negative rate), offering a 
more comprehensive assessment of each method’s overall clas-
sification performance, considering the challenges posed by 
significant class imbalances.

The experiments conducted in the second configuration dem-
onstrate that the use of MCP in combination with BDA results 
in the highest mAP@0.5 score (Fig. 12). However, achieving  
a higher mAP@0.5 value in highly imbalanced datasets often 
suggests improved classification primarily in the majority classes, 
as opposed to all classes, as reflected in Figs. 10 and 11. There-
fore, we have used overall balanced accuracy to summarize the 
performance of each method, which can be observed in Fig. 13.

The findings reveal distinctive patterns in classification 
performance among different methods. In WDA and BDA, 
classification performance is notably better for the three 
major classes (tumor, lymphocyte, and fibroblast), while 
performance in the remaining classes is poor. This outcome 
aligns with expectations, given that these experiments do not 
incorporate methods to address class imbalance.

Contrarily, MCP showcases increased balanced accuracy 
for minority classes, though certain classes still exhibit 
subpar sensitivity. When combined with BDA, MCP 
exhibits similar behavior, albeit with enhanced results in 
the major classes. Notably, FL demonstrates the poorest 
performance overall, reducing the detection of majority 
classes without significantly enhancing the sensitivity of 

Table 3  Matrix of p-values derived from Dunn’s test comparing dif-
ferent methods: without data augmentation (WDA), basic data aug-
mentation (BDA), modified copy-paste data augmentation (MCP), 
modified copy-paste plus basic data augmentation (MCP + BDA). 
The values represent pairwise comparisons, p-values below a signifi-
cance level of 0.05 are highlighted in bold

WDA BDA MCP MCP + BDA FL

WDA 1 0.0003 0.3048 0.5689 0.3582
BDA 0.0003 1 0.5148 0.2730 0.4418
MCP 0.3048 0.5148 1 1 1
MCP + BDA 0.5689 0.2730 1 1 1
FL 0.3582 0.4418 1 1 1

Fig. 9  Boxplot of sensitivity
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minority classes. The most favorable outcome is observed 
with the WCEL + MCP combination. In nearly all minority 
classes, this approach achieves the highest performance 
without significant degradation in the results of the major-
ity classes.

We utilized the Kruskal–Wallis test to discern variations 
among independent groups, evaluating the overall balanced 
accuracy (considering the background label); the resultant 
H-statistic of 31.8857, with a p-value of 0.000017, demon-
strates significant differences among the groups.

Fig. 10  Class-balanced accuracy considering background label

Fig. 11  Class-balanced accuracy without considering background label
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Following the Kruskal–Wallis analysis, a Dunn’s test 
was conducted using the Bonferroni correction to delve 
into specific disparities among these groups. The matrix 
of p-values (Table 4) derived from Dunn’s test provides 
pairwise comparisons between the methods.

A key observation from these comparisons is the 
consistent and substantial differences exhibited by the 
WCEL + MCP and FL when compared to the other meth-
ods. When considering this information in conjunction 
with Fig. 13, it becomes evident that FL exhibits com-
paratively lower performance, while WCEL + MCP dem- 
onstrates significantly higher performance. These findings 

suggest statistically significant differences between FL and 
WCEL + MCP in contrast to the remaining methods.

Additional Discussion

The current debate surrounding data augmentation tech-
niques in the context of biological imaging, particularly 
when such techniques distort the global context, is a topic of 
significant interest. This distortion is evident in algorithms 
like copy-paste, where instances are copied and pasted into 
new images, causing a shift in local and global features. One 
might expect such alterations to lead to a decline in classi-
fication performance, as the context surrounding instances 
is lost. However, our results, especially in the comparison 
between WDA and MCP in the second dataset configura-
tion, reveal that object prediction in test and validation set 
images actually improves, indicating superior performance 
in real-world images.

One explanation for this phenomenon is that by modi-
fying the global context of objects, Convolutional Neural 
Networks (CNNs) shift their focus toward the extraction 
of local features rather than global ones. In cases where 
recurrent patterns are not found in global features, this 
change in attention to local features can lead to better algo-
rithm performance, as observed in our study.

It should be emphasized that the precise localization 
and classification of nuclei are intricate tasks that involve 
identifying very similar elements, which can often be fur-
ther complicated due to a lack of calibration or focal dis-
tance issues, as well as variations in staining within the 
samples. Additionally, the substantial data imbalance and 

Fig. 12  Box plot of mAP@0.5

Fig. 13  Overall balance accuracy, on the left side, considering the background label and on the right side without considering the background 
label
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differences in annotations made by different pathologists 
contribute to the difficulty in achieving high classification 
values compared to other object detection studies. How-
ever, it is important to recognize that we are continually 
advancing in the field of complex element detection. These 
ongoing advances have the potential to become valuable 
tools for expert pathologists in their work.s

Conclusions and Future Work

In this study, we introduced a hybrid methodology that 
effectively addresses the challenges of object detection and 
classification in highly imbalanced datasets. Our approach 
combines modified copy-paste data augmentation (MCP) 
with a weighted loss function, resulting in substantial 
improvements in the classification of minority classes 
while maintaining the performance of majority classes. 
MCP ensures non-overlapping instances and prevents an 
imbalance between background and foreground, while 
the weighted loss function optimally distributes attention 
based on the number of instances. The combination of 
these methods is strongly recommended for similar tasks.

Our proposed modification to the CP algorithm offers 
several advantages: (1) localization evaluation—it reduces 
the likelihood of overlapping instances by incorporating 
a localization evaluation step. (2) Class imbalance reduc-
tion—by copying and pasting instances of classes that are 
not initially present in the image, it helps alleviate class 
imbalance issues. (3) Imbalance between background and 
foreground—images with low instance densities are more 
likely to be populated, reducing the risk of creating an imbal-
ance between the background and foreground due to the 
exclusion of instances that could not find available space.

We plan to combine the NuCLS datasets with the PanNuke 
dataset to enrich our findings. Collaborating with pathologists 
will also allow us to augment the samples of minority classes. 

Furthermore, we aim to extend our experiments by incorpo-
rating a Vision Transformer backbone into the Mask RCNN 
model to explore advanced modeling approaches.
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