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Introduction

It has been stated that the only certainty in medicine is the
pervasiveness of uncertainty [1, 2]. While medicine is often
viewed as a science driven by objective data, it must also be
considered an art, driven by subjective and often imprecise
thought. This imprecise thought often takes the form of
uncertainty, which has been described as “a state of having
limited knowledge where it is improbable to exactly describe
existing state or future outcome” [3]. Ultimately, the under-
lying goal of medicine (and radiology reporting) is to impart
knowledge through accurate and confident decision-making
and analysis, leading to improved clinical outcomes.

While one would hope that medical decision-making is
entirely based upon sound and rational use of scientific data
(i.e., evidence-based medicine), this is not always the case in
everyday practice. With the increasing volume and com-
plexity of medical data and heightened productivity expect-
ations, healthcare providers are increasingly challenged in
rendering accurate and timely decisions [4, 5]. At the same
time, the rapid growth of technology and scientific knowl-
edge has paradoxically created an increase in uncertainty in
medical decision-making [6]. This is especially true for
radiology providers, who are often tasked with interpreting
complex imaging exams in the absence of comprehensive
clinical data, which in part is due to the lack of clinical and
imaging information systems integration [7]. The net result
is often contrary to the desired goal. Indecisive decisions are
often rendered in the radiology report in an attempt to fulfill
workflow expectations, which in turn can lead to increased
occupational stress and additional error [8].

While this would imply that uncertainty in medicine
decision-making is inherently bad, this is not necessarily
true. Uncertainty does not always imply limitations on
the part of the physician, but can instead be the result
of insufficient, poor quality, or inconclusive data (i.e.,
external uncertainty). The alternative form of uncertainty
is internal uncertainty, which is due to an individual’s
lack of knowledge or decisiveness and implies deficien-
cy on the part of the individual decision-maker. Both
forms of uncertainty permeate medical practice and play
an important role in clinical outcomes. As a result, it is
important to understand the causative factors associated
with uncertainty, develop effective methods for quanti-
fying and characterizing uncertainty, and create interven-
tion strategies to combat uncertainty related to deficient
knowledge and/or decisiveness.

Uncertainty in Radiology Reporting

Uncertainty has been described as the Achilles heel of the
radiology report [9], which is the single most important
basis on which radiologists are judged by their clinical
colleagues [10]. A number of diverse external factors con-
tribute to radiology report uncertainty including technical
(e.g., poor image quality), clinical (e.g., insufficient clinical
data), medico legal (e.g., increased risk of litigation), ana-
tomic (e.g., anatomic variation), and societal (e.g., lack of
established standards). The interpreting radiologist is tasked
with rendering an accurate diagnosis with the available data
in a clear, concise, and definitive fashion. Often times how-
ever, ambiguity and uncertainty is communicated in the
report, which may lead to confusion and/or lack of confi-
dence on the part of the referring clinician. When a radiol-
ogist and referring clinician have a longstanding and close
working relationship with one another, this report uncertain-
ty can often be properly placed in context and clarified
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through direct communication. The changing dynamics of
radiology practice has however minimized this sense of famil-
iarity through radiology outsourcing (e.g., teleradiology)
while also reducing direct communication through the wide-
spread implementation of PACS [11] and increased workload
demands [12]. The resulting “disengagement” of radiologists
and clinicians has the potential to increase the clinical con-
sequences of radiology report uncertainty and heightens the
necessity for proactive intervention.

Analysis of Language to Assess Uncertainty

The degree of uncertainty (i.e., decreased diagnostic confi-
dence) associated with a judgment or decision plays a major
role in how that judgment will be subsequently used, as well
as the perceived quality [13, 14]. While confidence and
certainty are commonly viewed positively, they do not nec-
essarily correlate with accuracy and can lead to a false sense
of security and potentially adverse consequences. The ulti-
mate goal therefore is to accurately determine the relation-
ship between uncertainty and outcome measures in order to
maximize the quality of task performance.

In most forms of communication, people prefer the use of
verbal expressions rather than quantitative numerical data in
expressing uncertainty [15]. The specific terminology used
to express uncertainty falls into a continuum (i.e., confi-
dence–uncertainty continuum), with varying degrees and
usage of qualifiers and intensifiers. Qualifiers are words
used to strengthen or weaken the observation or judgment
being communicated in a manner which can either strength-
en (e.g., certainly) or weaken (e.g., probably) the observa-
tion of record. An illustration of this confidence–uncertainty
continuum can be found in the observation of a hepatic
cavernous hemangioma on a CT report.

(a) An enhancing 3.5 cm liver lesion is present, consistent
with a cavernous hemangioma.

(b) An enhancing 3.5 cm liver lesion is present, which
probably represents a cavernous hemangioma.

(c) An enhancing 3.5 cm liver lesion is present, which is
possibly a cavernous hemangioma.

In addition to the fairly straightforward use of terms of
uncertainty, a more insidious method of introducing uncer-
tainty in reporting is through the use of recommendations
and suggestions. By including a follow-up recommendation
to the observation or judgment the reader can introduce
uncertainty without explicitly stating it, as illustrated in the
example of the cavernous hemangioma.

(a) An enhancing 3.5 cm liver lesion is present, consistent
with a cavernous hemangioma.

(b) An enhancing 3.5 cm liver lesion is present, consistent
with a cavernous hemangioma, which can be con-
firmed with ultrasound or MRI.

While both sentences contain the same finding and degree
of confidence (i.e., consistent with); the addition of a follow-
up recommendation adds a measure of uncertainty, without
explicitly stating it through terms of uncertainty. This has the
potential to adversely influence outcomes without directly
affecting diagnostic accuracy; through delayed diagnosis,
additional testing, and increased cost. This illustrates the fact
that report uncertainty can introduce “hidden” costs to med-
ical care, without directly introducing diagnostic error.

Another form of communication used to express uncer-
tainty is a disclaimer, which is defined as an introductory
expression used to explain or attempt to rationalize uncer-
tainty. An example of a commonly used disclaimer in radi-
ology reporting relates to quality deficiencies; which can
take the forms of poor technique, patient noncompliance, or
limitations in clinical data. These disclaimers may serve a
vital function in communicating external causes of uncer-
tainty, which should affect the accuracy, reliability, and
confidence in which the report findings are interpreted and
acted upon.

To date, the assessment of uncertainty and diagnostic
confidence in radiology reporting has been largely subjec-
tive in nature and left to each individual reader’s percep-
tions. As data mining and knowledge discovery applications
begin to play greater roles in medical reporting and analysis,
technology such as natural language processing (NLP) can
be applied to the task of uncertainty detection and analysis
with the ultimate goal of correlating report uncertainty,
diagnostic accuracy, and clinical outcomes [9]. Analysis of
report uncertainty could potentially provide important
insights as to the contextual and user-specific factors asso-
ciated with uncertainty, and subsequent impact uncertainty
plays on clinical outcomes.

Analysis of Speech to Assess Stress and Uncertainty

Once the clinical imperative of report uncertainty has been
established, the next step is creating an objective (i.e., non-
operator dependent) method for report uncertainty analysis.
One proposed method is the application of NLP to identifying
and quantifying report uncertainty through linguistic (i.e., text
based) analysis. From a practical perspective, the NLP appli-
cation could run in parallel to the method of report input (e.g.,
speech recognition), and visually highlight report language
associated with uncertainty for real-time review (and possible
intervention) by the authoring radiologist. Once the report has
been finalized, the NLP application could record the derived
uncertainty data into an uncertainty database along with a
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number of associated clinical, technical, and patient-specific
data elements for longitudinal analysis (Table 1). The corre-
lation of these multiple data elements becomes critical in
understanding the causative factors, confounding variables,
and clinical ramifications of report uncertainty in medical
imaging.

In addition to identifying report uncertainty through textual
analysis using NLP, a potentially complementary analysis of
uncertainty can be performing through speech analysis. The
premise for this application lies in the longstanding use of voice
stress analysis (VSA) for lie detection [16–18]. The theory
behind this application is that deception will elicit physiologic
changes in speech, which can be objectively identified through
computerized speech analysis [19–22]. While deception in law
enforcement applications is generally thought of as a deliberate
act to mislead, the proposed application of uncertainty detection
in medical reporting is instead one of non‐deliberate (i.e. unin-
tentional) intent. In this case, as the radiologist is creating the
report, he/she may subconsciously introduce uncertainty
through equivocation and hesitancy. Regardless of the deliber-
ateness of the act, the same theoretical tenets hold true for both
applications. Deception, in the form of deliberate lies or non‐
deliberate equivocation will in theory provide physiologic
change in speech, which differs from baseline (i.e., control)
speech patterns [23]. At the same time, equivocation
employs the use of adjectives and adverbs in order to qualify
the meaning of statements and introduce ambiguity and
uncertainty [24].

In order to detect subtle variations in voice stress and
improve the accuracy of voice stress analysis, a personalized
voice profile can be created for each individual end-user,
which can be readily accomplished through the routine use
of speech recognition technologies for medical reporting.
While conventional speech recognition applications create a
personalized voice profile related to the unique elements of

each end-user’s voice and vocabulary, the proposed technol-
ogy would significantly expand the purview of these voice
profiles by correlating intrinsic voice characteristics with real-
time stress measures using voice stress analysis. The resulting
personalized voice stress profile would create a personalized
record depicting how an individual end-user’s intrinsic speech
characteristics change over time in accordance with changing
measures of stress, workload, and task complexity. By
correlating these data with performance outcome measures
(e.g., diagnostic accuracy), one could create a method for
predicting the relationship between stress-induced changes
in voice, subconscious deception (i.e., uncertainty, lack of
confidence), and task performance. Task performance can be
analyzed by assessing the specific task being performed
(e.g., exam type), complexity (e.g., size of dataset), clinical
context (e.g., clinical indication), and quality measures
(e.g., diagnostic accuracy). In the example of a radiologist
tasked with interpretation of a brain MRI, the combined data
could provide insight as to how the individual radiologist’s
speech characteristics and stress changed relative to baseline
during the course of interpretation and reporting, how this
compares with measures of different exam types and
complexities, and how this correlates with outcome analysis
(e.g., diagnostic accuracy based upon peer review or
additional test results). This analysis could even be extended
on a more granular level to assess uncertainty related to
individual findings within a single report.

In addition to measuring and analyzing periodic fluctua-
tions in stress specific to context and individual user base-
line, speech analysis could also be used to identify specific
speech patterns associated with increased uncertainty such
as such as hesitations in speech, increased frequency of
specific words (e.g., ums and uhs), and longer latency
periods [25]. The end result would be a comprehensive
speech analysis system which identifies uncertainty through
language (i.e., report content), speech patterns, and end-
user-specific voice stress variations.

A number of limitations exist in the use of VSA for
traditional lie detection, which in theory could be obviated
by the proposed technology. These include the degree of
inter-operator variability and subjectivity, ability for sub-
jects to “game” the system, and lack of extensive baseline
data relative to the subjects being evaluated. The “gaming”
of the system has been well described by the use of physical
(e.g., tongue biting) and mental (e.g., counting backwards)
countermeasures subjects use when answering control ques-
tions in order to alter stress responses and confuse analysis
of test questions [26]. The proposed technology would
counter these limitations through the use of objective com-
puterized analysis of voice characteristics and stress, along
with the creation of an in-depth personalized voice profile
based upon longitudinal data collection over extended use of
speech recognition.

Table 1 Associated data for report uncertainty analysis

1 Clinical data (clinical indication, medical/surgical history,
laboratory/pathology data)

2 Exam and protocol selection (exam appropriateness,
protocol optimization)

3 Image quality (contrast/spatial resolution, positioning,
artifacts, exposure index, image processing)

4 Technology used (imaging modality, information system
technologies, decision support)

5 Patient profile characteristics (age, body habitus,
compliance, morbidity, ambulatory status)

6 Exam complexity (modality, anatomic region, size
and complexity of imaging dataset)

7 Historical imaging data (availability of correlating
imaging exams and reports)

8 Report findings (characteristics of abnormalities
reported [size, conspicuity, chronicity, and morphology])
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Implementation and Intervention Strategies

The ability to combine language and speech databases for
uncertainty detection and characterization could provide a
synergistic mechanism for understanding how uncertainty is
manifested in both context- and user-specific fashions. As
the individual language and voice stress uncertainty data-
bases identify elevated uncertainty measures, automated
prompts can be sent to notify the end-user of the observa-
tion, along with statistical data relating the magnitude and of
the measurement relative to baseline uncertainty measures.
The corresponding uncertainty data can in turn be correlated
with outcomes analysis data (e.g., diagnostic accuracy) to
establish the relationship between uncertainty and quality
specific to the context of the task being performed (e.g.,
clinical indication, exam type) and individual user. The
methodology for longitudinal outcomes analysis has
been previously described and would consist of user
and context-specific databases which correlate individual
report findings with subsequent report data, peer review,
clinical testing, laboratory data, and clinical feedback
[27, 28].

Realizing that each individual end-user would have their
own preferences as to how the uncertainty data would be
communicated and acted upon, customized implementation
pathways could be created to maximize technology accep-
tance and integration into routine workflow. For example,
radiologists may differ in accordance with how the uncer-
tainty prompts would be communicated (e.g., visual versus
auditory), when the action would take place (e.g., immediate
versus end of task completion), the specific threshold
which mandates an automated prompt, and intervention
options (e.g., computerized decision support and data mining
tools).

The ability to correlate uncertainty and outcomes data
could potentially provide insights into the clinical signifi-
cance of uncertainty and clinical value of real-time interven-
tion. As an example, if quality assurance (QA) analysis of an
individual radiologist’s database shows a specific and repro-
ducible uncertainty pattern associated with higher than
expected QA discrepancies, then this user-specific voice
stress pattern could be prospectively programmed to identify
“high risk” reports (or individual report findings) associated
with inaccurate diagnosis. The ultimate goal would be the
creation of a context and user-specific database which could
prospectively identify specific voice stress and language
patterns associated with poor outcomes data. By identifying
these patterns in real time, automated alerts and prompts
could be sent to notify the radiologist of the concern, present
supporting data, and present customizable intervention
options (e.g., computerized decision support, subspecialist
consultations, context-specific educational aides, and sup-
plemental clinical data).

Conclusion

For better or worse, uncertainty is an inevitable component of
medical practice, which has the potential to affect the per-
ceived quality of service delivery. In order to accurately ad-
dress the clinical impact uncertainty has on clinical care, it is
essential that uncertainty be characterized into external and
internal forms, tracked and analyzed in accordance with its
context- and user-specific attributes, and correlated with clin-
ical outcomes. Speech analysis, both in written and verbal
forms provides an accessible means to accomplish these tasks
through the routine use of speech recognition technologies,
which have become ubiquitous in everyday medical practice.
The creation of personalized speech profiles creates a portable
means for tracking and analyzing uncertainty for each indi-
vidual end-user and creating customizable intervention strat-
egies to maximize quality performance. Rather than reject this
technology out of concerns for intrusiveness and excessive
oversight, the radiologist community should embrace the op-
portunity to better understand uncertainty and intervene at the
point of care. This could in theory offer improvement to both
subjective and objective measures of radiology report quality,
which remains the single most important goal of radiology
service providers.
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