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Abstract

Digital twins (DTs) are often defined as a pairing of a physical entity and a corresponding virtual entity (VE), mimicking certain
aspects of the former depending on the use-case. In recent years, this concept has facilitated numerous use-cases ranging
from design to validation and predictive maintenance of large and small high-tech systems. Various heterogeneous cross-
domain models are essential for such systems, and model-driven engineering plays a pivotal role in the design, development,
and maintenance of these models. We believe models and model-driven engineering play a similarly crucial role in the
context of a VE of a DT. Due to the rapidly growing popularity of DTs and their use in diverse domains and use-cases, the
methodologies, tools, and practices for designing, developing, and maintaining the corresponding VEs differ vastly. To better
understand these differences and similarities, we performed a semi-structured interview research with 19 professionals from
industry and academia who are closely associated with different lifecycle stages of digital twins. In this paper, we present our
analysis and findings from this study, which is based on seven research questions. In general, we identified an overall lack of
uniformity in terms of the understanding of digital twins and used tools, techniques, and methodologies for the development
and maintenance of the corresponding VEs. Furthermore, considering that digital twins are software intensive systems, we
recognize a significant growth potential for adopting more software engineering practices, processes, and expertise in various
stages of a digital twin’s lifecycle.

Keywords Digital twin - Semi-structured interview - Digital twin trends

1 Introduction

Digital twins (DTs) have captured the interest of industry
and academia in recent years, because of their promise to
help to better understand, monitor and improve systems. The
concept of DTs often encompasses the notion of a real-world
entity and a digital counterpart that mimics certain aspects
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of the former (Fig. 1). We believe that both industry and
academia are playing a crucial role in further developing
the DT concept as well as its design, development, opera-
tion, and maintenance. Although growing in popularity, the
concepts and practices used around DTs show significantly
differences. According to Zhang et al. [1], there is no general
consensus on the nature of the real-world entity, the required
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Physical Space Virtual Space

Fig.1 Depiction of the concept of digital twin as introduced by Grieves
[6] where he conceptualized a virtual space or virtual entity (VE) and
synchronization with its physical counterpart. Our research focuses on
the VE

fidelity of the digital counterpart, or the terms used to refer
to these entities.

In recent times, an increasing number of domains are
developing and/or using DTs to address use-cases spanning
over a large spectrum of complexity. A significant number
of these DTs are related to complex industrial systems that
utilize cutting-edge technologies to execute complex tasks
with an extremely high degree of precision and efficiency.
Various cross-domain and heterogeneous models play a cen-
tral role within these systems, and the use of model-driven
engineering (MDE) techniques is paramount in the design,
development, and maintenance of these models, which is
clearly apparent from the current literature [2-5]. We believe
that the role of models and MDE is equally crucial in the
development of the digital counterpart or virtual entity (VE)
of these physical industrial systems in the context of DTs.
Our viewpoint is based on three facts: firstly, models are
widely recognized as abstractions of real-world concepts,
which aligns with the overarching objective of VEs and,
therefore, integration of diverse cross-domain models into a
VE is logical; secondly, reuse of existing models and related
artifacts can significantly improve the development speed of
the corresponding VE; finally, the general benefit of MDE,
which makes it increasingly popular [4], also apply to the
development of VEs.

As model-based systems, VEs consist of cross-domain
and heterogeneous models, which must be (KC1) kept con-
sistent, (KC2) properly orchestrated, and (KC3) validated
for correct behavior. Although these activities are identified
as key challenges in [7], they have not received sufficient
attention in the current literature, as far as we are aware. We
believe this shortfall can be attributed to the vast diversity
of DTs and their rapid large-scale adoption both in industry
and academia. In this research, we aimed to better under-
stand the concepts, practices, and methods around the design,
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development, and maintenance of VEs. To achieve this, we
interviewed 19 individuals from industry and academia who
are all involved in the design, development, maintenance, and
use of DT's of complex industrial systems. The interviews and
subsequent analysis provided us with practical insights into
diverse understanding of DTs and practices around the three
earlier mentioned challenges. Our work was guided by the
following seven research questions (RQ):

RQ 1: How are digital twins defined in practice?

RQ 2: How does reuse of existing (software) artifacts influ-
ence the lifecycle of DTs?

RQ 3: How is consistency maintained among cross-domain
models used in a DT yet developed independently?

RQ 4: What technologies and methodologies are used to
integrate models in a DT?

RQ 5: What practices are used to design and develop the
orchestration and data exchange between models in
DTs?

RQ 6: What techniques and tools are used to validate a DT
and its overall dynamic behavior?

RQ 7: What properties need to be validated in a DT for its
consistent dynamic behavior?

RQs 3-7 are directly related to the three key challenges (i.e.,
KC1-3) mentioned earlier. In contrast, RQs 1-2 intend to
understand the perception of DTs in practice and the role of
reusing various artifacts in the creation of VE and its overall
impact on DT lifecycle. We believe insights gathered based
on these two RQs are valuable to understand the insights
from the latter RQs and interesting for not only the DT but
also the MDE community at large.

We structure this paper as follows: Section2 describes
the background of this research; Sect. 3 elaborates further on
our motivation for performing this exploratory research and
points out the core contributions of this paper. The detailed
explanation of the research methodology we followed is
explained in Sect. 4. In Sect. 5, we present a short summary of
the domains covered by the interviewees and corresponding
DT applications. Based on the analysis of the information,
we gathered during the interviews, in Sect. 6 we present our
findings related to the above RQs; this section is subdivided
into subsections, each one devoted to a single RQ. Additional
findings that are not strictly related to the RQs but are rel-
evant in the context of this paper are presented in Sect. 7.
Section 8 explains the threats to validity of our research and
how we attempted to minimize them. In Sect. 9, we present a
discussion correlating findings from individual RQs, recent
work that explores various technical aspects of DTs, and our
observations. Section 10 concludes the paper.
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Fig. 2 Five-dimensional (5D) model of a DT proposed by Tao et al.
[10]

2 Background

The concept of digital twins (DTs) was introduced by Grieves
[6]in2003; Grieves modeled DTs with three dimensions, i.e.,
the physical entity, virtual model and connection, which facil-
itates the physical—virtual interaction. Since then, researchers
and practitioners have used DT as an umbrella term to refer
to something from a simple simulation to a complex virtual
entity closely mimicking a real-world counterpart. For exam-
ple, Bielefeldt et al. [8] focus on ultra-realistic multi-physical
computational models in their definition of DT, whereas El
Saddik [9] defines a DT as a digital replica of a physical
entity whether living or non-living.

Tao et al. [10] extended the original DT model by Grieves
and proposed a five-dimensional (5-D) model depicted in
Fig.2,i.e., Mpr = (PE, VE, Ss, DD, CN), where PE refers to
the physical (actual) real-world entity with various functional
subsystems, VE is the corresponding high-fidelity digital
model that reproduces certain abilities and properties of the
PE, Ss represents the services for PE and VE, DD encapsu-
lates the domain knowledge—data from both PE & VE and
their fusion, and finally, CN is the connection among parts
of the DT.

In order to avoid any ambiguity, in the following sections
we use the terms actual entity (AE) and virtual entity (VE) to,
respectively, refer to real-world entity, which can be an exist-
ing or foreseen engineered or naturally occurring physical
system or process, and the corresponding digital counterpart.

Since the inception of DTs, research has focused on under-
standing the concept, the development of DT’s applications,
or exploration of different implementation technologies used.
Anexampleis the work of Liuetal. [11] that analyzes the con-
cept of a DT, the technologies used, and DTs’ main industrial
applications. That research is based on systematic literature
review (SLR) analyzing over 200 publications.

Tao et al. [12] analyze the state of the art in development
and applications of DTs, aiming to outline key technolo-
gies enabling DT development, classify current and future
applications, and lay out possible gaps and challenges. The
research used an SLR, analyzing 50 papers and eight patents.

Sharma et al. [13], based on an SLR of over 80 papers,
analyzed and proposed solutions for the research and imple-
mentation gaps of DT technology, such as IoT (internet of
things), machine learning and data. This research concluded
that regulation and security mechanisms are essential for the
proper implementation of DTs due to its cross-domain nature.
They also concluded that there are multiple technical and
domain-specific challenges that require more research to be
resolved.

Glirdiir et al. [14] explore how DTs can help the infras-
tructure industry. The research methodology used semi-
structured expert interviews with non-technical executives
from industry in the UK. This approach allowed the researchers
to collect their opinions, related to non-technical challenges,
on the value of DTs.

Dalibor et al. [15] conducted an SLR on 356 papers, ana-
lyzing DTs with a bottom-up approach exploring different
implementations to investigate expected DT properties and
how DTs are deployed, operated and evaluated. In addition,
the authors developed a DT feature model. They explored dif-
ferent implementation techniques, tooling and development
processes.

The majority of the research shown above is based on
SLRs focused on DT practices and understanding from a
high-level systems perspective. The empirical research by
Giirdiir et al. also approached DTs from a business and high-
level systems perspective.

3 Motivation and contribution

Although Grieves [6] introduced the concept of DT more than
two decades ago, practitioners are discovering its potential
only recently, resulting into an increase of activities and prac-
tices around DTs. An increasing number of DTs are being
developed and used in domains such as automotive, health-
care, manufacturing, and construction. The application of
these DTs extends across a wide spectrum of use-cases, rang-
ing from basic monitoring to highly intricate control systems
and predictive maintenance applications. Due to the diver-
sity of use-cases and domains involved, the tools, methods,
and practices around the design, development, and mainte-
nance of DTs vary significantly. The central objective of this
research is to understand and study this diversity. Our work
concentrates on the design, development, and maintenance
of the virtual part of a DT, which we refer to as virtual entity
(VE) earlier.

VE, which is often described as digital replication of cer-
tain capabilities of a physical entity, is essentially a complex
software- and data-intensive system that encompasses var-
ious heterogeneous and multi-domain models [12, 16]. To
maintain the continued operation of a DT, the corresponding
models must be kept consistent with each other, they need to
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be orchestrated properly, and finally, the dynamic behavior of
both the individual models and the DT as a whole must be val-
idated. Although these tasks are well-known and researched
within the broader model-driven engineering (MDE) com-
munity, we are unaware of any work focusing on these topics
in the context of DTs. This deficiency motivates our work to
interview 19 DT practitioners from industry and academia, in
order to acquire insight into current challenges, methods and
practices related to the three previously mentioned activities
(i.e., KC1-3) in the context of DTs.

Our research was guided by the seven research questions
mentioned in Sect. 1. Among these research questions, RQs
1-2 delve into the wide range of understanding of the DT con-
cept and impact of reusing various artifacts on the lifecycle of
DTs, respectively. RQ 3 focuses on consistency challenges
among heterogeneous and multi-domain models, RQs 4-5
are about the integration and orchestration of these models,
and RQs 6-7 concentrate on validation techniques and prop-
erties of DTs. Through the interviews and the subsequent
analysis of the corresponding transcripts, we identified var-
ious practices, methods, and tools related to the seven RQs,
challenges faced by practitioners, and implemented measures
addressing these challenges. Furthermore, we also discussed
unresolved challenges, indicating possible research direc-
tions, and the similarities and differences between industrial
and academic practices.

4 Research methodology

Considering the exploratory nature of our research questions,
we opted for semi-structured interviews [17]. This provided
sufficient flexibility for the participants to express themselves
while allowing us to collect data on our topics of interest. In
this section, we introduce and explain our research methodol-
ogy, following Strandberg’s interview lifecycle [18], with the
steps depicted in Fig. 3. We expand on each step and explain
the related activities in the following subsections.

In this exploratory study, interviews were conducted by
the first three authors of this paper, all PhD candidates; the
first with a Bachelor’s degree in Information Technology,
a Master’s degree in Software Systems Engineering, and
an Engineering Doctorate in Software Technology; the sec-
ond with a Bachelor’s degree in Chemical Engineering, and
Master’s degrees in Operational Research and in Automo-
tive Technology; and the third with a Bachelor’s degree in
Electronics and Instrumentation Engineering and a Master’s
degree in Embedded Systems.

4.1 Planning

This phase entailed the regulatory activities that our universi-
ties required for collecting data from human participants, and
preparing a questionnaire consistent with the RQs, serving
as guideline during the interviews.

4.1.1 Ethical review and research data management

Ethical review is a process followed by our universities
that enables researchers to perform research activities in
accordance with accepted ethical standards and existing regu-
lations. This process ensured that measures and infrastructure
were in place for maintaining data security and confidential-
ity as we collected personally identifiable information for
(prospective) interviewees and recorded the interviews which
potentially contained sensitive information.

4.1.2 Questionnaire design

We prepared a questionnaire to act as a guideline to keep the
discussion in our semi-structured interviews focused. It was
developed in line with the Interview Protocol Refinement
(IPR) framework [19], comprising four phases:

1. Ensure interview questions are aligned with RQs: We
took an iterative approach. For the first iteration, we listed
our initial RQs and from these derived the initial set
of interview questions. We tagged the interview ques-
tions with corresponding RQs. This allowed us to identify
under-represented research questions and adapt the inter-
view questions accordingly. We repeated this step until
the questionnaire stabilized.

2. Constructing an inquiry-based conversation: We cat-
egorized the interview questions into (1) background, (2)
key, and (3) concluding ones. Based on this categoriza-
tion and suggestions of Hove and Anda [20], we sorted
them and rephrased some, enabling an inquiry-based con-
versation.

3. Receiving feedback on the questionnaire: We per-
formed several review rounds among the authors of this
paper and a pilot interview with a researcher working in
the model-driven software engineering domain to check
how well participants did understand the questionnaire.
Wherever we identified significant difference between
interviewee perception and our intention, we rephrased
our questions for better understandability.

4. Conduct pilot interview: We performed mock inter-
views with colleagues, allowing us to pilot our ques-

Fig.3 An overview of our
major research activities

Planning >
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Table 1 Interview questions and their relation to the RQs

Research questions (RQs) — 1 3
Background questions
1 What is the domain of your company and what kind of services does it provide?
2 How long have you been working and what is your current role?
Key questions
3 What is your understanding of a DT? X
4 How are you involved in the development or usage of the DT?
5 ‘What problems are you solving with your DT? X
6 Is your DT for the entire process/system or a specific part? X
7 What are the main parts of your DT? Could you shortly describe their role? X
8 Is there a physical counterpart of your DT? Does it communicate with the digital world? X X
If yes, how?
9 Did you build your DT from scratch or you reused some of the things that already existed?
What kind of issues did you face if you reused something or by building from scratch?
10 How is the data exchange between the models (and physical system) specified? X X
11 How is the sequence of execution of the models in your DT?
12 What issues, if any, did you face with the overall collective execution of models in your X
DT?
13 Which platforms/tools are you using to develop the digital twin? X X X X
14 How often is the DT updated for bug fixes, improvement or similar reasons? X
15 After each update did you face integration issues? If yes, what kind? X X
16 How do you ensure various software elements can work together specially if multiple X X X X X
tools were used for development?
17 ‘What properties/parameters did you validate to ensure an overall consistent behavior of X
your DT?
18 What tools and techniques did you use to validate these properties and parameters? X X
19 What do you consider to be the general characteristics of your DT? X
Concluding questions
20 How do you see the DT evolve in the future to solve additional problems?
21 What is your opinion on the 5-dimensional DT model from Tao et al. [10]? X

tionnaire, receive feedback, and gather experience as
interviewers. This helped to further mature the question-
naire.

Table 1 shows the resulting set of interview questions and
their associations with the RQs. All the interview questions
except for the first two are connected to one or more RQs.
These two questions allowed us to start the conversation,
get acquainted with the interviewee, and contributed to a
conversation-like interview. Furthermore, with the final ques-
tion we asked the interviewees’ opinion on Tao et al.’s 5-D
DT model [10] (see Sect.2). While asking this question, we
showed an image of the 5-D model and briefly explained it.
To avoid influencing the interviewees during the rest of the
interview, we intentionally asked this question at the end.

4.2 Finding interviewees

We aimed to interview practitioners and researchers actively
involved in the design, development, maintenance, and use of
DTs of complex industrial systems. We started with our own
network, which consists of a large number of academics and
industrial experts working with such systems, as our univer-
sities are located within the industrial hub of the Netherlands
with many start-ups, high-tech, and manufacturing compa-
nies. We initially created a set of potential interviewees that
matched our search criteria. Additionally, we verified the
DT-related involvements of these individuals based on their
Google Scholar or LinkedIn profile. Furthermore, as we con-
ducted the interviews, we requested participants to propose
potential interviewees from their network, which added two
individuals to our list. In the end, we invited 25 persons. We
received 22 responses, 20 of them positive; in the end, we
conducted 19 interviews, (one respondent stopped respond-
ing). Among these interviewees, 10 were from industry and 9
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from academia. In Sect. 5 we further discuss the demograph-
ics of the interviewees.

We emailed potential interviewees to introduce ourselves
and explained the purpose of our research. With the emails,
we also included a consent form in which we explained
details of our research about data processing and our mea-
sures for ensuring data anonymization and privacy. This
allowed us to create a level of trust with the interviewees.
While we did not a priori share our questionnaire with
the interviewees to avoid prepared and potentially biased
answers, we provided them with a description of our top-
ics of interest to allow them to prepare if they wanted to.

4.3 Performing interviews

As we conducted semi-structured interviews, we did not fol-
low any concrete structure; the questionnaire in Table 1 acted
as a guideline. Therefore, the variation in the quantity of
interview questions linked to each RQ had no impact on the
quantity of information we were able to gather. Our method-
ology allowed us to ask more questions if necessary.

We prepared standard texts that we read to the interviewee
at the beginning and end of the interview. These introduced
the interviewers, checked whether the interviewee had any
questions regarding the consent they provided earlier, and at
the end, thanked them for their participation and requested
their feedback on the interview. We recorded video and audio
of all 19 interviews. These interviews took place between
September 2021 and February 2022.

4.4 Transcription

The interviews altogether accounted for just over 26h of
recorded video with audio. To generate word-to-word tran-
scripts of these recordings, we used automated transcript
generation followed by manual verification and revision.
As most interviews were conducted and recorded using
Microsoft Teams, we could use the generated transcript of the
corresponding recording. We manually verified and revised
each transcript twice to ensure correctness.

4.5 Data analysis

We further analyzed the transcripts based on the thematic
qualitative analysis methodology [21], the activities related
to which are explained in this section. Each of these activities
utilize outcomes from one or more of the previous activities.
Figure4 depicts the relationships among the activities and
the related outcomes.

We used LaMa [22], a web-based tool for collaborative
labeling and thematic analysis, to collaborate on this analysis.
To restrict access and ensure data privacy, we deployed this
platform locally.

@ Springer

4.5.1 Generating and anonymizing artifacts

The aim of this step was to generate a set of artifacts from
the transcripts of the interviews. We define an artifact as an
independent piece of text that focuses on a specific subject
and contains sufficient context information for understanding
that subject. To generate them, we manually went through
each transcript focusing on text spoken by the interviewee
and separated text fragments whenever we identified differ-
ent subjects being discussed. At this stage, we only tried
to identify changes in subject, not subjects themselves. It
was interesting to see that the change of subject occurred
not only when new questions were asked but also while
discussing one single question. As we generated these text
fragments, we kept sufficient context information for them
to be understandable. When this was not the case, we added
a few keywords as context, marking such an addition with
square brackets, e.g., to indicate that the word “they” (at that
point) refers to a “[digital entity and its 3D visualization]”.
We also generated artifacts by splitting one artifactinto two or
more during the labeling step, which is explained in the next
section. Typically, we split artifacts if we found more than
one key message in it. At the end, we had 748 text artifacts
of various sizes. Furthermore, we anonymized the transcripts
during this manual artifact generation: all personally identi-
fiable information was replaced by unique identifiers that we
stored separately for traceability purposes. The anonymiza-
tion was essential for performing unbiased analysis in later
phases of our research.

4.5.2 Labeling of artifact and topic generation

After generating the artifacts for all transcripts, we labeled
them using LaMa [22]. We define a label as a short text
that sufficiently captures the core message of an artifact. To
reduce bias in labeling, each artifact was labeled by two label-
ers. We resolved conflicting labels by agreeing on one label
through discussion. During the labeling process, the labeler
could use an existing label or create a new one. In LaMa,
these labels were accompanied by a description explaining
how and when a label should be used, which was crucial for
reuse of existing labels. Moreover, while labeling we encoun-
tered artifacts that lacked sufficient information or context.
We labeled these artifacts with two predefined labels: No
value or Not understandable. An example is an artifact dis-
cussing an interviewee research policy in relation to their
clients. This artifact was classified as No value, since it does
not discuss any information related to DT development.
Once we had over 70% of the artifacts labeled, we started
with topic creation in parallel. In this case, we define a topic
as a clustering of labels that can collectively provide a com-
plete message on a specific subject. We chose an iterative
approach to create the topics. Based on our initial overview
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another. We repeated this until reaching convergence.

4.5.3 Relating topics to RQs and perform analysis

In this last step, we focused on answering the research ques-
tions. To do that, we created a matrix with the final set of
topics and our RQs that enabled us to identify the correlations
between the two. This matrix allowed us to aggregate and
group relevant information from the topics, corresponding
labels and artifacts. From this, we identified opinions, trends,
and practices, which formed the foundation for answering
the research questions. To reduce individual opinions and
bias, we only considered information groups where three
or more interviewees contributed their opinions. However,
we occasionally deviated from this while discussing chal-
lenges mentioned by the interviewees as we were able to
identify limited number of challenges related some of the
RQs, which is expected considering the infancy of the DT
concept. Excluding these outliers would also mean losing the
corresponding valuable insights.

4.6 Replication package

The replication package for this interview study is available
at [23]. Due to the agreement made with our interviewees,
we must keep the interview transcripts confidential. Although
this significantly constraints on the reproducibility and val-
idation of the findings presented in this paper, we believe
that the provided package can still significantly contribute to
similar research endeavors. This package includes:

e Ethical review form: We used this form for the ethical
review process, which is explained in Sect.4.1.1.

e Interview questions: This document contains the set of
interview questions that guided the semi-structured inter-
views. These are identical to the ones listed in Table 1 and
explained in Sect.4.1.2.

The number represents the number of DTs in that domain

e Participation consent form: We used this form for col-
lecting a written and formal consent from the potential
interviewees. To do that, we introduced ourselves and
explained about this interview study including the pur-
pose of this study, interview procedure, nature of the data
we intended to collect, format of the collected data (i.e.,
audio, video), usage of this data, and confidentiality and
privacy measures we put in place to protect this data.

e Labels and related topics: This document contains the
labels and topics, which are explained in Sect.4.5.2, we
used to annotate the interview data.

5 Demographics of interview participants

As explained in Sect. 4, our aim is to interview individuals
who are actively involved in the development, maintenance,
and use of DTs. Out of the 19 interviewees, ten were primarily
from industry and nine from academia. In this section, we
provide an overview of their domains and DT applications.

We classified the professional domains of the intervie-
wees into six categories. Seven interviewees claimed that
their work involves two different domains and one mentioned
being involved in three domains. Table 2 shows the distribu-
tion of domains among the 19 interviewees. As visible here
there are two dominant categories: the manufacturing and
chemical process industry category, and the high-tech prod-
ucts category.

All the interviewees mentioned that they have multiple
applications for their DTs. We therefore analyzed the corre-
lation between the domain and the DT’s application. For the
analysis, we classified the applications in eight categories, as
follows (in alphabetical order).
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e Analysis or improvement of the operation of a product
or process. Examples provided by interviewees are bug
detection, optimization, system behavior analysis and
simulation for decision making or process configuration.

e Control of a process or a product. Such applications aim
to take corrective actions from a monitored state toward
a desired one.

e Demonstration of alternative solutions or configurations
for a physical system. This tends to use visual tools, such
as 3D modeling tools.

e Design and development of a product (hardware or soft-
ware) or process. Examples presented by interviewees are
prototyping, use of simulation for design and improve-
ments.

e Monitoring a property within a process or a product,
aiming to compare the current state against a planned
one.

e Predictive maintenance concerns the supervision and
prediction of an equipment of product condition. The aim
of such a DT application is to determine the state of health
of the supervised entity and anticipate its maintenance.

e Testing products or processes; examples shared by
interviewees are virtual commissioning, verification and
validation or experimentation.

e Training operators or users of a specific machine or prod-
uct.

Figure 5 shows the correlation between the domains of the
interviewees and the applications of their corresponding DTs.
The total value, shown in black (pre-final column), repre-
sents the sum of all the applications in a specific domain.
The # application types, shown in blue (final column), rep-
resents the number of application categories of a specific
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domain. The DTs in the high-tech products and manufactur-
ing and chemical processing domains have the highest DT
application diversity, each with seven application types. In
these two domains, the most frequent DT applications are
design and development, and testing. Furthermore, with the
exception of the healthcare domain, all the other domains use
DT for design and development. The other two most popu-
lar DT applications are testing—used by four domains—and
analysis—used by three domains.

The findings presented in Fig. 5 indicate that the prevail-
ing DT applications among the interviewees are design and
development, testing, and analysis. It is noteworthy that these
DT applications align closely with the backgrounds of a sub-
stantial portion of the interviewees, which predominantly
have a computer science background.

6 Results and findings

We now present the answers to our seven research questions.
These answers are based on the analysis of the data, following
the methodology described in Sect.4, collected during the
interviews. Some of the discussions were not strictly related
to the defined RQs but still yielded interesting insights; such
additional findings are presented in Sect. 7.

6.1 Definitions and understanding of DT (RQ1)

As indicated it in Sect. 1, DT is used as an umbrella term:
across different domains it can have many different defi-
nitions, interpretations, and understandings. With RQ1 we
aimed to understand these, and the similarities and differ-
ences between them.
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Table 3 Correlation between

Interviewees’ components 5D model components #1 #A
DT components from
interviewees gnd 5D.m0del [10] Models Virtual entity 10 9
addressed by industrial (#I) and
academic (#A) interviewees Data Data 10 9
AE Physical entity 4 8
Purpose Services 8 5
Unidirectional communication: AE — VE Connections 9 9
Bidirectional communication: AE <> VE Connections 5 6

A variety of definitions of DTs were discussed by the
interviewees and there was no uniformity in these definitions.
Some interviewees have defined DTs with certain boundaries
at the start of the interview, yet over the course of the inter-
view mentioned additional aspects of DT, which extended
their initial description. In Sect.6.1.1, we present views on
DTs observed from the interview data.

The different components of a DT discussed during the
interviews are presented in Table 3, where the numbers indi-
cate the number of interviewees from academia and industry,
respectively, who discussed those specific components of
DTs. These numbers are out of the 10 participants from indus-
try and 9 from academia as discussed in Sect.5; the reader
should note that these numbers pertain as maxima for this
table as well as for all later tables that refer to ‘#I’ (10) and
H#A(9).

6.1.1 Virtual representation of an entity

We intended to find out how many interviewees agreed to the
fundamental understanding of a DT being a virtual represen-
tation of some entity. All the interviewees mentioned that a
DT is a virtual representation of some entity, by using differ-
ent terms such as ‘digital counterpart’, ‘digital copy’, ‘virtual
replica’, ‘virtual prototype’ or ‘model’. We believe that these
terms mentioned by the interviewees refer to a model or a set
of models, which we will define in Sect.6.1.2. Five inter-
viewees used terms such as ‘accurate’, ‘precise’ and ‘high
fidelity’ to describe that a DT should be a high-fidelity repre-
sentation of an entity. According to ten interviewees, the level
of fidelity is determined by the DT’s purpose and application.
When further talking about DTs, interviewees discussed the
type of entities the DT could virtually represent. These could
be (1) a real-world object with physical dimensions; (2) a
real-world process or organization or even a concept without
physical dimensions, such as a human resource process, a
logistics process in manufacturing, fuzzy concepts and oth-
ers.

Eight interviewees implicitly or explicitly discussed a
DT being a virtual representation of not necessarily just a
physical object, but of both physical and non-physical ones,
indirectly referring to a virtual representation of an AE. Four

interviewees did not explicitly mention whether DTs should
be a virtual representation of an AE, but discussed their DTs
being a virtual representation of a real-world object with
physical dimensions. Ten interviewees also mentioned that
DTs need not necessarily be a virtual representation of an
existing AE, but could also be of an AE at the design stage.
The current confusion in the description of DTs on whether
the AE is part of the DT itself or not came up during the
interviews. Four interviewees expressed that it is not since
the word ‘digital’ refers only to virtual objects and not phys-
ical objects. From the above, it can be understood that there
is some level of alignment in the understanding of DT as a
virtual representation of some entity which could be physical
or non-physical, and which may or may not already exist.

6.1.2 Components of a DT

Through the interviews, we wanted to understand what com-
ponents interviewees considered part of DTs; two questions
were aimed toward this. The different components of a
DT discussed during the interviews are listed below. All
these components of DTs are represented in Table 3, where
the numbers represent the number of interviewees from
academia and industry, respectively, who discussed those
specific components of DTs.

e Models: Here, we consider models as an abstraction
of the system which represents a certain viewpoint or
aspects of the system such as its behavior, structure,
function, performance or others. Interviewees mentioned
different types of models, e.g., those representing geom-
etry, physics, behavior and interactions; design and
simulation models; descriptive and predictive models;
3D models; mathematical models; mechanical models;
building information models (BIMs); CAD models; and
others. All interviewees agreed explicitly or implicitly
that models are an important component of DTs.

e Data: Interviewees also discussed different types of data
such as data from sensor measurements; data from sys-
tem; design data; historical data; reused data from the
relevant product line which is in operation; data acquired
during DT operation; data from people who are part of the
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process; data from subject matter experts; data acquired
during the entire lifecycle of a DT; and others. It can
be concluded that all interviewees agreed explicitly or
implicitly that data is an important component of DTs.

e Purpose: Thirteen interviewees expressed that a DT
should have a purpose and some mentioned that this pur-
pose is the driving factor for DTs to be developed. On
the contrary, one industrial interviewee explicitly men-
tioned that DTs should not have a specific purpose. This
interviewee further discussed that DTs should not be
developed with a specific purpose and they have a pur-
poseless existence, which is in stark contrast to what the
thirteen interviewees mentioned above. This interviewee
clarified that once the DT is developed, it can be used for
whichever purpose is needed. The purpose mentioned by
the different interviewees can be correlated to the ‘ser-
vices’ component of Tao et al. [10]’s 5D model of DTs
(see Sect.?2).

e Communication between AE and its virtual counter-
part:
As part of the interview, we intended to understand the
level of communication between the AE and its vir-
tual counterpart. All but one interviewee discussed the
synchronization from the former to the latter—either
automated or manually. Such synchronization implicitly
conveys unidirectional communication from AE to its
corresponding virtual counterpart. Eleven interviewees
discussed that a DT should have bidirectional com-
munication between the two entities. In addition, two
interviewees also expressed that the virtual replica should
not always be connected to its AE but only when this is
needed. Five interviewees shared that the synchroniza-
tion between AE and its virtual replica should be in real
time. However, it was not explicitly discussed further by
any of the interviewees what was meant by ‘real time’
which could possibly have different interpretations in
different domains. We identified seven interviewees who
mentioned that the frequency of synchronization depends
on the purpose or application.

e AE: This component is already discussed in Sect. 6.1.1.

6.1.3 Relation to the 5D DT model

As explained in Sect.4.1.2, we collected and analyzed the
opinions of our interviewees on the SD DT model by Tao
et al. [10] (explained in Sect.2). This 5D DT model was
selected in this research because it is a widely used model
for DT representation and has been adopted for discussions
on DTs by many. So, we wanted to understand the opinions
of interviewees on this highly used and adopted model. In
this section, we present our observations.

We were able to map some of the DT components men-
tioned by the interviewees, as discussed in Sect. 6.1.2, to the
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Table 4 Agreement on 5D model of DT [10] by interviewees from
academia (#A) and industry (#I)

Opinion on model #1 #A Total
Agree 5 6 11
Disagree 4 0 4
Neither 1 3 4

5D model. This mapping is shown in Table 3, where the
number of interviewees from academia and industry who dis-
cussed the specific components of DTs is shown. As shown
in that table, we identified considerable alignment between
the components mentioned by the interviewees and the phys-
ical entity, virtual entity, data and connection components of
the 5D model. As discussed earlier, the purpose of a DT
mentioned by different interviewees can be correlated to the
services component in this model.

As depicted in Table 4, 11 interviewees mentioned that
they could relate to the SD DT model to a certain extent
and agreed to this model albeit with some changes. Four
interviewees from industry explicitly disagreed with this
model. Another four interviewees neither explicitly agreed
nor disagreed with this SD DT model and discussed their per-
spectives on this model. It is also important to mention here
that we were not able to obtain the opinion of one interviewee
due to time constraints. Since we do not have data from this
interviewee, we consider that this interviewee neither agrees
nor disagrees to this 5D model.

Three interviewees suggested that some connections in
the 5D model are not needed and might be removed such as
the connection between the PE and other components. They
further elucidated that the connection from the PE might not
be needed in some cases such as when the PE may not exist or
when the PE may not be capable of communicating. Two of
those three further expressed that some of these connections
need not be bidirectional, but can be unidirectional—such
as the connection between data and PE, data and VE, and
others. Some interviewees also mentioned that the nature of
these connections were not clear enough. For example, one
academic interviewee explicitly mentioned that this model
should also clearly specify what data flows in each direction
from one component to another. Some interviewees, albeit
not significant numbers, also mentioned the role of humans
in DTs and the prospect of DTs interacting through their
services; these topics will be covered in Sect.7.

Overall, it can be concluded that although eleven inter-
viewees agree to the 5D model, there are several changes
suggested by them to this model, and thus, they do not com-
pletely agree with it. While some of these changes do apply
to DTs in general, some changes are also specific to the DT
that the interviewee worked on.
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6.1.4 Discussion

Based on our findings presented in this section, there is no
common understanding of DTs across the nineteen inter-
viewees. It is relevant to mention that this lack of common
understanding has been discussed as one of the non-technical
challenges in DT development by van den Brand et al. [7],
and it is highly important to overcome this. Moreover, we
aimed to understand the alignment of interviewees on the
different parts that make up a DT, especially the highly rel-
evant ones such as the relation and communication between
AE and virtual counterpart. It can also be observed from our
findings that interviewees did not agree on all the components
of a DT.

Takeaway message: There is no uniformity in the
definition of DTs nor in the understanding of the
components that make up a DT. This lack of uni-
formity was also observed for the agreement on the
5D model of DT, even though it has been a widely
used and adopted model of a DT. Despite this dispar-
ity, some agreement exists on certain components of a
DT, specifically, models, data, and the synchronization
between the AE and its virtual counterpart. Several
changes were suggested to the 5D model of DT, such
as removing some of the interconnections; having ser-
vices interconnected with services from other DTs;
adding humans as another dimension in DTs; and oth-
ers.

6.2 Influence of reuse on DT lifecycle (RQ2)

As indicated by Walravens et al. [24], developing DTs is
a cross-domain and resource-intensive task where reuse of
existing artifacts can significantly reduce the development
and maintenance costs of DTs. With RQ2 our objective was
to gain insight into the existing practices of reusing vari-
ous artifacts for DT development. We identified 15 out of
19 interviewees acknowledging some form of artifact reuse
while working with DTs. Industrial participants mentioned
reuse more frequently. Based on the interviews, we identified
two kinds of artifact reuse: data reuse and software compo-
nent reuse, which we discuss in Sect.6.2.1 and summarize
in Sect.5. We also discuss several related challenges that
restrict the possibilities of reuse in Sect. 6.2.2. Afterward, in
Sect. 6.2.3 we discuss our interpretation of these findings and
what insights can be derived from them.

6.2.1 Current practices of reusing artifacts

Software artifact reuse
We use this term to collectively identify the reuse of static and
dynamic models and software components developed inde-

Table 5 Mentions of artifact reuse by interviewees from industry (#I)
and academia (#A)

Type of reuse Types of reused artifacts #1 #A

3D/CAD models 8 5

Design model

Software

Simulation model
Software from product line
Third-party (commercial) libraries
Existing digital twin
Data Data (historical) from AE 5 2
Data from related product line
Ontology
Knowledge Experiences gathered at work 2 1

Academic knowledge

pendently or extracted from one or more separate software
intensive systems. Table 5 shows the types of reused software
artifacts we identified through our analysis. We identified the
following factors that encouraged or motivated software arti-
fact reuse:

e Reduced resources for development: Four interviewees
mentioned that reusing software artifacts lead to shorter
delivery time and reduced development effort. Accord-
ing to them, specially the ones from industry, reuse is
essential as it greatly affects time to market. We addi-
tionally identified two cases where DTs were developed
based on one or more existing DTs, allowing the develop-
ers to leverage existing artifacts and reduce development
effort significantly. These identified benefits confirm our
assumptions on the benefits of software artifact reuse
based on prior publications reporting similar benefits for
more traditional software systems [25, 26].

e Ease of use: According to six interviewees, ease of
use and built-in support for integration provided by cor-
responding tooling encouraged them to reuse software
artifacts. Based on our analysis, we divided these tools
and integrated environments into two categories: com-
mercial and in-house tools. While the commercially
available tools are used both in industry and academia,
the tools built in-house are exclusively used by the corre-
sponding companies. Among the commercially available
tools, Unity [27], a well-known physics-based game
engine, stood out as six interviewees mentioned to have
used it or one of its commercial extension for developing
geometry and physics models. Furthermore, our analysis
suggests that in-house tools are often developed based
on requirements defined by the organizations themselves
and therefore are only suitable for their specific needs.
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Data reuse

Our analysis suggests that data reuse is an integral part of
DT development. Seven interviewees explicitly mentioned
it, three did so implicitly. Here we focus primarily on the
explicit mentions. We found that the motivation for data
reuse is related to the understandability of the data gathered
from physical systems and its suitability for modeling certain
aspects of the corresponding system into one or more DTs.
These DTs are later used for monitoring or enhancing the sys-
tem. Although the nature, applications, and data sources for
such reuse vary significantly, we identified two major types
of data reuse:

e Data from similar systems: Four interviewees men-
tioned developing DTs reusing data gathered from similar
systems. Three interviewees mentioned reusing data from
aproduct line that is closely related to the DT under devel-
opment. Our study suggests that this is particularly useful
when the DT is being developed alongside a physical sys-
tem that is not yet mature enough.

e Ontologies: We found that both in industry and academia,
the use of ontologies facilitates data reuse, especially
when the data is produced and consumed in different
contexts. In cases like this, ontologies are used to rep-
resent knowledge and describe various data properties.
Three interviewees claimed that existing ontologies play
an important role in their development of DTs. These
interviewees are from the high-tech products and the
building & construction domain, which are known to be
highly multidisciplinary.

Knowledge reuse

We define knowledge as skills and experiences interviewees
gather through education, training, and professional activi-
ties. It can be argued whether knowledge forms an artifact
since it is not tangible and hard to measure. However, we
identified three interviewees who emphasized the importance
of preserving the experiences and practical knowledge gath-
ered over time.

6.2.2 Challenges in reusing artifacts

Although fifteen interviewees mentioned practicing some
form of artifact reuse and acknowledged its positive effects,
we often identified cases where such reuse was restricted,
most frequently due to:

e Legal issues: We found that legal measures or clauses
often restrict or prevent artifacts from being reused, espe-
cially when industrial stakeholders are involved. These
measures include non-conflict of interest agreements
(NDAs), intellectual property rights (IPR), and privacy
concerns. Liability concerns can also have restrictive con-
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sequences, especially when multiple organizations are
involved. With four interviewees explicitly mentioning
it, we find this to be the most frequent challenge affect-
ing both data and software reuse.

e Lack of explanation: Our study suggests that the lack
of appropriate description or documentation can severely
reduce the possibility of artifact reuse. We found that data
reuse is more affected by this. Three interviewees men-
tioned that various data is often collected to be used for
specific purposes. Due to a lack of meta-data and knowl-
edge lost over time, such data becomes meaningless,
rendering reuse practically impossible. We identified that
poorly documented or undocumented software compo-
nents suffer from similar problems.

e Incompatibility and integration issues: This affects
both software and data reuse. For the latter, this is often
related to data formats being incompatible with avail-
able tooling. We also identified cases where precision
and fidelity of available data restrict reuse. Software reuse
also suffers from incompatibility issues that restrict the
integration of existing components into newer systems.
Lack of configurability, lack of interoperability between
legacy and newer systems, and interface inconsistency
are some of the factors that contribute to this issue. Our
study also suggests that lack of proper documentation of
software components can lead to perceived lack of inter-
operability.

e Lack of methodology or tool: This issue was identi-
fied by four interviewees as the reason behind limited
reusability of existing artifacts. According to these inter-
viewees, identifying reusable components and determin-
ing the degree of reusability of the identified ones become
very difficult due to inadequate consideration for future
reusability during the development phase, and lack of
appropriate methodology and mindset within the orga-
nization. We also found that most industrial DTs are
developed using tools that are highly specialized and
often built in-house. As a result, artifacts built using these
tools are not easily reusable in a different context.

e Additional effort: We identified four interviewees
acknowledging the need for additional development and
validation efforts to facilitate reuse of artifacts. The
necessity to adapt existing software components for a
new purpose is a major reason for this. Furthermore,
newer operating conditions can reveal undetected defects
of reused software components warranting further inves-
tigation and fixing.

6.2.3 Discussion
Based on the findings presented in this section, we observe

that reusing existing artifacts can positively influence the
development of DTs. We discussed reuse of software arti-
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facts and data above. Besides these, the DT lifecycle can be
significantly influenced by reuse of knowledge. However, we
noticed that reuse is not practiced widely in the organizations
that we interviewed from. In addition to the discussed reasons
and challenges related to this reluctance, lesser mentioned
ones include lack of appropriate software engineering skills,
loss of knowledge due to personnel changes, and exceptional
system requirements. These challenges and the ones listed
above were mentioned by the interviewees in the context of
DTs. However, we believe all of these challenges are relevant
in the larger MDE context. Although resolving these might
not be trivial (e.g., due to legal issues), we believe it is pos-
sible, with moderate organizational effort, to address issues
related to inadequate tooling, lack of reuse attitude, and insuf-
ficient software engineering skills. Furthermore, during the
interviews we noticed that organizations are recognizing the
potential of reuse in the context of DTs and gradually moving
toward developing, maintaining, and using reusable software
components. We noticed a trend of developing modular or
configurable DTs, often using a component-based integrated
development environments for developing DTs by combin-
ing reusable components.

Takeaway message: Reuse of existing data and software
artifacts has the potential to significantly optimize the
development lifecycle of a DT. However, except for some
limited cases, it is not yet practiced widely due to chal-
lenges legal restrictions, inadequate tool support, lack of
information, and lack of experience.

6.3 Consistency management of cross-domain
models (RQ3)

Cross-domain collaboration is essential for the develop-
ment and maintenance of DTs. Within a cross-domain
environment, we identified maintaining consistency among
cross-domain software models as a challenge [7]. With RQ3
we aimed to investigate this challenge. We wanted to under-
stand how consistency is defined in practice and identify key
causes for inconsistencies, and tools and techniques used to
manage them. Twelve interviewees mentioned that they have
encountered or put measures in place to handle inconsisten-
cies. In the following sections, we present our findings based
on the analysis of the data we collected from these intervie-
wees.

6.3.1 Inconsistencies encountered in practice

Based on our analysis, we identified several types of incon-
sistencies encountered in practice. We discuss the four types
that appeared most often during the interviews. Table 6 shows

Table 6 Various inconsistencies encountered by interviewees from
industry (#]) and academia (#A)

Encountered inconsistencies #1 #A

Interface inconsistency
Model format inconsistency

Representation inconsistency

N o= W
— N W N

AE-VE inconsistency

an overview with each of the inconsistency types and the
number of interviewees mentioning them.

o Interface inconsistency: Hisarciklilar et al. [28] defined
interface inconsistency as mismatching values, termi-
nologies, or schemes among connected interface ele-
ments. We identified this inconsistency mostly in cases
where two or more models, often cross-domain, need
to communicate and do not share any compatible inter-
faces. Our analysis suggests that this is one of the most
frequently encountered inconsistencies, with four inter-
viewees explicitly mentioning it.

e Model format inconsistency: Six interviewees recog-
nized such inconsistencies as a challenge. Our analysis
shows that the development of DTs is almost always
a cross-domain effort. In projects such as these, the
stakeholders are from a variety of domains and use
domain-specific tooling to develop cross-domain models
and artifacts. From the interviews, we identified sit-
uations where these tools are completely or partially
incompatible. As a result, models developed in one tool
cannot be imported to or used in another tool, primarily
due to incompatible formats.

e Design-implementation inconsistency: As DTs often
represent complex cyber-physical systems, various dia-
grams (i.e., UML [29], SysML [30]) are used to con-
ceptually represent parts or the complete system, usually
during the design phase. In our analysis, we identified
cases where the actual implementation deviates from
the design, which we identify as representation incon-
sistency.

e AE-VE inconsistency: As discussed in Sect.6.1, the
concept of a DT often encompasses a certain degree of
synchronization between AE and the corresponding VE
to facilitate mimicking certain behavior or features. We
identified two types of inconsistency in this context. The
first kind is about inconsistent AE-VE communication,
which is often a special kind of interface inconsistency
(discussed earlier). The other inconsistency occurs when
the collective behavior of models within the VE and the
behavior of the AE are too dissimilar to be fit for the
services the DT needs to offer. As aresult, identical opera-
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tions performed on both AE and VE can provide different
results, rendering the DT ineffective.

6.3.2 Challenges in maintaining consistency

Our analysis of the interviews demonstrates that maintaining
consistency among various artifacts in the context of DTs is
not a trivial task; interviewees mentioned various challenges
they encounter while trying to do so. In this section, we dis-
cuss the most prominent challenges we identified. Although
this discussion includes a limited number of challenges and
existence of more is highly likely, our finding already shows
the complexity of maintaining a consistent system.

With five interviewees explicitly mentioning lack of stan-
dardization, we identified this as one of the most frequent
reasons for both model- and data-related inconsistencies.
Two of them mentioned that they are not aware of any
standardization within their project, resulting in signifi-
cant overhead in terms of communication and development
efforts. We also identified cases where data was collected,
stored, and exchanged using a non-standard format despite
the existence of established standards. It was unclear from
the interviews why existing standards were not followed. Fur-
thermore, one of the interviewees mentioned that developing
and following a set of standards for exchanging or storing
information is extremely challenging due to the sheer num-
ber of different domains involved in their DT project.

We also identified lack of proper collaboration, insuf-
ficient tooling or methodology, and reuse of artifacts as
challenges. Although each of these were mentioned only by
one or two interviewees, they are potentially broad in impact.

6.3.3 Inconsistency mitigation practices

During the interviews, we tried to understand how inconsis-
tencies are being handled in practice in the context of DTs.
Below we discuss the most prominent of the measures we
identified:

e Use of standards: We found that the usage of standards
is one of the key practices for avoiding inconsistencies
and maintaining consistency. Our analysis suggests that
these standards can be globally accepted or custom-built
for an organization. Five interviewees mentioned using
one or more of the following standards: Functional Mock-
up Interface (FMI), Functional Mock-up Unit (FMU),
European Union (EU) defined standard (no further details
were provided), and organization-specific customized
standard.

e Use of external tool or technology: Four interviewees
mentioned using external tools for handling inconsis-
tency issues. In this context, we found that semantic
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technologies play a key role in understanding of data
and, in some cases, conversion between different data
formats. These interviewees mentioned the usage of
ontologies and related technologies, i.e., SHACL,' and
graph databases, i.e., Neo4j.?

e Formal or informal communication: Earlier we men-
tioned general lack of tooling or methodology as one of
the reasons for inconsistency. In fact, we believe a major-
ity of inconsistencies are avoided by established practices
within an organization, way of working, in-person com-
munication, or personal knowledge. Three interviewees
indicated that they often needed to resort to informal in-
person communication to resolve inconsistency issues.
Our analysis shows that such communication can take
place within or across organizations and domain.

e Use of in-house tooling: We discussed software-related
inconsistencies in the context of multi-tool environments
in Sect. 6.3.1. Our analysis suggests that one of the prac-
tices for reducing the number of inter-tool inconsistencies
is to avoid multiple tools and using a single one. Our anal-
ysis identified three individual cases where this approach
was employed.

e Testing: In safety critical domains, e.g., aerospace and
healthcare, early and frequent testing or benchmarking
was mentioned as a strategy to identify potential prob-
lems including inconsistencies.

6.3.4 Discussion

Our analysis suggests that inconsistencies are actual issues
in the context of DTs and directly or indirectly affected
over 60% of our interviewees. The nature and source of
these issues are highly diverse and depend on the actual
DT implementation, involved methods and tooling, organi-
zational and personal constraints. Consequently, we believe
that it is fairly impossible to categorize these inconsistencies
completely. Furthermore, we identified that inconsistency
issues are often not categorized as such. Instead, they are
treated as regular issues encountered during system develop-
ment or maintenance. We think this might have contributed to
the inadequacy of related tooling, as discussed before. Fur-
thermore, we identified situations where the vast majority
of inconsistency issues are being avoided by simply using a
single tool for development, or by developing large mono-
lithic models. Besides, we think there is a large gap between
academic innovation and industrial practice in the context
of inconsistency management. For example, Torres et al.
[31] referred to several academically developed consistency
management approaches in their systematic literature review.

1 Shapes Constraint Language https://www.w3.org/TR/shacl.
2 Neo4] - a graph data platform https://neo4j.com.
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However, we could not identify any commonality between
this list and the approaches discussed by our interviewees,
which we present in Sect.6.3.3. Therefore, we believe that
there are opportunities for further research and develop-
ment for consistency management tools in the context of
DTs. However, we also identified that certain domains, i.e.,
aerospace, construction engineering, automotive, are more
aware of and mature about handling inconsistency issues.
This is largely facilitated by safety requirements and stan-
dards or conventions accepted across related organizational
entities.

Takeaway message: In the context of DTs, inconsistency
issues are common and can adversely affect development
and maintenance activities. We identified appropriate com-
munication and usage of standards as the most frequently
practiced measures to avoid inconsistencies. Contrarily,
we noticed that the absence of these measures are the major
reasons behind the emergence of inconsistency issues.
Furthermore, we observed a general lack of tooling and
methodology for effectively handling consistency. There-
fore, we believe that further research, development, and
adoption are needed to understand these issues and develop
tools and techniques to avoid or mitigate them.

6.4 Model integration (RQ4)

RQ4 explores the topic of model integration in DTs. Model
integration is the process of bringing together models to cre-
ate the DT virtual entity. These models will interact to mimic
a desired behavior from the AE. We intended to understand
the approaches and design decisions the interviewees take
when designing a DT.

6.4.1 Model integration practices

Regarding model integration, an overview of the intervie-
wees’ approaches and design decisions are shown in Table 7.
The second column shows our classification of the findings.
Integration approaches

From our analysis, we observed two main integration
approaches, namely multi-tool (nine interviewees) and single-
tool (five interviewees).

e Multi-tool approach. This approach is used when a het-
erogeneous modeling environment is present, in which
distinct modeling tools are combined [32]. Each model
needs encapsulation resulting in a defined interface to
establish communication with other models. The nine
interviewees using the multi-tool approach agree that
this approach has advantages for cross-domain collab-
oration because it allows different tools to be used. Other

reasons mentioned to use this approach is information
hiding of model details also known as model masking, for
IP protection and reduction of model complexity. Here,
technologies are used so the model becomes a “black
box” with only its input and output exposed, and hid-
ing the model details. However, this approach has many
challenges such as interface consistency (discussed in
Sect.6.3.1), data and model semantics, and relationship
complexity between the models.

e Single-tool approach. This approach requires to gen-
erate or transform all the models for use with a single
software tool. The single tool will perform the execu-
tion of all the models, i.e., serves as execution platform.
Our analysis showed that the selected execution platform
in such cases was MATLAB. In addition, our analysis
shows two strategies from interviewees. The first strategy
is to use the same tool which is used for model execution
for creating the models as well, e.g., two interviewees
use MATLAB as their modeling environment and exe-
cution platform. The second strategy is to transform the
original models into a format which is supported by the
execution platform. Interviewees using this strategy men-
tioned that this requires re-work from them. An example
of this practice is the use of Python as an execution plat-
form that can support the execution of models made in
Python or MATLAB. If there is a model in Modelica
then this model is transformed into MATLAB, the sup-
ported platform, requiring extra work from the modeler.
Interviewees mentioned that this approach might limit
cross-domain collaboration, but significantly reduces the
integration effort.

Communication among models

As mentioned previously, an important ingredient of model
integration is the communication between models. The
communication between models refers to the action of trans-
mitting data between models, particularly between models
built in different modeling tools. We aimed to understand
how the interviewees implemented such communication. We
identified 15 interviewees who addressed this topic. Our anal-
ysis showed two key topics mentioned:

1. Important factors that influence communication design.
We identified three factors influencing model commu-
nication, namely the DT’s application, software depen-
dencies, and stakeholders’ involvement. According to
nine interviewees, the DT’s application dictates the
required communication frequency or the implementa-
tion approach. However, they mentioned that stakehold-
ers’ involvement is crucial because it will determine
the implementation feasibility by providing support-
ing knowledge, resources, and software. Moreover, they
mentioned the importance of knowing the dependencies
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Table 7 Overview of model

integration discussed by Topics discussed Findings classification #1 #A
indus.trial (#I) and academic Approach Multi-tool 6 3
(#A) interviewees .
Single-tool 4 1
Communication among models Design considerations 5 4
Implementation approach 5 1
Technology used Functional Mock-up Interface (FMI) 3 0
Domain Specific Language (DSL) 1 2
Own-design 4 0
Tool provided 2 2
Tooling type In-house 7 1
Commercial 2 4

and requirements of the software modeling tools or plat-
forms involved, to avoid operational failure.

2. Implementation approach. We identified two main
approaches to implement the communication, namely use
of standardized communication protocols and in-house
technology. Five interviewees shared that they use stan-
dardized communication protocols. Three of them use
OPC 3 (Open Platform Communication). The second
approach used by remaining is an in-house technol-
ogy similar to a publish-and-subscribe pattern for data
exchange.

In conclusion, our analysis shows that the most popular
implementation approach is the use of communication proto-
cols, used by five out of the six interviewees who addressed
this topic.

Technology used

During the interviews, we aimed to understand the type of
technologies used for model integration. Fourteen intervie-
wees described different technologies that are used for this
purpose. Table 7 shows a summary of this subsection, where
the technologies used varied greatly, but can be clustered
in four groups: Functional Mock-up Interface (FMI), DSL,
own-design and tool-provided technologies.

e FMI: Three interviewees specifically mentioned the use
of FMI technology to integrate their models. This tech-
nology has been used in DTs [33] and is supported by
over 170 modeling tools.* According to three intervie-
wees from industry, two reasons to use this technology
are its maturity and compatibility with various modeling
tools.

e DSL: Three interviewees mentioned the use of DSLs for
model encapsulation and for establishing communication
between these models. Interviewees also use this technol-

3 https://opcfoundation.org/.
4 https://fmi-standard.org/.
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ogy for other aspects such as DT architecture (see Sect. 7)
and to unify data semantics among the models.

e Own-design: Four industrial interviewees indicated that
they developed their own technology to integrate models
in their DTs. Their technology is based on developing the
interfaces for each modeling tool they have used, e.g.,
if the interviewees have models in the MATLAB and
ANSYS modeling tools, they design an interface for each
of them. According to these interviewees, this method
gives them flexibility, and it can be expanded according
to their needs. However, they admit that it requires effort
and time every time a new modeling tool is added.

e Tool provided: Another four interviewees mentioned
that they use what is supported by their execution plat-
form. As with the monolithic approach explained in
Sect.6.4.1, these interviewees have two choices: either
transform incompatible models or develop them in a for-
mat supported by their execution platform. According to
these interviewees, the main reason to choose the tech-
nology is because of their experience with the execution
platform.

Tooling type

The interviewees mentioned two distinct uses of tooling.
First, tools to develop models for their DTs, for which they
all mentioned using commercial software such as MATLAB.
Second, tools to execute all the models, as discussed in
Sect. 6.4. We divided the identified execution platforms into
two categories: developed in-house and commercial. Table 7
shows a preference for the development of in-house tooling
among the interviewees, particularly industrial interviewees.
Six interviewees did not mention the tooling used for DT
integration.

e In-house: The data collected suggest that interviewees
from industry prefer to develop their own tools for DT
development. The main driver to do so seems to be the
DT’s application and its domain requirements. Two inter-


https://opcfoundation.org/
https://fmi-standard.org/

Current trends in digital twin development, maintenance, and operation: an interview study

viewees mentioned the need for specific execution and
modeling requirements for their event-based DTs, driven
by the DT application needs. Another two based their
tooling on visual models, which required specific com-
munication technologies and the integration with specific
software tooling from their stakeholders. The final four
interviewees mentioned that they use modeling tools
(commercial and in-house) frequently used in their own
domain and thus required to work together. This resulted
in the need to create their own tool for integrating mod-
els. To summarize, industrial interviewees seem to prefer
to develop their own tools to realize their specific inte-
gration requirements.

e Commercial: The use of commercial tools varies between
modeling (e.g., MATLAB), CI/CD (Continuous Integra-
tion/Continuous Development), cloud frameworks, and
system design tools. According to the interviewees, the
main reason for their use is the efficiency of compo-
nent integration. However, commercial tools have limited
support for external software. As a consequence, these
interviewees are forced to transform their models to a
supported format; this might imply re-work or limit col-
laboration.

6.4.2 Challenges in model integration

Seven interviewees shared the challenges they face when
integrating models for DTs. Based on our analysis, we
decided to classify these challenges in three groups, namely
challenges in model heterogeneity, data heterogeneity, and
complexity.

e Model Heterogeneity: These challenges are related to
the types of models that need to be integrated into the
DT. We identified two challenges related to models: inte-
gration of legacy models, extracted from legacy code, and
integration of models from different software platforms.
Three interviewees mentioned that these challenges seem
to be particularly difficult and require further research to
address them.

e Data Heterogeneity: The data heterogeneity challenges
refer to data format and semantics; both challenges are
present due to cross-domain collaboration. An example
of a semantics challenge is when two terms referring to
the same concept are used in different domains, such as
“pressure drop” and “pressure gradient”. Different ter-
minology can generate confusion which might impact
the development. According to our analysis, intervie-
wees seem to find ways to address this challenge. For
the data format challenge, a solution is the development
of a communication layer to homologize data formats
between models. For the semantics challenge, an inter-

viewee uses semantic web technology to standardize the
semantics.

e Complexity:The complexity challenges are related to
models and the DT as a whole. Two interviewees defined
complexity of a model as the level of fidelity. These inter-
viewees suggest considering the purpose of the DT as
the key factor for design. Therefore, the critical aspect
lies in choosing the appropriate level of model fidelity to
prevent the need for integration rework. The second com-
plexity challenge discussed is related to the system as a
whole. Two interviewees stated that a DT can be com-
posed of several components, increasing the complexity,
and hence leading to difficulties in understanding the rela-
tion between the components. In addition, understanding
those relations becomes critical to solve integration
issues.

6.4.3 Discussion

Based on our analysis, the multi-tool approach for inte-
gration seems to be most popular among the interviewees.
Our opinion is that the multi-tool approach offers better
maintainability and cross-domain cooperation, due to the
separation of entities. On the other hand, interviewees agreed
that this approach requires more effort and knowledge of soft-
ware engineering. Among the interviewees, the most popular
approach for model communication is using communication
protocols such as OPC. According to our analysis, the selec-
tion of communication seems to be influenced largely by
the experience of the developer. Through the interviewees,
we found diverse technologies used for integration. However,
two technologies were mentioned by three interviewees each:
DSLs and FMI. Regarding tooling for integration, seven out
of nine industrial interviewees prefer in-house tooling. Our
analysis of the challenges suggests that tooling and technolo-
gies to facilitate cross-platform integration are required.

Takeaway message: The preferred approach for the inte-
gration of models is a multi-tool approach which requires
interface development. The preferred technology for such
interfaces seems to be the use of standardized communi-
cation protocols. Although there is no clear preference for
integration technology, two technologies seem to be fre-
quently used, FMI and DSL. Finally, integration has three
main challenges: model heterogeneity, data heterogeneity,
and DT’s complexity.

6.5 Model orchestration (RQ5)
We define DT model orchestration as the definition of

the required communication actions and correct execution
sequence of the models [34]. To achieve this, the orches-
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Table 8 Overview of model orchestration discussed by industrial (#I)
and academic (#A) interviewees

Topics discussed Findings classification #1 #A
Description Definition 9 2
Components 4 1
Implementation approach Pragmatic 2 4
DT’s Application specific 6 1
Technology Model based 3 2
Own design 3 0
Tools In-house 6 0
Commercial 2 5

tration should include activities such as data compatibility
checks and starting and ending model execution [35]. With
RQS5 we aimed to understand interviewees’ perceptions and
practices related to such orchestration in DTs.

6.5.1 Model orchestration practices

We identified five main topics of discussion related to model
orchestration, namely understanding, implementation, tech-
nology, tools, and challenges. An overview of those topics is
shown in Table 8’s first column. The second column shows
our classification of the findings to facilitate reading the
results. The third column shows the number of interviewees
who discussed an item from a specific class.
Understanding

We divided the discussion into two topics: interviewees’
explanation of what orchestration is, and of its components.

e Definition. Eleven interviewees shared their definitions
of model orchestration. They all agree that orchestration
is the scheduling of model execution in their DTs. Only
four of them specifically mentioned that the method of
data exchange is part of the orchestration. In addition,
these eleven interviewees also expressed their opinion
on the importance of orchestration. From that we con-
cluded that model orchestration is highly important, as
three interviewees explicitly expressed it and another
six implicitly did so. Yet two interviewees argued that
orchestration is not needed in their DT's, because the com-
plexity of their current DTs is not high.

e Components. Five interviewees specifically shared the
necessary components to design the orchestration of
models. All other interviewees mentioned that their
orchestration implementation is dependent on purpose
and domain; thus, they did not define specific compo-
nents for orchestration. Table 9 shows the components
mentioned by the five aforementioned interviewees and
the number of mentions for each component. Concern-
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Table 9 Components to define orchestration in DTs

Components Mentions

Trigger

Scheduling approach
Data exchange method
Global time

W W A~ B~

Time-stamping

ing the trigger, eight interviewees explicitly stated that
it is a key component of orchestration. Nevertheless,
the type of trigger depends on the DT’s application and
domain. We observed two distinctive trigger definitions
as a function of the DT’s application. Two interviewees
working on control applications stated that the orchestra-
tion should be done based on a time schedule, where the
data exchange between models and the execution of each
model should be synchronized based on a global clock.
Another interviewee, working on event-based applica-
tions, mentioned that the definition of the trigger for
each event is the most important factor to schedule each
model execution step. The remaining five interviewees
explained that the trigger for model execution depends
on DT’s application and domain.

Regarding the scheduling approach, interviewees men-
tioned two types, namely sequential scheduling and con-
current execution. Regarding the data exchange method,
interviewees defined it as the scheduling of data exchange
between models, e.g., First In, First Out. Our analysis
shows two different roles of time in orchestration. The
first role is as a trigger for model execution in control
applications, known as time-based scheduling. The sec-
ond role is event recording in event-based applications,
by using time stamps for each event (cf. Table 9).

In conclusion, our analysis shows a general consensus on
orchestration as all activities ensuring correct scheduling
of model execution. The majority of the interviewees con-
sider orchestration important for the development of DTs.
These interviewees also agree that the orchestration design
requires a definition of the scheduling and method for data
exchange. In addition, they agree to define a global time for
the DT application and labeling produced data with time-
stamps. Other components for the orchestration design seem
to depend on the DT’s applications and domain.
Implementation approach

Thirteen interviewees shared their specific implementa-
tion method. Six interviewees stated to use a pragmatic
approach, while the other seven shared specific implementa-
tion approaches, depending on their domain.
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Fig.6 DT’s application specific approaches for model orchestration

e Pragmatic. Our analysis suggests that the pragmatic
approach aims to design the scheduling of models
by reproducing the AE behavior, e.g., if two tasks
occur simultaneously, then concurrent execution is used.
According to the interviewees, this approach requires
iterative testing, design, and implementation. Our analy-
sis shows that interviewees using the pragmatic approach
design the orchestration by directly writing code to define
the scheduling of models.

e DT application specific. We found seven interviewees
who stated that the DT application determines the orches-
tration approach. During our interviews, we collected
six different approaches, shown in Fig. 6. Each approach
defines how to implement the models’ scheduling. The
only approach used by multiple interviewees, with con-
trol applications, is time-scheduling, in which time
triggers execution for each model. In addition to the
DT application, the orchestration approach seems to be
related to the knowledge and domain of the intervie-
wee. Figure 6 shows two examples. The first example
is related to Design & development, which has two dis-
tinct approaches 1) rules, and 2) concurrent execution;
these approaches are chosen based on their knowledge.
The second example is on Analysis, which also has two
approaches: 1) standard workflow and 2) event-trigger,
chosen based on the domain.

In conclusion, the interviews indicate that the approaches
are a function of the DT’s application, and of interviewee
knowledge and domain. In addition, around half of the inter-
viewees seem to design the orchestration by attempting to
pragmatically reproduce the AE behavior.

Technology used

Ten interviewees shared the specific technologies they used
for orchestration. We have classified these into two cate-
gories: model-based and own design.

e Model-based. Five interviewees stated their preference
in using technologies that are model-based to design the
orchestration. The two technologies described by these
interviewees were DSLs and ontologies. Four intervie-
wees use DSLs to design the scheduling of the models.
Three of them defined their own DSL, while another
uses SysML. One of them also uses their DSL for sys-
tem verification. Another interviewee uses an ontology
to link data between models and thereby orchestrate data
exchange.

e Owndesign. Three industrial interviewees explained that
they designed their own technology for orchestration.
The technology is based on their expertise and domain.
None of them explained their technology in detail but
rather shared how it works at a higher abstraction level.
We identified two distinctive technologies based on the
trigger type, i.e., time or event-based triggers.

In conclusion, our analysis suggests that the most popular
technology is model-based, particularly DSLs. We observe
that all orchestration technologies focus on the scheduling of
the models, but not on how to exchange data among them.
Tool type
From 19 interviewees 13 shared the tools they use, in partic-
ular their execution platform, which performs the orchestra-
tion in a DT. Six interviewees from industry developed their
own tool, while seven (five from academia and two from
industry) use a commercial tool.

e In-house. Six interviewees explained that they have
developed their own execution platform to schedule
model execution. Based on our findings, we observe two
main reasons for in-house tool development: (1) to min-
imize integration effort, for example use C# to create
models and as an execution platform, and (2) to sup-
port specific execution requirements, such as specific
execution time requirements, like simulate a model with
specific time configurations.

e Commercial. We identified three types of commercial
tools used as execution platforms. The first is to use mod-
eling tools to orchestrate the models, e.g., MATLAB.
This type of tool is used by two interviewees who also
use the single-tool approach for the integration of mod-
els as explained in Sect. 6.4.1. The second type is the use
of system design tools such as IBM Rhapsody [36] and
HEEDS,’ used by two interviewees. These tools facilitate
the use of external software as long as they are supported
by the vendor. The third type encompasses tools that sup-
port a DSL to sequence entities for execution; this tool
type is used by two interviewees. The tools mentioned

> https://www.plm.automation.siemens.com/global/en/products/
simcenter/simcenter-heeds.html.
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by interviewees are PDDL (Planning Domain Definition
Language) and Dezyne from Verum.® The latter also sup-
ports formal verification.

Based on our findings, we observed that the use of com-
mercial tools is slightly preferred over the development of
in-house tools. Interviewees did not specifically mention why
they preferred commercial tools, but three implied some rea-
sons: previous tool knowledge, external software support,
and facilitating DT system integration. The last reason was
indicated by the interviewees who use a modeling tool for
orchestration because they considered it easier to transform
all models into a single modeling tool than to orchestrate
cross-platform models.

6.5.2 Challenges in model orchestration

Through the interviews, different challenges were mentioned
by interviewees. We have classified them in two groups:
model fidelity and interoperability. From 19 interviewees,
nine mentioned such challenges.

e Model fidelity: We found three interviewees addressing
this challenge. The fidelity of a model is defined by inter-
viewees as the level of accuracy between the AE and
its model. This challenge particularly deals with con-
flicting requirements between real-time execution and
high-fidelity models.

e Interoperability: The main challenge discussed by four
interviewees is related to the cross-platform and hetero-
geneous nature of models for DT's, which yields semantic
challenges.

6.5.3 Discussion

Our analysis suggests that the majority of interviewees agree
that orchestration is to correctly schedule models’ execution.
In addition, there are five key components to implement the
orchestration: a trigger for model execution, a scheduling
approach, data exchange method, global time, and time-
stamps as shown in Table 9. We observed various scheduling
approaches that are highly influenced by the DT’s applica-
tion and developers’ knowledge. We believe that to facilitate
orchestration design, more research should be done to create
a general approach.

Technology selection for orchestration seems to favor
model-based approaches, with DSLs as the most popular.
Our findings suggest that influencing factors for tool selec-
tion are the interviewee’s domain and previous knowledge of
specific tools.

6 https://www.verum.com/DiscoverDezyne.
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Table 10 Different verification and validation techniques and strategies
used by interviewees from industry (#I) and academia (#A)

Topic Findings #1 #A

Techniques Comparing AE and VE behavior 8 5
Formal mthods 2 1

Strategies Increase complexity gradually 2 1
Continuous validation 2 1

We believe that the challenges related to model fidelity
and model understanding can be tackled by clearly defin-
ing a DT’s purpose and developing or modifying the models
accordingly. Regarding the interoperability challenge, we
believe that research on tools to facilitate interoperability,
particularly in cross-platform and model-type interoperabil-
ity, can tackle this challenge.

Takeaway message: The main task of orchestration is to
correctly schedule models’ execution and a key component
is the execution trigger. The orchestration design seems to
require much domain knowledge and is highly influenced
by the DT’s application and the developers’ knowledge.
Technology and tool selection is also highly influenced by
DT’s application. Further research is needed on tools to
facilitate the interoperability of cross-platform and cross-
nature model types.

6.6 Validation and verification techniques and tools
(RQ6)

RQ6 aims to understand what specific techniques and tools
are used to verify and validate DTs and their overall dynamic
behavior, that is, the behavior observed during the collective
execution of the models and other components in VE. We
identified 18 out of the 19 interviewees validating their DT. It
was observed that when answering the related interview ques-
tions, interviewees tended to use ‘system’ to interchangeably
describe either the DT or the VE or the AE. We found three
different techniques used by the 18 interviewees for vali-
dating their DT, namely by comparing the AE and the VE
behavior, use of formal methods, and testing.

These techniques are discussed in detail in Sect.6.6.1.
Moreover, interviewees discussed the different challenges
involved with verification and validation of DTs which we
cover in Sect. 6.6.2. Table 10 summarizes the different veri-
fication and validation techniques and strategies put forward
by interviewees.
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6.6.1 Verification and validation techniques

We believe validation of DTs to be highly important, as it
reduces the possibility of errors while executing. Further-
more, our analysis suggests that validation is required in cases
where a highly accurate DT is being used. Such highly accu-
rate DTs of critical modules are then reused for different
purposes across product lines, hence, across multiple DTs.

The observations from the interview may not necessarily
encompass all aspects of DTs which need to be validated,
but only those the interviewees stumbled upon in their DT or
which they consider of highest importance from their stand-
point. We observed that validation of DTs is highly dependent
on their purpose, the DT’s application domain, and the types
of models and data used in the DT. For example, an inter-
viewee from industry mentioned that when DTs are created
as visualizations for marketing, validation is not required.
However, he also mentioned that when high fidelity, consis-
tent behavior, and reliability in DTs are required, validation
is crucial. Interviewees discussed various techniques for ver-
ification and validation based on different cases as depicted
in Table 10; we next present our findings on these.

e Comparing AE and VE behavior This technique con-
cerns behavior comparison between VE and AE, with
the aim to check differences. Thirteen interviewees dis-
cussed this informal validation technique. This is done in
different ways at different abstraction levels. From the
interviews, we observed that one way is using obser-
vational tests at high level, where the behavior of AE
and VE are observed together using 3D visualization and
checked for synchronicity and differences. At times, spe-
cific inputs or measurements from AEs are given to both
AE and VE and behavior matching is checked. We fur-
ther observed that in cases of DTs used for predictive
maintenance, validation is done by initially observing the
VE-based predictions and observing and comparing the
output of the AE to those later on to check the accuracy
of the predictions.

Moreover, we identified that deeper observational tests
are done by creating visual representations such as graphs
or 3D visuals of the behavior of both AE and VE and
superimposing them to observe the extent of overlapping
and differences. In other cases, AE and VE behaviors
are translated into events and actions in a Gantt chart
[37]. The timing and sequence of actions are compared
between AE and VE to check if there are any differ-
ences. When there is a combination of continuous and
discrete behaviors, continuous signals are transformed
into discrete ones and then the behaviors of AE and VE
are compared to check for equivalence.

There are some challenges with this type of valida-
tion. Being dependent on measured data from the AE,

it is unreliable according to two interviewees, due to
incorrect data stemming from measurement errors, faulty
equipment, or incorrect interpretations. Moreover, we
speculate that there could be other issues in a DT such as
consistency issues at runtime which may not be discov-
ered by the aforementioned methods.

e Formal methods and tools:
We identified two interviewees from industry and one
interviewee from academia who mentioned using for-
mal methods in DT development. Formal verification
techniques have been used to validate the behavior of
DTs with the help of tools such as Verum’s Dezyne [38]
and Coco.” An interviewee from industry mentioned that
DSLs have been used to specify the behavior of a system
and transform such specifications into timed automata
models in UPPAAL [39], allowing model checking.
However, model checking is not always scalable enough,
considering state space explosion [40]. The interviewee
discussed that in order to address this challenge, recurring
behavioral patterns were identified and validated using
model checking, rather than the entire system. In this
way, some level of correctness guarantees was provided.
Another interviewee mentioned that formal methods have
been used for consistent execution of models in DTs: for-
mal semantics for such execution were defined and were
helpful to understand differences in execution between
models. He also shared that for their model interfaces,
they formally proved that the components adhere to the
interfaces to avoid interface violations caused by compo-
nent changes. He mentioned that this ensured consistent
behavior when integrating components. As witnessed by
the above, three interviewees mentioned formal tech-
niques for validating DTs; no others did. We speculate
that the lower adoption of this method could be attributed
to scalability issues.
As mentioned before, formal techniques such as model
checking are not scalable, due to state space explosion
problems [40]. In addition, we believe that the complexity
of formal methods and engineers’ lack of background in
them, could possibly contribute to the lower adoption of
these techniques.

Testing and corresponding tools

Apart from these two categories of techniques identified and
quantitatively analyzed by us, DTs also often undergo test-
ing across their entire lifecycle, in order to check adherence
to requirements. Interviewees used the term ‘testing’ to dis-
cuss two different items, namely, using scripts to test the
system and comparing the AE and VE behavior using obser-
vational tests. Due to this lack of clarity, we did not perform
quantitative analysis of interviewee responses for testing. As

7 https://cocotec.io/.

@ Springer


https://cocotec.io/

H. M. Muctadir et al.

mentioned earlier, in some domains such as the space domain,
testing is highly time and resource intensive. In such cases,
careful consideration is needed on when and what aspects
to test, based on the DT and its context. Moreover, in these
cases, testing effort is then balanced with effectiveness. For
instance, after resolving an integration issue, only local tests
are done. On the other hand, full regression testing would
be executed when replacing an entire sub-component. An
observation worth mentioning here is that this is not only
specific to testing DTs, but generally used in the context of
testing software systems. Different types of tests have been
mentioned by interviewees such as model-based testing, inte-
gration testing, and unit testing. In some cases, static analysis
is also performed to detect coding errors, thus helping gain
confidence about the system. Some tools mentioned by inter-
viewees are Axini’s,® Matlab [41], and Unity [27] which are
used for creating and testing models on the fly.

6.6.2 Challenges in validation of DTs

Some of the general validation challenges of DTs are pre-
sented here. While quite a few of these challenges were not
mentioned by three or more interviewees, we still feel they
were relevant to discuss here. Two industrial interviewees
expressed that validating a DT is much harder than vali-
dating a real system and it is infeasible to validate every
aspect of a DT due to its numerous degrees of freedom
and myriad of parameters. Our study suggests that in some
domains, such as the space domain, testing is more resource-
and time-intensive than development. An academic intervie-
wee speculated validating a DT to be challenging because
the composition of multiple models and the resulting emer-
gent behavior complicate matters. Furthermore, interviewees
discussed challenges with validating multi-physics models
owing to their complexity and thus not being able to allow
real-time execution.

Apart from the challenges discussed in the interviews, we
identified that the continuous evolution of VEs pose an addi-
tional challenge for validation of VEs. This is because of
its continuous synchronization with AE, and others as dis-
cussed by Zhang et al. [1], which requires specific techniques
for continuous validation of VE as it keeps evolving [7].

6.6.3 Strategies for DT validation and to facilitate validation

We list below the strategies which interviewees discussed for
validating DTs and for facilitating such validation.

e Validation by increasing complexity: We found three
interviewees who advocated an informal bottom-up DT

validation, gradually increasing complexity. Even when

8 https://www.axini.com/en/.
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comparing the behavior between AE and VE, it could be
started with simple experiments, followed by more com-
plex ones. The models in a DT could be validated initially
and then the integration of models could be validated. A
modular approach can also be adopted where instead of
validating the entire DT at once, critical parts of the sys-
tem are validated initially, followed by other parts and
then the integration of all parts.

e Continuous validation of DTs: Three interviewees
addressed continuous validation of DTs. They mentioned
that models in a DT undergo updates due to data contin-
uously being communicated from the AE in the field,
feedback from subject matter experts or field service
engineers, or bug fixes. When such updates occur, tests
are run continuously to validate the DT and ensure that
the same overall behavior is exhibited by DT before and
after updating.

6.6.4 Discussion

All but one interviewee currently perform some form of vali-
dation of the complete DT or parts of it. In fact, we identified
cases where it is necessary to validate the DT continuously
as it undergoes changes across its entire lifecycle. From this
we can infer that validation of DTs is highly important. Fur-
thermore, we also identified several challenges involved in
validating a DT: one major challenge is that most validation
techniques can only cover certain aspects of a DT. Thus, our
study suggests a multi-faceted approach, combining multiple
techniques, is required to validate the different aspects of a
DT.

Takeaway message: We identified 13 out of 19 intervie-
wees who are currently validating their DT by comparing
the behavior of AE and VE. In addition, we found three
interviewees who are currently using formal methods to
validate their DTs. Moreover, testing has been used as a
technique for validating DTs. Our analysis suggests that
the choice of validation method depends on the DT’s pur-
pose, domain, and application; and requires a multi-faceted
approach, possibly combining multiple of the aforemen-
tioned techniques.

6.7 Properties for validation (RQ7)

The goal of this research question is to understand which val-
idation properties are considered important and need to be
validated in the context of DTs. During the interviews, ten
interviewees explicitly mentioned one or more such prop-
erties in relation to their respective DTs. We discuss these
properties and associated challenges based on the interview
data analysis.
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Table 11 Properties for validation of DTs discussed by industrial (#I)
and academic (#A) interviewees

Properties for validation of DTs #1 #A
Fidelity of VE 8 5
Time difference in execution between AE and VE 2 3
Related to DT’s purpose, application, or domain 9 6
Related to dynamic consistency 5 2

6.7.1 Properties for validation of DTs

We intended to understand which DT aspects the properties
for validation should cover. We believe the properties for val-
idation of DTs could be quantitative or qualitative in nature.
Two interviewees provided a high-level generic overview on
this: one industrial interviewee mentioned that the properties
tobe validated in a DT lie on many levels; another interviewee
expressed that the properties should enable the observation
of critical things which might go wrong in DTs.

Interviewees used the terms ‘properties’ and ‘parameters’
while discussing this topic. We identified two important prop-
erties, namely, fidelity of VE and time difference in execution
between AE and VE. Furthermore, we identified two main
categories of properties, namely, properties related to DT’s
purpose, application, or domain; and properties related to
dynamic consistency. These properties are discussed in detail
below and are summarized in Table 11. Moreover, inter-
viewees discussed the different challenges with properties
relevant to verification and validation of DTs; we discuss
this in Sect. 6.7.2.

e Fidelity of VE: From the validation method based on

comparing AE and VE behavior—discussed in Sect. 6.6.1—

it can be understood that VE fidelity is an important
property that interviewees consider. Eight interviewees
from industry and five interviewees from academia dis-
cussed fidelity of VE as an important property for
validation.

e Time difference in execution between AE and VE:
While discussing comparing AE and VE behavior, inter-
viewees also discussed comparing the time difference in
execution between AE and VE. Two interviewees from
industry and three interviewees from academia explicitly
mentioned that time difference in execution between AE
and VE is an additional property for which validation is
needed.

e Related to DT’s purpose, application, or domain:
We identified six interviewees from academia and nine
from industry who conveyed explicitly or implicitly
that the properties to validate depend on DT’s purpose,
application, or domain. Out of these 15 interviewees,

five interviewees from industry and three academics
explicitly specified properties which are specific to DT’s
purpose, application or domain. Some of these were
behavioral properties specific to the DT’s application
such as whether the DT behaves correctly during specific
scenarios and whether the DT has sufficient information
from different sources for decision making. Several tem-
poral properties related to DT’s purpose, application, or
domain were also explicitly specified by four intervie-
wees from industry and three from academia. Some of
these properties were related to the timing requirements
of the domain; specific timeliness properties for certain
applications; and real time properties such as software
deadlines and activation time.

e Related to dynamic consistency: We identified five
interviewees from industry and two academic ones
who explicitly specified properties which are related to
dynamic consistency of DTs. Some of the functional
properties to be validated in DTs which were discussed
are deadlocks and bottlenecks. Several temporal prop-
erties were also discussed by three interviewees, related
to dynamic consistency issues, such as latency in com-
munication between modeling tools; round-trip time and
properties on how swiftly a tool sends and receives mes-
sages, and response times.

6.7.2 Challenges with properties for validation of DTs

During the interviews, the challenges with validating prop-
erties in DTs were discussed. A challenge mentioned by two
interviewees from academia was how to measure the quality
of DTs and which properties could be used for this. They
further mentioned the challenge of quantifying the proper-
ties which could be used as a measure of a DT’s quality. This
challenge also entailed how these properties could be defined
in order for them to be computable. We intended to identify
such properties, which need to be validated in a DT.

6.7.3 Discussion

From our findings, we noticed that some interviewees
expressed their concerns on how to measure the quality of
a DT and how to quantify the relevant properties. We also
observed that works such as Dalibor et al. [15] discuss this
concern on quality assurance and requirements for DTs. Our
interviewees, from a range of domains, uniformly agreed that
the properties for DT validation depend on the DT’s domain,
purpose, and application.
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Table 12 Overview of additional findings discussed by industrial (#I)
and academic (#A) interviewees

Topic #1 #A
Architecture 7 4
Process

Role of goals in design 6

Takeaway message: Fifteen interviewees discussed that
DT properties to be validated depend on a DT’s domain,
purpose, and application. In addition, we identified thirteen
interviewees agreeing to fidelity of VE; and five intervie-
wees agreeing to time difference in execution between AE
and VE as important properties for validation of DTs. Spe-
cific functional and temporal properties are of interest to
seven interviewees as being key to address dynamic con-
sistency issues in a DT.

7 Additional findings

As mentioned in Sect. 4, this research was conducted using
semi-structured interviews, allowing the interviewee to dis-
cuss any topic. In this section, we present results that do
not directly fit any of our research questions. Technical top-
ics mentioned by at least seven interviewees are discussed
below, and summarized in Table 12.

Furthermore, given the nature of Digital Twins, the role
of humans in DTs is discussed briefly in Sect.7.4. Finally,
Sect. 7.5 briefly discusses future visions for DTs based on
what the interviewees expressed.

7.1 Architecture

This section aims to explain the DT’s architectural choices as
shared by 11 interviewees. The main objective of the archi-
tecture is to aid rapid DT development, for which two key
architectural properties were identified: re-usability of com-
ponents and maintainability of the DT. We observed four
architectures mentioned by the interviewees, but we only
report on the one with at least three mentions, which is the
block-based architecture mentioned by four industrial and
two academic interviewees. For each interviewee the entity
encapsulated in such a block is different. For two academic
interviewees, the block is a model which must be config-
urable, that can exist at different levels of abstraction, e.g., a
component of a machine, the complete machine, or the entire
manufacturing system. Another two industrial interviewees
explained that in order to facilitate VE maintainability, their
notion of a block is a component of a machine or process,
but never the entire system. According to our analysis, block-
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based architectures with their separation of concerns between
entities of a different nature-such as components of the AE
or machines cluster-aid rapid DT development, due to com-
ponent re-usability and maintainability.

7.2 Process

Seven interviewees discussed the process to build a DT. Five
of them follow a software development process adjusted
to DT development, although they did not specify how
exactly this adjustment was made. Another two described
specific, domain-dependent, processes to design a DT. The
software development processes that were mentioned are
DevOps (Software Development and Operations) or Agile,
which facilitate cross-domain cooperation. The other two
interviewees used specific design processes and software
development practices in different stages of their DT devel-
opment. While the academic interviewee shared that he
uses practices from the V-model to perform unit testing,
the industrial interviewee discussed that he uses Continuous
Integration-Continuous Deployment (CI/CD) tools.

7.3 Role of goals in design

This section discusses the role that a clear goal can play
in the design of digital twins, according to 11 interviewees.
All of them mentioned determining a goal (or purpose, or
service) as the first step to developing a DT. We identified
the influence of the goal in three entities, namely, the model,
data, and other design choices such as tool selection and
resource definition. Related to models, they mentioned that
the goal defines the model’s fidelity, level of abstraction, type
(e.g., continuous time), and modeling approach (e.g., data or
physics-based). Concerning data, the goal defines the data to
collect, data processing methods, and the selection of sensors
and actuators.

7.4 Role of humans in DTs

We identified two interviewees who explicitly mentioned that
humans play an important role in a DT and should also be
seen as a part of a DT. Several interviewees also implicitly
discussed the importance of humans in a DT during its oper-
ation and this has been visualized in Fig. 7, with the numbers
used to guide the reader in the text below. One common
observation from our analysis is the role of humans in (@) for
monitoring, training, and other purposes. Three interviewees
from academia also mentioned that continuous information
input and knowledge use from humans as shown in @) help in
updating and improving the models continuously while the
DT is in operation. One industrial interviewee also mentioned
that 3 which involves changing and tuning parameters in
the model based on the data from the real world, may require



Current trends in digital twin development, maintenance, and operation: an interview study

® © o

. Training the
Siealis rlnar?ual virtual replica Interacting with DT
synchronization
through a Ul
between real and T
virtual worlds
Role of humans .
Continuous
information from
Interacting with AE l field service
since automation is o engineers & others
not possible Model calibration to update models

@ and rework

Fig.7 Role of humans in the operation of a DT

human intervention. Our analysis further suggests that cer-
tain services provided by the DT cannot be automated and
thus, ahuman is required to translate the information received
through the user interface, into actions on the AE (see @)
and this was explicitly mentioned by two interviewees. Three
mentioned that in some of the DT's they have worked on, there
is no direct connection between the AE and its virtual coun-
terpart and thus, humans act as the bridge connecting these
two entities by manually transferring data from the AE to
its corresponding VE for (5). Apart from these, one intervie-
wee from academia mentioned that in one of the DTs he had
worked with, humans played an important role in training (6)
the AE for its specific purpose. Thus, it has been observed
that humans, apart from contributing to the development of
DTs, play an important role in the operation of DTs.

7.5 Future vision on DTs

One interview question was aimed to understand intervie-
wees’ perspective on the future evolution of DTs. During
our analysis, we identified interesting and significant out-
comes from this discussion. Two interviewees from industry
expressed that the DTs could evolve in the future to become
a tradeable asset which would be made available alongside
its corresponding AE: when an AE is traded between two
parties, its corresponding DT could also be traded or pro-
vided access to. Moreover, two interviewees shared that in the
future, DTs from different domains around us could probably
then interact with each other and exchange useful information
for use-cases such as improving decision making, accurate
diagnosis, etc. According to one interviewee from academia,
machine learning and reinforcement learning could possibly
be combined with DTs in the future, to help to learn about
complex systems (i.e., safety critical systems) in a virtual
environment, when this is difficult to do on the real-world
system. In addition, two interviewees emphasized that in the
future, AEs could possibly become more autonomous and
self-adaptive with the help of their DTs. Furthermore, two

interviewees predicted DT usage to enable increased automa-
tion of real-world processes and improving design support.
Additionally, we identified two interviewees who predicted
that there would be a shift in the way AEs are developed in
the future, where a DT would always be completely part of
the development of systems.

We also found interviewees discussing various visions
on future improved DT development. Two industrial inter-
viewees mentioned that they believe that standards would
become available for, e.g., developing and maintaining DTs,
and for managing and combining data in DTs. In addition,
two interviewees predicted improvements in the ease-of-
use and intuitiveness of DT development tools which would
enable experts from different domains with minimal software
knowledge and expertise to develop DTs with ease. More-
over, two interviewees explicitly mentioned that DTs should
evolve over their entire lifecycle to serve new purposes, i.e.,
provide new services in addition to what they were initially
developed for. Furthermore, one interviewee from industry
mentioned that visualization in DTs would possibly improve
in the future which would pave a way for better interpreta-
tions.

7.6 Discussion on additional findings

During the interview, the interviewees shared their thoughts
and opinions on the development of DTs. The additional find-
ings, as visualized in Table 12, are related to architecture,
development process and the role of goals in DT design. In
addition, the role of humans in DTs and the future vision on
DTs are discussed.

Most interviewees who discussed DT architecture men-
tioned a block-based architecture as their preference. Each
has a different interpretation of what a block entails, but all
agree that the aim of this architecture is rapid DT develop-
ment and maintenance.

From the interviewees who discussed their process for DT
development, the majority stated using an adapted software
development process, such as Dev-Ops or Agile. Others who
use specific development processes seem to use some soft-
ware development practices and tools, such as unit testing
or CI/CD tools. Our analysis shows that the main driver to
use software practices or processes is the software-centered
nature of DT’s.

The eleven interviewees who discussed the role of the
goal in the design, agreed that it is crucial to define it before
starting DT development. The goal has a big influence on
many design decisions related to models, data, and tooling.
Examples of this are the fidelity of the models or the data
selection from the AE.

Furthermore, while several interviewees implicitly dis-
cussed the importance of humans’ role in DTs, only two
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interviewees explicitly considered humans to be a part of
DTs.

Future predictions were made on three different aspects
of DTs, namely the trade aspect of DTs, the influence of DTs
in engineering applications, and the evolution of DT devel-
opment. We believe that some of the aforementioned future
applications of DTs such as increasing AE’s autonomy and
adaptability, and improving automation and design support,
are highly important. We further believe that the influence of
DTs in engineering applications could substantially grow in
the future.

Takeaway message: Our analysis shows that DT archi-
tectures should facilitate maintainability, cross-domain
collaboration, and rapid development. It also shows that
DT development processes contain ingredients of software
development processes or adaptations thereof for DTs. A
common recommendation for development is to define the
goal of the DT before starting its development. Predic-
tions on the business model of DTs have been made such
as DTs and their related data becoming a tradeable asset
whose ownership could be transferred or shared across the
lifecycle. DTs have been predicted to improve the automa-
tion and self-adaptability of systems; and also to help in
the design support for such systems. Current challenges
in DT development such as lack of intuitiveness and stan-
dards are predicted to be resolved in the future.

8 Threats to validity

This research is an empirical study, which is never completely
devoid of omissions or pitfalls. We discuss the threats to
validity (TTV) as described by Easterbrook et al. [42] and
the measures taken to mitigate these.

Construct validity pertains to quality of the measurement
of the constructs for the experiment. One concern regarding
this TTV is the level of expressiveness of information shared
by the interviewees about the DT practices and technical
DT issues at their organization. However, this was mitigated
to a certain extent by emphasizing the research’s approval
by the universities’ ethics review board and data stewards,
assuring data privacy rights and complete anonymization of
the collected data and its processing.

A second TTV concerns the limited variability of inter-
viewee opinions. To mitigate, we included interviewees from
both industry and academia with varied educational back-
grounds, different levels of experience with DTs; working
in diverse roles; from different industrial domains; and from
companies of different sizes. As discussed in Sect. 4.2, most
of the interviewees are from our own network comprising
experts from start-ups to high-tech manufacturing companies
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from the ‘Brainport region’, which is one of Europe’s biggest
industrial hubs. However, we made sure to include intervie-
wees from different backgrounds such as manufacturing and
chemical processing, high-tech products, building and con-
struction, transport and logistics, information systems and
healthcare. In addition, we also included interviewees work-
ing on diverse applications of DTs, namely control, design
and development, predictive maintenance, monitoring, anal-
ysis, testing, training and demonstration.

A third TTV concerns the understandability of the inter-
view questions. To mitigate this threat, we conducted a pilot
interview with an interviewee from industry working with
DTs. Based on the feedback received, interview questions
were reordered and rephrased for a seamless interview flow
and ease of understanding, the process of which is explained
in Sect.4.1.2.

The fourth TTV is related to the background of the inter-
viewers which may affect the outcome of interviews. This
was mitigated by not having one interviewer but three. More-
over, these interviewers had diverse backgrounds in different
domains such as software engineering, embedded systems,
chemical, automotive, mathematics, electronics, and instru-
mentation engineering. In addition to diverse backgrounds,
the interviewers had experience working in both industry and
academia.

A last construct TTV is related to interviewer bias. This
was mitigated by creating an interview guide which had
instructions to drive the interview with an exhaustive list
of pre-defined questions to be asked. Furthermore, each
interview was conducted by two interviewers, one asking
questions and one keeping track of questions and making
notes.

Regarding internal validity, the dependency of results on
just the interview data is a potential threat. In order to miti-
gate this, the data analysis was done meticulously following
the analysis methodology described in Sect.4.5. Data anal-
ysis involved three levels of transcription: firstly, automated
transcription; secondly, manual transcription by student
assistants; and thirdly, verification of the entire transcripts
against the recorded interviews by three researchers. The
coding process was scrupulously done by three researchers
in an interpretative manner over two months. For any artifact,
the process was deemed complete only when it was coded
equally by at least two researchers. When the two researchers
had different interpretations in coding a particular artifact,
these were presented and discussed among the researchers to
arrive at a common understanding on such codes. This way
of working is described in Sect.4.5.2.

Regarding external validity, the generalizability of results
is a TTV. We tried to minimize this TTV by having a signif-
icant number of interviewees with diverse roles and varied
educational backgrounds from both industry and academia;
with different levels of experience with DTs; from different
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Table 13 Summary of related work research related to the implementation of DTs

References Summary

Approach

Perno et al. [43]

This paper conducts a study to identify categories of barriers hindering the development of DTs in SLR

the process industry. The paper proposes a model designed to recognize potential facilitators
addressing the identified barriers and intends to offer possible solutions

Segovia et al. [44]

This paper analyzes the state-of-practice on DT development, with a specific focus on the SLR

methodological approaches found in scientific literature. The paper considers three primary
phases: design, modeling, and implementation. It states the challenges that are encountered in

each phase
Sharma et al. [13]

This study focuses on the conceptualization and adoption of DT in practical applications. The goal SLR

of this research is to define the key components of DTs and identify open research questions for
their development. This study analyzes three case studies; two from the construction domain and

one from the medical domain
Liu et al. [45]

This paper performs an analysis of the approaches to develop DT based on a classification. SLR

Specifically, its implementation classification criteria are based on a central component. For
instance, if the primary component is a service, the DT is categorized as a "DT as a service

Trauer et al. [46]

The objective of this paper is to investigate the obstacles faced by 61 practitioners in implementing

Interview

DTs. It particularly aims to understand the characteristics of DTs and the technical and
non-technical challenges associated with their implementation

Mihai et al. [47]

This research aims to understand the technologies that ease the implementation of DT and its SLR

challenges. It identifies enabling technologies and outlines research challenges for DT
implementation, including fidelity and synchronization of models and ongoing standardization

efforts
Botin-Sanabria et al. [48]

This paper examines different barriers to the use and development of DTs, revealing high-level SLR

obstacles spanning social, technical, and business domains

Parnianifard et al. [49]

This research discusses limitations and future challenges, highlighting the complexity and SLR

interoperability issues arising from the heterogeneous nature of DT components

Ammar et al. [50]

This study aims to understand the usage and challenges of DTs by interviewing eight practitioners

Interview

in the construction industry. Six categories of challenges are identified, with a focus on
technology development, particularly in sensor technology

SLR Systematic Literature Review

industrial domains varying from health care to space explo-
ration; from companies of different sizes; and with different
levels of understanding of DTs, considering the lack of com-
mon understanding of DTs in both industry and academia.
However, the sample size of nineteen in this research can still
be seen as relatively small, possibly limiting external validity.

9 Related work

In this section, we explore the academic literature relevant
to our study, focusing on current practices and challenges in
the implementation of DTs. Table 13 contains a summary of
the relevant papers we have explored and compared to our
current research.

We have identified two main research topics from the
papers presented in Table 13. The first domain is associ-
ated with methodologies employed in the implementation
DTs [13, 44, 45, 50]. Research related with methodologies
for implementing DTs has yielded valuable outputs by iden-
tifying potential open research questions and approaches
embraced by practitioners. However, it is noteworthy that the
focus of these investigations predominantly revolves around

the primary approaches by practitioners. This differs from our
research where we focus our effort on specific development
areas, such as cross-domain model consistency, orchestra-
tion, and dynamic consistency.

The second topic revolves around the identification of
challenges and enablers in the implementation of DTs [43,
46-49]. Each of these works has highlighted diverse technical
and non-technical challenges confronted by practitioners in
the course of DT implementation. Nevertheless, these studies
avoid examining deeply the strategies employed by practi-
tioners in addressing these challenges. Our research focused
particularly on exploring the strategies used by practitioners
to deal with different implementation challenges.

10 Conclusion

In this exploratory research, we studied the current land-
scape of DTs from a technical point of view, particularly its
current state-of-practice on design, development, operation
and maintenance. To do that we interviewed individu-
als from industry and academia. Our research focused on
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software aspects of DTs, specifically related to the intervie-
wees’ understanding of DTs, model consistency, integration,
orchestration and validation. In addition, we also discussed
our interviewees’ opinions on the future impact of DTs.

The empirical findings show a lack of methods and
tools designed to address inconsistencies between models.
Furthermore, we found that distinct tools and approaches
are used for the integration and orchestration of heteroge-
neous models, with their selection dependent on the specific
domain or nature of the DT application. Regarding dynamic
consistency, approaches primarily involved the comparative
analysis between virtual and physical entities.

Our research indicates several research opportunities: (1)
developing methods to deal with consistency and formulating
guidelines for reuse components in DTs; (2) developing tools
that facilitate integration and orchestration; and (3) deter-
mining the required properties and approaches for validating
dynamic consistency of DT.

In response to the identified opportunities, we see the
following future research directions. Firstly, to address the
consistency challenges we are developing a framework and
related tooling capable of processing heterogeneous DT
models for identifying and (semi-)autonomously resolving
any potential consistency issues. Secondly, to tackle the inte-
gration and orchestration challenges, we are designing a DSL
aimed at easing the orchestration design. This DSL will
be tailored to accommodate the concerns identified in this
preliminary investigation. Thirdly, to address issues pertain-
ing to dynamic consistency, we are working on automating
continuous V&V of DTs. This entails combining V&V tech-
niques such as model checking and model-based testing, with
active and passive model learning.

Concluding, the field holds a lot of promise and need for
applying and adapting the discussed concepts and results,
requiring research on how best to adjust and apply these
to Digital Twin development, maintenance, and operations.
With such research, and with the vision of a DT-enriched
future as expressed by the interviewees, the future definitely
looks both bright and twinned.
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