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Large LanguageModels (LLM), such as the variants of Chat-
GPT or BERT, are currently under intensive development
and enhancement, but it has become clear that they will con-
tribute a significant change to the way text and images are
created in the future. It is therefore not surprising that the
challenges, risks and opportunities of generative AI are dis-
cussed intensively in various scientific communities as well
as in industry, government, education, and society, in general.
There are of course technological aspects to be understood,
but the impact on society and the industrial world has been
significantly changed by the advantages and consequences of
an expanded focus of generative AI, as supported by LLMs.

Although there is much to learn from the emergence of
this technology, it is becoming more evident how the usage
of LLMs may impact the way we develop software and soft-
ware intensive systems.Weassume thatmanySoSyMreaders
have made their own experiments to understand the capabili-
ties and limitations of the currently available LLMs. Similar
to any other complex system, it is challenging to understand
analytically what the system does and why it produced a spe-
cific output. In particular, the traditional computer science
formal and precise analytical methods often do not apply
to the use of LLMs. Thus, we may need to rely on exper-
imentation to gain initial insights into the capabilities and
limitations of the potential for using LLMs in our own work.
For a deeper validation of these insights and the hypotheses
that will be built in the near future, it may make sense to
(among other techniques) apply psychological methods to
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understand AI systems. Psychology has understood how to
analyze brain capabilities and how to deal with uncertainty
based on statistical evidence. Such statistical evidence may
not be enough when a general AI system is used in safety
critical applications (e.g., autonomous driving), but it may
be helpful when trying to understand the usefulness of the
conversation with such an AI, and how the AI is generally
thinking. It may also be helpful to complement the analytical
approaches to cope with uncertainty in the modeling activi-
ties.

In this editorial, we pose another hypothesis on the future
use of LLMs. The hypothesis is:

1. Variations of LLMswill emerge, with some very special-
ized to a distinct task or a specific domain, which focus
on a particular underlying knowledge that is constrained
by technical or societal concerns.

2. However, it will not be the case that there will be a unique
LLM developed and trained for each purpose. Instead,
there will be individual post-training of an underlying
LLM that allows configuration of an AI model in such a
way that it can be adapted easily to the individual func-
tions that need assistance.

3. There will only be a few fully trained core LLMs and
they will be provided in an open form. They will act
like a kind of “operating system” for AI-systems where
“application”-specific extensions are created.

The first two parts of this hypothesis are not very far-
fetched, because we can already see first approaches in this
direction. This would allow for the training of an LLM for a
specific modeling language that is tied to a particular target
infrastructure for a distinct domain. This could conceivably
be accomplished with relatively little training data and sup-
port very helpful assistance when developing, evolving or
adapting a software system. This concept would allow the
developer to think, work and handle all concerns at the
modeling level while completely deferring the implemen-
tation to an automated generator. Thus, traditional software
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models would become the intermediate step between infor-
mal explanations and a detailed implementation that is not
human-understandable, but canbe analyzedbyhumans based
on the abstract model-based description.

It may be that a general-purpose LLM serves as a kind of
“operating system” that is only customized with individual
knowledge for a variety of different activities. This will help
humans in various domains and developers in their particular
tasks. It may be necessary for researchers to understand what
kinds of modeling languages the LLM should embody and
howmuchneeds to be knownabout the semantic foundations.
The standard approach from tool developers that leads to
over-generalization and rather semantic-agnostic modeling
concepts could then be extended by very specific techniques
that either have their roots in the domain, the sponsoring
company, or even the project itself.

We look forward to seeing LLMs that are applied to mod-
eling tasks by using specific, semantically sound modeling
languages and supporting environments that provide effi-
cient developer assistance as discussed in a previous editorial
[CGR23b] (available at https://www.sosym.org/editorials/).
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