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Abstract
Recent results in language engineering simplify the development of tool-supported executable domain-specific modeling
languages (xDSMLs), including editing (e.g., completion and error checking) and execution analysis tools (e.g., debugging,
monitoring and live modeling). However, such frameworks are currently limited to sequential execution traces and cannot
handle execution traces resulting froman execution semanticswith a concurrencymodel supporting parallelismor interleaving.
This prevents the development of concurrency analysis tools, like debuggers supporting the exploration of model executions
resulting from different interleavings. In this paper, we present a generic framework to integrate execution semantics with
either implicit or explicit concurrency models, to explore the possible execution traces of conforming models, and to define
strategies for helping in the exploration of the possible executions. This framework is complemented with a protocol to interact
with the resulting executions and hence to build advanced concurrency analysis tools. The approach has been implemented
within the GEMOC Studio. We demonstrate how to integrate two representative concurrent meta-programming approaches
(MoCCML/Java and Henshin), which use different paradigms and underlying foundations to define an xDSML’s concurrency
model.We also demonstrate the ability to define an advanced concurrent omniscient debugger with the proposed protocol. The
paper, thus, contributes key abstractions and an associated protocol for integrating concurrent meta-programming approaches
in a language workbench, and dynamically exploring the possible executions of a model in the modeling workbench.
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1 Introduction

To realize the vision of model-driven engineering [40]
(MDE) and language-oriented programming [50] (LOP),
where domain-specific modeling languages (DSMLs) are
defined and used for software development, we need to make
the development of such DSMLs and the corresponding tool
support as easy and cost-effective as possible. Over the last
decade, the research community has invested substantial
effort into developing the so-called language workbenches
[20], which provide generic tool support parameterised over
language specifications (syntax, semantics…) that can be
instantiated by interpretation of, or generation from, a largely
declarative language specification. This work has substan-
tially simplified the development of new languages and tool
support, making the MDE and LOP vision more feasible in
practice.

While, initially, work on language workbenches focused
on supporting the syntax and static semantics of DSMLs
(and providing editors and static analyzers), leaving execu-
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tion primarily to the development of template-based code
generators, more recently, there has been a growing interest
in language workbenches for executable DSMLs (xDSMLs,
e.g., see chapter 26 of [21] or [8]). Here, in addition to a
specification of the language syntax, language engineers pro-
vide a specification of the DSML’s execution semantics (aka.
behavioral semantics) and the language workbench uses this
to provide additional services such as (omniscient) debuggers
and analysis tools. This has enabled the efficient development
of execution and analysis support for new DSMLs.

To date, most language workbenches support the specifi-
cation of an execution semantics in the form of a sequence of
steps (i.e., total order), leading to a sequential execution of the
conforming models. However, modern software systems and
execution platforms involve complex concurrency concerns.
Most modern software systems are distributed and involve
complex communications, and current execution platforms
are involving complex parallel architectures.

When a DSML captures knowledge from a domain where
concurrent aspects are important, its operational semantics
must capture the concurrent aspects so that they can be han-
dled during the execution of a model.

Systematic and generic support for concurrent languages
is still missing; although some specialized implementations
have been developed (e.g., [32,52]). While the execution
semantics can be specified using different paradigms (e.g.,
imperative or declarative rewriting rules), one of the key chal-
lenge is to enable language workbenches to plug in different
meta-programming approaches, with a common execution
engine able to interpret behavioral semantics, possibly with
concurrency.

In this paper, we demonstrate how key abstractions can
be used to handle the concurrency in a behavioral semantics
independently of the way it is actually encoded. Based on
these abstractions, we demonstrate how a generic execution
engine supporting a given set of common services can be
implemented.

We show how this generic execution engine is able to
embrace two very different ways to specify the concurrency
in an operational semantics.

We show how such an implementation can be used to
provide a protocol for analysis techniques such as concur-
rent omniscient debugging. We also show how we can give
additional control over concurrency to the language engi-
neer and language user to enable the dynamic exploration of
a language’s concurrency model. We have implemented our
approach in the GEMOC Studio language workbench [8],
but the overall approach is applicable to any language work-
bench, possibly using different technological spaces [30].

Specifically, we make the following contributions:

1. A set of key abstractions based on studies about multi-
form logical time to embrace concurrent aspect in a
technology independent way;

2. A generic interface for both explicit and implicit concur-
rent models and a generic execution engine;

3. The concept of concurrency strategy to support the
dynamic explorationof the concurrencymodel for a given
conforming and running model;

4. A set of specific concurrency strategies that we have
found useful for the exploration of concurrency; and

5. A prototypical implementation demonstrating the new
concepts and the overall approach.

The remainder of this paper is structured as follows: We
provide a motivating example in Sect. 2 before introducing
our key abstractions in Sect. 3. Section 4 then gives a high-
level overview of our approach together with a description of
the generic framework for concurrent model execution. Sec-
tion 5 introduces the concept of concurrency strategies and
discusses how they can be used to dynamically explore the
concurrency model. We then present the prototypical imple-
mentation in Sect. 6 and an evaluation of our approach in
Sects. 7 and 8. Finally, we discuss related work in Sect. 9
and conclude the paper in Sect. 10.

2 Background andmotivating example

The main ingredients of an executable domain-specific mod-
eling language (xDSML) are its abstract syntax and its oper-
ational semantics.1 In this section, we scope the xDSMLs
we are considering in our approach, namely metamodel-
based xDSMLs with concurrent operational semantics. At
the same time, we introduce an xDSML for production line
systems as a motivating and running example used through-
out the paper. Its concurrent operational semantics is defined
twice with very different state-of-the-art meta-programming
approaches.

2.1 Abstract syntax

We assume that the abstract syntax of an xDSML is defined
using a metamodel, which is an object-oriented model
composed of interconnected meta-classes, each capturing a
concept of the domain of interest.

To illustrate our proposal, we introduce an xDSML2 that
allows themodeling of simple production line systems (PLS).

1 We deliberately leave out the concrete syntax since it does not impact
the executability of a DSML, and our approach is independent of any,
textual or graphical, concrete syntax.
2 This xDSMLhas previously been developed for the e-Motions system
[38].
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Fig. 1 Metamodel of the production line language

Fig. 2 An example production
line He1: Head

Ha1: Handle

1

1

Ha2: Handle

Ha3: Handle

He2: Head

He3: Head

4

0

GenHead GenHandle Assembler Conveyor Tray
Legend

As can be seen in the metamodel in Fig. 1, such production
line systems consist of Machines manipulating Parts and
connected to Containers (which can be Trays holding
Parts ready to bemanipulated by amachine or Conveyors
taking Parts from a Machine to a Tray).

Our production line xDSML has been specialized to a
very narrow domain, namely for describing production lines
that produce Hammers from Heads and Handles. Con-
sequently, appropriate subclasses are defined for the Part
meta-class and suitable specific types of Machines have
also been defined in the metamodel. The xDSML, then,
allows combining these elements into suitable production
line models, using a concrete syntax defined in Sirius [47].
Figure 2 shows an example model of a simple production
line. On the left, there are two machines producing handles
and heads, respectively, and depositing them onto conveyors
that eventually will move them into a shared tray. An assem-
bler machine then takes handles and heads from this tray and
will produce hammers in turn. The example model shows a

state of the system, where three heads and three handles have
been produced and two of each are awaiting assembly in the
shared tray.

2.2 Defining a concurrent operational semantics

Once the abstract syntax of the language is specified, it is
important to define the behavioral semantics of the language
to enable execution and analysis support for new DSMLs.
Existing language workbenches often overlook the concur-
rency aspect of the DSML behavioral semantics, leading to
poor support of concurrency analysis. For now, we consider a
concurrent operational semantics to be an operational seman-
tics that allows exploration of concurrency related concerns;
typically allowing to explore different execution paths due
to interleavings. While there are many ways to define such
concurrent operational semantics, we use, for illustration
purposes, in this paper two different approaches applied to
the production line xDSML: one using declarative rewriting
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rules defined using a graph transformation approach (specifi-
cally, Henshin [42]), and one using imperative rewriting rules
together with a modular and formal description of how and
when the rewriting rules can be applied (specifically, MoC-
CML [16,17]).

To define the concurrent operational semantics of our
xDSML, we first need to differentiate the runtime state of
a model from the static parts of the model. In any executable
model, some parts are static (aka. abstract syntax tree), and
some others correspond to the runtime state, also called the
dynamic state. For instance, if one considers the concept of
Variable in a language, its type and its initial value are static
parts of the model while the current value of the variable is
part of the runtime state. While both the model and the run-
time state will be accessed by the semantics, only the runtime
state can be changed during execution. The GEMOC studio
[10] supports amodular definition of both parts (i.e., separate
cross-referenced metamodels that are subsequently woven
together). However, for the sake of simplicity, we present
a combined version of the metamodel: The runtime state is
captured by meta-class Part and its subclasses and their
associations with other meta-classes. Everything else cap-
tures the static part of any production line model (i.e., the
structure of the production line itself rather than what parts
are currently being produced).

Next, on the basis of the metamodel (both the static part
and the runtime state), we need to define the actual concur-
rent operational semantics. We implemented a first version
using our Henshin engine for the GEMOC Studio [52]. Hen-
shin provides a graph transformation tool [42]. The rewriting
rules can then be implemented in a declarative way (cf.
Figure 3, focusing on the rules relevant for our example3).
Hence, we provide a structured operational semantics using
graph transformations to describe the individual steps—
called graphical operational semantics by Corradini [14].
Rules generateHandle and generateHead, respec-
tively, specify that a GenHandle and GenHead machine
can produce a new Handle or Head at any time. Rule
moveAlong describes that any Part on a Conveyor
can move to the corresponding Tray, if any. Finally, rule
assemble shows how an Assembler machine takes a
Head and a Handle and produces a new Hammer from
them. The Henshin engine comes with a rule application sys-
tem that computes the applicable rules for a given runtime
state and provides options to apply one or several of them
simultaneously as decided by the user, this way allowing
exploration of different acceptable execution paths [52].

We also implemented a second version of the same con-
current operational semantics for the motivating example
using MoCCML [16,17], a dedicated metalanguage to for-

3 While not shown in these example rules, Henshin also supports rules
that read or modify attribute values of model elements.

Listing 1 A simple Kermeta aspect for the generate head rule

@Aspe c t (className=GenHead)
c l a s s GenHeadAspect{

d e f void work(){
v a r aHead = PLSFactory.eINSTANCE.

createHead ()
_self.out.currentParts.add(aHead)

}
}

Listing 2 A MoCCML excerpt to constrain the call (partial) order of
rewriting rules

c o n t e x t Machine
d e f : doWork : E v e n t = s e l f .work()

c o n t e x t Conveyor
d e f : doMoveAlong : E v e n t = s e l f .moveAlong

()
c o n t e x t Conveyor

i n v moveAfterMachineProductionNoInitial :
( s e l f .parts ->size() = 0) i m p l i e s
R e l a t i o n Precedes(
s e l f .Machine ->first ().doWork , s e l f .

doMoveAlong)

mally define partial orders, and Kermeta 3 [24] to define the
rewriting rules as object-oriented and imperative methods.
For instance, the generateHead in Kermeta 3 is shown in
Listing 1.

Nothing in Listing 1 specifies when the rewriting rule
should be called. This is the goal of the MoCCML model
[10]. For this purpose, each rule is associated to an event and
the events are constrained together based on the static infor-
mation in the model. For instance, in Listing 2, two events
are defined (doWork and moveAlong). Then, a relation spec-
ifies that, if there are no initial parts on the conveyor, then
the machine feeding the conveyor must work before the con-
veyor can move the item along. This way, if we consider the
top left conveyor of Fig. 2, the head generator can work at
any time but the conveyor can move along only the number
of times the generator worked.

There is a fundamental difference between the two ways
we have specified the concurrent operational semantics—
specifically, how the semantics determine when a particular
event can occur. In graphical operational semantics, this is
implicit in the rules defining the different kinds of events: If
a rule’s left hand side matches the current state, the event can
potentially occur, possiblymultiple times if there aremultiple
matches and possibly concurrently with some other rules if
its right hand side does not overlap with the left hand side of
the other one(s). In contrast, with MoCCML, the conditions
underwhich an event can occur and the relationships between
event occurrences are specified explicitly.

The two different approaches, namely Henshin and MoC-
CML, come with different underlying paradigms, leading to
different implementations of the same concurrent operational
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Fig. 3 Operational semantics of the production line xDSML specified
using Henshin. In each rule, gray elements marked preserve represent
model elements that need to be present for the rule to be applicable and
that won’t be changed by the rule. Red delete elements represent model

elements that must be present and will be removed and green create
elements mark elements that will be newly created in the model when
the rule is executed (color figure online)

semantics. They both provide interesting features, with dif-
ferent pros and cons.

While a full comparison of these two approaches is out
of scope for this paper, the differences motivate the need for
key abstractions that allowdifferent approaches to be handled
uniformly.

In this paper, we introduce a generic framework in which
concurrency exploration can be done independently of the
approaches used for the description of the concurrent opera-
tional semantics.

3 Key abstractions to embrace concurrency

In order to define a generic framework with concurrency-
specific services independently of any specific technology
used for specifying the operational semantics, we need to
rely on key abstractions to represent the concurrent part of
the operational semantics. In this section, we introduce the
notions of concurrencymodel, logical steps and their relation
in our definition of a concurrent operational semantics.

Fig. 4 An illustrating program written in the S language

3.1 Concurrencymodel

In order to introduce the concepts of concurrency model
and concurrent execution trace, we rely on an introductory
example. Let us consider the simple language S composed
of Statements where a statement can be an Action, a
Fork with its set of Blocks of statements that can be exe-
cuted concurrently, or a Join.

Figure 4 provides a program written in the S language.
In this example, the sequence B;C can be executed concur-
rently with the sequence D; E ; both after A and before F .
Additionally, theC must always follow B and E must always

123



1324 S. Zschaler et al.

Fig. 5 A representation of partial order underlying the simple S pro-
gram from Fig. 4, as it could be computed by the concurrency model

follow D. This is a partial order that can be represented like
in Fig. 5 by a set ofPrecedes constraints between the applica-
tion of rewriting rules. In this partial order, any total order is
a correct execution with respect to the concurrent operational
semantics. This total order ismore than just a topological sort
of the graph; it should consider the concurrent application of
rewriting rules. For instance, in programS, the application of
B.exec and D.exec can occur concurrently. Additionally, in
more realistic examples, a partial order is usually not expres-
sive enough since conflicts between two sets of actions may
be required (e.g., due to an if -then-else statement or due to
access to a shared resource). The appropriate expressiveness
to specify the set of acceptable executions in a concurrent
execution context is out of the scope of this paper and has
been theoretically studied for a long time [2,3,15,33,34,51].
We took advantage ofMultiformLogical Time [2] to embrace
these formalisms and defined a concurrency model as an arti-
fact which, given a specific program at a given runtime state
(i.e., at a given step of its execution), can provide the exclu-
sive sets of rewriting rules that can be applied to move to the
next step. Each of these sets specifies the rewriting rules that
can be applied concurrently. From the runtime state point of
view, the application of a set of rewriting rules is seen as a
unique operation. These sets are the eligible futures of the
execution. The application of their rewriting rules leads to
different execution branches and they can consequently be
used to explore, to understand or to analyze the intrinsic con-
currency of the model and its implication (e.g., deadlock or
functional non-determinism).

The sets of rewriting rules proposed by a concurrency
model at a given step takeboth the causalities and the conflicts
into account. Note that conflicts can result in different execu-
tion branches that will never merge again due to their effect
on the runtime state or on the opposite it can result in differ-
ent execution branches representing different interleavings of
rewriting rules that result in a same runtime state where the
branchesmerge. It isworth noting that the concurrencymodel
used in this example assumes that all actions are atomic; that
is they do not take any time. Durative actions—actions that
take time and where an action B may start partway through
the execution of an action A—are an important concept in
concurrencymodeling. Such durative actions can be captured

Fig. 6 All possible interleaving of actions from the S program from
Fig. 4

on top of our concurrencymodel—for example, by providing
an explicit model of actions under execution (and possibly of
time) and translating durative actions into an explicit atomic
start and end action (cf. [38,39]), but the details of any such
encoding are out of scope for our paper.

3.2 Logical steps

While executing a concurrent program, there is a need to
make explicit what rewriting rules have actually been applied
between two runtime states. For this purpose, we introduced
the notion of Logical Step. A logical step is abstract and
defined as a set of changes realized in the runtime state. This
means that here also we consider a general form of concur-
rency similar to, for instance, tagged signal [34] or logical
time [15], where the partial ordering of event occurrences
is the primary concern, independently of the actual process
behind each event occurrence. A logical step can be either
an atomic step or a parallel step. An atomic step is a spe-
cific logical step linked to one rewriting rule of the transition
system, whose execution realizes a set of changes in the run-
time state—for example, the execution of an action in an S
program. To execute an atomic step, we need to access and
read different parts of the model and of the runtime state
and, then, change specific parts of the runtime state. We call
atomic step footprint [23] the set of elements of both the
model and the runtime state that are read or changed as well
as the set of meta-classes of the runtime state of which new
instances are created during the execution of an atomic step.
A parallel step is composed of a set of atomic steps that
are executed concurrently. The parallel step footprint is the
union of internal atomic step footprints.

To illustrate, each topological sort of the directed graph
from Fig. 5 is a valid trace of the illustrative program from
Fig. 4; where each edge is a logical step and each node a
runtime state. Figure 6 can be seen as a labeled transition
system [27], where labels are structured by using logical
steps. On the left of Fig. 6, we can see that any execution
starts with an atomic step A. It means that there is a single
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rewriting rule called in the first step of the execution, which
corresponds to the execution of an action in the program.
Then, the execution continues with another single action exe-
cuted: Fork. At this point, three different logical steps are
eligible futures of the execution: one atomic step where only
action B is executed, one where only action D is executed
and one parallel step where both actions B and D are exe-
cuted in parallel. If, for instance, the execution follows the
step where only B is executed, then three new logical steps
are eligible futures: C , C ‖ D, or D alone. Let us consider
that • is a runtime state; -

∣
∣.
∣
∣� represents a logical step and

that the name of an action represents the execution of the
underlying rewriting rule. One possible execution trace is

•-∣∣A∣
∣�•-∣∣Fork∣∣�•-∣∣B∣

∣�•-
∣
∣
∣
∣

C
D

∣
∣
∣
∣
�•-∣∣E∣

∣�•-∣∣Join∣
∣�•-∣∣F∣

∣�•. The dia-
mond from Fig. 6 actually represents all the acceptable
interleavings between the execution of the B;C sequence
and the D; E sequence that has been constructed by query-
ing the concurrency model and by visiting all logical steps.4

To summarize, the concurrency model is an artifact that
can be used to figure out what is the next acceptable set of
exclusive logical steps that can be taken at any time during
the execution. It acts as a scheduler of the rewriting rules that
relies on a foundational logical timemodel. The logical steps
are then a way to (1) store what are the rewriting rules that
have been called between two runtime states; and (2) make
explicit the footprint of the executed rewriting rule(s).

3.3 Concurrent operational semantics

We call a concurrent operational semantics an operational
semantics that provides a specification of the concurrency
semantics (of the constructs defined within the syntax), such
as we can reason about it (e.g., exploring impact of different
interleavings). Indeed, a common approach in the litera-
ture is to rely on the metalanguage provided to specify the
operational semantics to implicitly describe this concurrency
semantics, often intertwined with the operational seman-
tics. This means that the transition system corresponding
to the operational semantics is mixed up with the concur-
rency model that would describe possible interleavings or
parallelism. For instance, one would use Java for defining
the execution semantics of a given DSML (e.g., in the form
of a visitor) and to rely on the thread Java library to spec-
ify the concurrency semantics of the DSML constructs that
require it. Hence, the DSML semantics is not only described
in the DSML semantics’ specification, but also implicitly
inherited from the one from Java thread (thus, from the con-
currency model of the JVM). This makes the concurrency
model depend on the concurrency model provided by the

4 More details about this example can be retrieved from http://github.
com/jdeantoni/simpleConcurrentLanguage.

metalanguages to define DSML execution semantics. As a
result, it is difficult to reason over the concurrency concern
since this is mixed up within the operational semantics.

In this paper, we investigate how concurrency models
derived from concurrent operational semantics expressed
using different mechanisms can be captured by a common
generic protocol. Once we have this generic protocol, we
can use it to define new concurrency-specific services. In
this paper, we explore an example of such a service by intro-
ducing the new concept of concurrency strategies, which can
be used to dynamically explore concurrent execution traces.
As we will discuss in Sect. 7, this enables new opportuni-
ties for language engineers around the flexible specification
of concurrent semantics and for language users around more
efficient interactive exploration.

4 A generic framework for concurrent model
execution

4.1 Approach overview

Figure 7 presents an overview of the proposed framework
for representing and analyzing model concurrency. It is
illustrated on the basis of our implementation within the
GEMOC Studio (with dashed lines in Fig. 7), but can be
broadly adopted in any language workbench supporting the
specification of the DSL execution semantics with possible
concurrency.

The GEMOC Studio subsumes the Eclipse Modeling
Framework [41] and its ecosystemwhich provides theModel
Editing Server either for textual editing (thanks to Xtext5

which supports the Language Server Protocol (LSP)) or
graphical editing (thanks to Sirius6 which supports the
Graphical Language Server Protocol (GLSP)).

Within the GEMOC Studio, two concurrent metalan-
guages are already included to specifyDSLexecution seman-
tics with possible concurrency, namely MoCCML combined
with Kermeta [10] and Henshin [42]. While each approach
provides unique constructs leading to some differences in
the expressivity as discussed in the previous section, the pro-
posed framework offers a unified way to interact with the
resulting execution engine and drive the possible executions
of a conforming model.

The proposed framework is customized according to a
given Concurrent DSL Specification expressed with one
of the Concurrent Metalanguages and is responsible for
the execution of a given conforming model. It includes a
generic Concurrent Execution Engine, interacting with (i)
a Concurrent Operational Semantics Runtime, specific to

5 cf. https://www.eclipse.org/Xtext.
6 cf. https://www.eclipse.org/sirius.
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Concurrent Metalanguage
(e.g., MoCCML+Kermeta, or Henshin)
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Fig. 7 Approach overview (existing elements in dashed lines and contribution in solid lines)

a meta-programming approach and the associated metalan-
guage initially used, which is in charge of interpreting a given
concurrent operational semantics from the concurrent DSL
specification; and (ii) a Trace Manager in charge of manag-
ing the concurrent execution trace of a given model run.

The framework offers two ways to interact with the exe-
cution:

1. The language engineer or the language user can provide
strategies to drive the resolution of the concurrency of a
given model.

2. The framework provides an interface that can be used
according to theGEMOCConcurrentOmniscientDebug-
ging protocol, such that language-agnostic Concurrency
Analysis Tools can be developed and used. This proto-
col subsumes the Debug Adapter Protocol (DAP)7 and
covers all the provided facilities for analyzing the concur-
rency, including the definition, usage and configuration
of strategies.

7 cf. https://microsoft.github.io/debug-adapter-protocol.

4.2 Framework description

We now review the main ingredients (cf. Fig. 7) provided by
the generic framework for concurrent model execution.
Model and runtime stateAs explained in Sect. 2, we consider
that the executedmodel conforms to anxDSMLand that there
is a separation between model and its runtime state.

In the proposed execution flow, we show in a simplified
fashion two high-level services called read for reading the
model and runtime state, and write for changing the runtime
state.
Representation of steps In the proposed framework, an
atomic or parallel step is an explicit object that embodies
a possible execution step, yet to come, in the execution trace.
In particular, step objects are created by the concurrent oper-
ational semantics runtime to publically announce what are
the next possible steps (see below).

Moreover, let us remind that at every point of the execu-
tion, there can bemultiplevalid combinations of atomic steps,
and thus multiple possible parallel steps. To better represent
such a set of possible parallel steps, the framework provides
a symbolic representation that comprises two pieces of infor-
mation: (1) A set of all the atomic steps that can occur at this
point of the execution; and (2) A set of propositional con-
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straints specifying which combinations of these atomic steps
can legally occur concurrently.

To simplify the writing, we use the term symbolic steps for
parallel steps represented symbolically with this pair of ele-
ments. Note that, this representation is independent of how
the concurrencymodel of the semantics is specified and eval-
uated.
Concurrent operational semantics runtime As explained in
Sect. 2, we assume that the considered xDSML has a spec-
ification of a concurrent operational semantics as part of
its concurrent DSL specification. We call concurrent oper-
ational semantics runtime the executable software artifact
obtained from this specification (e.g., using a compiler, or
a generic runtime parameterized by the specification), along
with all third-party software required to execute these arti-
fact (e.g., interpreters or solvers). We remind that executing
a model using a concurrent operational semantics runtime
results in a sequence of parallel steps, each composed of a
valid combination of atomic steps that can be executed con-
currently.

To be able to drive an execution using a concurrent opera-
tional semantics runtime, we consider that it must provide at
least two services: computeSymbolicSteps, which returns the
set of eligible parallel steps at the current runtime state in the
form of a pair 〈atomic steps, constraints〉 to avoid enumer-
ating all the eligible steps; and executeAtomicStep, which
executes one of the atomic steps contained in a parallel step,
which will result in changes in the runtime state.
Strategies

In Sect. 5,wewill showhow the concurrencymodel can be
dynamically explored using a set of concurrency strategies.

Different types of concurrency strategies will be intro-
duced in Sect. 5. For the purposes of describing the generic
framework, it is sufficient to understand that concurrency
strategies are a non-intrusive way to reduce the interleavings
presented to the user compared to the one proposed by the
concurrency model, itself produced by the underlying con-
current operational semantics runtime.
Concurrent Execution Engine At the core of our proposal
is the engine, which brings together all the parts when
conducting the execution of the model. It is the only part
that an external client—for example, a language user or
engineer through amodeling environment—must use toman-
age the execution of a model. The engine provides three
main services: (a) start takes a model and a concurrent
operational semantics runtime and triggers the initializa-
tion and the beginning of the main execution loop; (b)
computePossibleParallelSteps uses both the concurrent oper-
ational semantics runtime and a set of enabled strategies to
compute the next set of possible parallel steps for the exe-
cutedmodel—this service is further detailed inSect. 5.2, after
the presentation of the different types of strategies; (c) exe-

cuteParallelStep tells the engine to execute a given parallel
step, chosen from the set of possible steps.

Note that, among other possibilities, these services aim to
serve as a key piece for concurrent omniscient debugging. An
omniscient debugger is a type of tool enabling the interactive
execution of a model in a similar fashion to a traditional
interactive debugger, but with the extra possibility to jump
back and revisit previously reached execution states. When
used for a concurrent execution, a concurrent omniscient
debugger must also provide the possibility to choose which
execution steps to execute among the possible next ones,
e.g., when revisiting prior states. Our proposed interface and
protocol provide exactly this missing piece, thus enabling
concurrent omniscient debugging.

4.3 Generic concurrent language execution flow

Figure 8 is a sequence diagram showing the execution flow
resulting from the execution of a model using the protocol of
the proposed framework.

From the left, the first lifeline represents the client that
wishes to execute a model. This client is typically a language
user or engineer that uses the engine interactively through
a modeling environment, or a dynamic analysis tool that
automatically explores the state space. The first task is to
configure the engine and start the execution: The client must
provide both a model and a concurrent operational seman-
tics runtime in order to launch the execution (start). Then, the
engine runs a loop while there are more steps to execute. In
each iteration, the client asks the engine to compute the next
set of possible parallel steps (computePossibleParallelSteps).
The client can decide to provide this service with a set of
concurrency strategies in order to filter the possible parallel
steps and can trigger the service as many times as required
to try different combinations of strategies, until it is satis-
fied with the set of possible steps from which to explore the
trace. To fulfill this request, the engine asks the concurrent
operational semantics runtime to compute the set of sym-
bolic steps that can legally occur given the model and the
current runtime state (computeSymbolicSteps). This com-
putation requires accessing the model and the runtime state
(read).

Note that, as this part greatly depends on how the different
types of strategies operate, we postpone its complete descrip-
tion to Sect. 5.2 where strategies are explained in detail.

Once the set of possible parallel steps has been deter-
mined, the client makes a decision and asks the engine to
execute one parallel step among the possible steps (execute-
ParallelStep)

Finally, the concurrent execution engine asks the opera-
tional semantics runtime to execute each of the atomic steps
that comprise the chosen parallel step (executeAtomicStep),
which changes the runtime state in turn (write). Note that,
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Fig. 8 Sequence diagram of the generic concurrent language execution flow

because the atomic steps can occur concurrently, the order in
which their corresponding changes are applied to the runtime
state does not matter.

5 Dynamic exploration of execution traces

This section presents how the proposed framework can be
used for the dynamic exploration of the concurrency model
for a given model.

We first present concurrency strategies, a novel concept
to define what are the interleavings that should be presented
to the user in order to ease the support of such dynamic
exploration. It is important to notice that this exploration
should be done without altering the concurrent operational
semantics of the language. Rather, it is a mechanism that
can be enabled and disabled on the fly to ease the navigation
into specific execution paths of interest. After we presented
concurrency strategies, we detail how they can be applied
through a generic interface, independently of how the con-
current operational semantics is expressed.

5.1 Concurrency strategies

As explained in the previous section, our proposed frame-
work relies on a symbolic representation of the set of

possible parallel steps. Such a representation can effectively
abstract specific implementations of concurrent operational
semantics in terms of propositional constraints over sets of
atomic steps. This opens the opportunity to provide addi-
tional support for language engineers and language users in
order to dynamically filter and explore the language con-
currency when executing a specific conforming model. In
our framework, this support is provided through the concept
of concurrency strategies used to restrict the potential con-
currency. This allows the human or tool that conducts the
execution to focus on a set of possible futures that are of
interest at a given time. Multiple strategies can be applied
together to further reduce the size of the subset of steps.

We differentiate two types of strategies for filtering the
concurrency model dynamically:

1. Symbolic concurrency strategies add additional con-
straints to the propositional formula provided by a
concurrent operational semantics runtime. One class of
symbolic concurrency strategies adds mutual exclusion
constraints between pairs of atomic steps, specifying
that these steps cannot occur concurrently. More gen-
eral symbolic concurrency strategies add more general
constraints—for example they might constrain the num-
ber of atomic steps that can occur concurrently. Note that,
these strategies already have access to the set of atomic
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steps, so they might generate constraints based on prop-
erties of these steps, including inspecting runtime state
that the steps access or modify.

2. Operational concurrency strategies are applied after a
concrete set of parallel steps has been computed and algo-
rithmically filter this set of steps. This is inherently less
efficient than a symbolic concurrency strategy because it
requires a constraint solver to enumerate all potential par-
allel steps only for some of them to be later filtered out.
However, it allows operational concurrency strategies
to compare different parallel steps and make decisions
based on the comparison result.

Because these strategies can be defined on top of our
symbolic step representation, they can be used for any lan-
guage, independently of the formalism used for specifying
the operational semantics. MoCCML internally encodes the
concurrencymodel as a propositional formula, which is what
symbolic concurrency strategies manipulate. As a result,
some symbolic concurrency strategies could also be statically
encoded in a MoCCML semantics.8 However, by making
them available at the level of the generic concurrency engine,
these strategies can also be applied for languages with other
semantics specifications (e.g., using Henshin). Operational
concurrency strategies cannot be expressed natively in either
semantic formalism.

Moreover, all strategies can be selected and deselected
dynamically duringmodel execution, allowing for thedynamic
exploration of execution traces. This cannot be achieved if the
strategies are statically defined within the semantics. Thus,
we could envision a work flow where a language engineer
or language user might want to explore the effect of differ-
ent choices in the concurrency model on the possible set of
execution traces before properly encoding the final choice in
the semantics (for a language engineer) or the model (for a
language user). Furthermore, the selection and configuration
of strategies could also be made accessible to analysis tools
via a suitable extension of the proposed protocol (see next
section for a brief discussion of the protocol implemented in
the GEMOC Studio), enabling these tools to perform a more
focused analysis of the overall state space.

Consider the example runtime state shown in Fig. 2. In this
state, the operational semantics from Fig. 3 will generate the
following atomic steps:

– GHa: GenHandle,
– GHe: GenHead,
– Me: MoveAlong(He1),
– Ma: MoveAlong(Ha1),
– A22: Assemble(He2, Ha2),

8 For example, the overlap strategy we describe below cannot statically
compute the additional constraints.

– A23: Assemble(He2, Ha3),
– A32: Assemble(He3, Ha2),
– A33: Assemble(He3, Ha3).

Not all of these steps can occur concurrently. In particular,
there are only two valid combinations of Assemble steps:
A22 can be combined with A33, and A23 can be combined
with A32. Other combinations would require one Part to
be used twice. This is captured by the propositional formula
generated by the concurrent operational semantics runtime:

(GHa ∨ GHe ∨ Me ∨ Ma ∨ A22 ∨ A23 ∨ A32 ∨ A33)

∧ (A22 �⇒ ¬ (A23 ∨ A32))

∧ (A23 �⇒ ¬ (A22 ∨ A33))

∧ (A32 �⇒ ¬ (A22 ∨ A33))

∧ (A33 �⇒ ¬ (A23 ∨ A32))

From this, a range of parallel steps can be constructed,
including, for example:

(GHa,GHe,Me,Ma, A22, A33)

or

(GHa,GHe,Me,Ma, A23, A32) .

Next, we describe some examples of strategies that have
been implemented within the framework provided in the
GEMOC Studio (see next section); note that, videos that
illustrate the use of strategies andmore complex examples are
referenced from the companion webpage (see footnote #14):

– Symbolic Concurrency Strategies:

– Set of Events. This strategy allows only atomic steps
realizing one of a particular set of events to be exe-
cuted concurrently.An “event” is a category of atomic
steps: All steps that correspond to the same rewrit-
ing rule (e.g., a graph transformation rule in the
Henshin case or a Kermeta operation in the MoC-
CML case) are said to realize the event named after
that rewriting rule (in MoCCML, events are explic-
itly declared in the specification of the concurrency
model, cf. Listing 2). For example, we could specify
that only GenHead and GenHandle steps can be
executed concurrently (and that all others can only
be executed individually). In our example, this adds
the following constraint to the propositional logic for-
mula:
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Me �⇒ ¬(GHa ∨ GHe ∨ Ma ∨ A22 ∨ A23 ∨ A32

∨ A33)∧
Ma �⇒ ¬(GHa ∨ GHe ∨ Me ∨ A22 ∨ A23 ∨ A32

∨ A33)∧
A22 �⇒ ¬(GHa ∨ GHe ∨ Ma ∨ Me ∨ A23 ∨ A32

∨ A33)∧
A23 �⇒ ¬(GHa ∨ GHe ∨ Ma ∨ Me ∨ A22 ∨ A32

∨ A33)∧
A32 �⇒ ¬(GHa ∨ GHe ∨ Ma ∨ Me ∨ A22 ∨ A23

∨ A33)∧
A33 �⇒ ¬(GHa ∨ GHe ∨ Ma ∨ Me ∨ A22 ∨ A23

∨ A32)

As a result, only the atomic steps and the parallel step
(GHa,GHe) are kept.

– Overlap. This strategy allows concurrency only
where two atomic steps fully overlap in their static
footprint (that is, the part of the model they query but
do not change). In the PLS example, this is useful to
focus on concurrency at individual machines. For the
example runtime state, this would add the following
constraint.

GHa �⇒ ¬(GHe ∨ Me ∨ Ma ∨ A22

∨ A23 ∨ A32 ∨ A33)∧
GHe �⇒ ¬(GHa ∨ Me ∨ Ma ∨ A22

∨ A23 ∨ A32 ∨ A33)∧
Me �⇒ ¬(GHa ∨ GHe ∨ Ma ∨ A22

∨ A23 ∨ A32 ∨ A33)∧
Ma �⇒ ¬(GHa ∨ GHe ∨ Me ∨ A22

∨ A23 ∨ A32 ∨ A33)∧
(A22 ∨ A23 ∨ A32 ∨ A33) �⇒ ¬(GHa ∨ GHe

∨ Me ∨ Ma)

Note that, this constraint can only be computed once
the specific atomic steps are known and their footprint
can be established. To calculate the above constraint,
the overlap strategy inspects the footprint of the set
of all potentially concurrent atomic steps and iden-
tifies those with a shared footprint. In the example,
the four Assemble steps A22, A23, A32, A33 are
the only ones with a shared footprint. Specifically,
looking back to the Assemble rule shown in Fig. 3,
the footprint of these steps is given by the instances
of Tray, Assembler, Conveyor, and the links
between them (in and out). It is easy to see that
the four steps share these instances as they refer to
the same Assembler machine, which is only con-

nected to one Tray and one Conveyor. This is
reflected in the implications generated in the con-
straint above: The first four implications state that
GHa, GHe, Me, and Ma cannot be executed concur-
rently with any of the other actions in the current
runtime state, while the final implication states that
the Assemble actions cannot be concurrent with
any of the other non-Assemble actions.9

The constraint is not static, but depends on the spe-
cific runtime state of a given model. In MoCCML,
such constraints cannot be captured at all, because
the concurrency specification does not have access to
the footprint of individual events. In a Henshin-based
semantics, it is possible to disallow concurrent execu-
tion of actions with a shared footprint—for example,
by adding an access counter that is modified by each
rule, creating a write–write conflict between rules.
However, specifying that only rules with a shared
footprint can be executed cannot be done in a generic
way with simple Henshin rules.
Variants of this strategy would disallow concurrency
where there was overlap, or might trigger already for
partial overlap.

– Concurrency Limit. This strategy limits the maximal
concurrency. For example, we could specify that at
most three atomic steps should be executed concur-
rently at any given time (e.g., becausewe have limited
processing capability). The strategy adds a constraint
to ensure that at most three atomic steps are selected
to form a possible parallel step.

– Force Presence/Absence. It may be important for a
user to focus on specific (set of) rewriting rule(s) (e.g.,
the generation of head in the PLS language). In such
a case, it may be helpful to reduce the set of steps
to the ones where the rules to investigate are actually
called. Similarly, we defined a strategy to focus on the
absence of a specific set of rules. Note these strategies
are different from the ‘Set of Events’ strategy: that
strategy restrictswhat can happen concurrently,while
the strategies here completely remove steps that do
not refer to a particular event.

– Operational Concurrency Strategies:

– TokenElements.Sometimes,wemaywish to consider
different parallel steps conceptually equal if their
footprint only differs in model elements of a particu-
lar type. For example, for the production line system,
it does not actually matter which pair of Handle
and Head are selected to assemble a Hammer. The
token elements strategy allows to specify the type of
elements which should be considered not to carry

9 This final implication is redundant in this example.
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identity (in essence, these elements are treated as
tokens only10). For example, we could specify that
any element that is an instance of Part should be
treated as a token. As a result, steps that only differ
in token elements will be treated as equal and only
one of these steps will be kept in the set of possible
parallel steps. In our example, only one of

(GHa,GHe,Me,Ma, A22, A33)

and

(GHa,GHe,Me,Ma, A23, A32)

would be available to be picked.
– MaximalConcurrency.As the number of atomic steps
grows, the set of possible parallel steps can become
too large to comprehend for a human user. In such a
case, it may be helpful to reduce the set to only the
maximally concurrent steps. A step s is maximally
concurrent in a set S of steps if �s2 ∈ S. s 
= s2 ∧
s.substeps ⊂ s2.substeps.

5.2 Concurrency strategies in the execution flow of
the protocol

In Sect. 4, we presented the execution flow of the protocol
of the proposed framework. A key service required for this
flow is computePossibleParallelSteps, whose purpose is to
use both the concurrent operational semantics runtime and
the strategies to compute the set of possible parallel steps
offered to the client. In this part, we explain in detail how this
service operates within the protocol, in particular regarding
the use of concurrency strategies.

To integrate both symbolic steps and concurrency strate-
gies in the execution flow, the concurrent execution engine
must provide an additional service called enumerateAll-
PossibleParallelSteps, which takes a set of symbolic steps
(i.e., a set of atomic steps and a set of constraints specifying
the combinations of these atomic steps that are allowed or
required to occur concurrently), and enumerates the set of
possible combinations of atomic steps satisfying the given
constraints, which yields the set of possible parallel steps—
for this task, the engine can rely on an existing external CSP
solver such as Choco [25].

Figure 9 is a complete sequence diagram of the compute-
PossibleParallelSteps service. The first part is identical to
what is presented in Sect. 4.3: The concurrent operational
semantics runtime provides the engine with the set of sym-
bolic steps that can legally occur at this point of the execution.
Then, the engine provides the symbolic steps to symbolic

10 The term ‘token’ is inspired by the notion of tokens in Petri nets.

concurrency strategies. In return, these strategies strengthen
the set of constraints and thus reduce the amount of pos-
sible parallel steps. The engine then enumerates the set of
possible combinations of atomic steps satisfying the given
constraints, which yields the set of all possible parallel steps
(enumerateAllPossibleParallelSteps). The list of possible par-
allel steps is given to the second set of enabled strategies,
namely operational concurrency strategies. In return, these
strategies simply remove parallel steps that do not satisfy
certain criteria.

It is easy to see how this part of the execution flow can
be implemented for the different metalanguages we have
introduced earlier in this paper for specifying concurrent
operational semantics:

– MoCCML already represents a concurrency model as a
set of constraints about what events can or must occur
concurrently. This can be provided directly to the generic
concurrent execution engine.

– Graph transformation-based operational semantics run-
times can use conflict analysis [31] to identify pairs of
rule applications that are in conflict and must, therefore,
not be executed concurrently. This information can be
encoded as a set of constraints provided to the generic
concurrent execution engine.

6 Implementation

Wehave implemented our complete approach in theGEMOC
Studio language workbench for executable domain-specific
modeling languages [8]. The code is open-source (EPL-1.0)
and can be found on Github.11 The GEMOC Studio uses the
concept of an execution engine to separate the operational
semantics of an xDSML from generic IDE features such as
omniscient debugging or behavioral analysis. Most execu-
tion engines available for the GEMOCStudio are sequential;
that is, they do not support the concurrent execution of steps.
We have implemented a generic abstract concurrent execu-
tion engine for the GEMOC Studio, which allows support
for specific concurrent metalanguages to be developed as
subclasses. Each one of thesemetalanguage integrations pro-
vides, for all xDSMLs implemented using the corresponding
metalanguage, the complete interface for concurrent opera-
tional semantics runtimes presented in Sect. 4 and Sect. 5.
Figure 10 shows a screenshot of the GEMOC Studio running
the motivating example model.

11 Links to the Github repositories and to a working build of the imple-
mentation can be found in the companion web page: http://gemoc.org/
concurrency2021/.
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Fig. 9 Sequence diagram of the computePossibleParallelSteps service

Fig. 10 Screenshot of the GEMOC Studio running the motivating
example with the Henshin operational semantics. Area (1) shows the
current runtime state in the Sirius editor. Area (2) shows the possible

logical steps to be taken next and allows the user to select the step to
take. Finally, Area (3) allows the concurrency strategies to be selected
and configured
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Fig. 11 GEMOC concurrent engine API, part of the proposed protocol

To integrate a new concurrent metalanguage in the
GEMOC studio, a subclass of the generic abstract con-
current execution engine needs to implement two methods
(cf. Fig. 11):

1. computeInitialLogicalSteps() corresponds to
computeSymbolicSteps in Fig. 8. It returns a Choco [25]
Model encoding a constraint over a set of SmallStep-
Variables—special Boolean variables that are each
linked to a specific SmallStep object.12

2. executeSmallStep(smallStep) corresponds to
executeAtomicStep in Fig. 8.

The generic concurrent execution engine can be con-
figured with a set of concurrency strategies, which are
automatically applied to the symbolic steps. Strategies must
implement the appropriate one of three possible interfaces to
provide their functionality (cf. Fig. 11):

1. Symbolic concurrency strategies:

1. ConcurrencyStrategy::canBeConcurre
nt(step1, step2)returns false if the strategy
wishes to veto concurrent execution of the two
SmallSteps.

2. SymbolicFilteringStrategy::filterSy
mbolically (symbolicPossibleSteps)
can add further constraints to the given set of sym-
bolic steps.

12 In the GEMOC Studio, SmallStep objects represent atomic steps.

2. EnumeratingFilteringStrategy::filter
(steps, stepComparator) returns an opera-
tionally filtered version of the set of ParallelSteps
provided. The given comparator can be used to check
equality of atomic steps.13

We have implemented the strategies discussed in Sect. 5.
All strategies are dynamically managed by a central strategy
registry, so it is easy to add new strategies. Many strategies
are parameterized and can be configured. Strategies can be
selected and configured initially when a launch configuration
is defined. During the model execution, the user can also
change dynamically the strategy selection and configuration
through a dedicated view (Area (3) in Fig. 10).

To allow the definition of strategies that make decisions
based on what part of the runtime state will be accessed
or changed by a step (e.g., the Overlap strategy), we have
extended the internalGEMOCAPI so that eachSmallStep
is associated with a Footprint that records where in the
model the step will affect (cf. Fig. 12). It is the responsibil-
ity of the operational semantics runtime to fill this footprint.
Currently, the Henshin-based implementations do so already.
For MoCCML, we will extend, in future work, Kermeta 3
(the underlying implementation language for atomic steps)
to provide annotation of operations indicating the footprint.

We have integrated two concurrent metalanguages in
GEMOC Studio, namely Henshin and MoCCML. These are

13 This may require mechanisms specific to the operational semantics
runtime.
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Ecore

EObject

EClassSmallStep

ParallelStep

Footprintfootprint [1]

substeps [*] accesses [*] changes [*]

instan�a�ons [*]

Fig. 12 Metamodel for parallel steps in GEMOC

implemented as subclasses of AbstractConcurrent-
Engine. The implementations are available on Github.

7 User scenarios for concurrency strategies

In Sect. 5, we have introduced the idea of concurrency
strategies as a tool for dynamically exploring the “raw” con-
currency model. In this section, we discuss user scenarios
exemplifying how these strategies could be used—providing
some evidence of the benefits this new concept offers. We
discuss user scenarios from the perspective of two different
types of users: 1. language engineers design new model-
ing languages and develop their supporting infrastructure
(editors, debuggers, interpreters, compilers,…),while 2. lan-
guage users use pre-defined modeling languages to create,
manipulate, analyze, and execute models.

7.1 Concurrency strategies for language engineers

Language engineers can use concurrency strategies to enrich
the semantics of their languages. Concretely,we envision two
such scenarios:

1. Compensating for limitations in existing semantics spec-
ification formalisms. Existing formalisms for defining
language semantics can have limited expressivity to con-
strain the potential concurrency in execution of any given
model. For example, MoCCML-based semantics strug-
gle to define how concurrency constraints change in
response to data values, while Henshin-based semantics
struggle to express scoping of concurrency to particular
areas in a model. Both approaches cannot easily capture
limits to the number of steps that can occur in parallel or
notions such as token elements.
Using our concurrency strategies, language engineers can
decouple the representation of aspects of the concur-
rency model from the representation of other aspects of
the language semantics, choosing the most appropriate
mechanism for each.

Fig. 13 Template methods for pre-defining and refining concurrency
strategies

2. Refining the concurrency model of a pre-defined lan-
guage. Language engineers may wish to refine the
concurrency model of a given language—for example
to create a language variant that takes into account the
concurrency limitations of a particular execution plat-
form (e.g., a limited number of processors for parallel
execution). This could be achieved by redefining the
core semantics specification of the language, but this can
be cumbersome and may require touching a significant
proportion of specification rules. Alternatively, language
engineers could refine a language’s concurrency seman-
tics by packaging the language with a set of concurrency
strategies.

Such language extensions are easily enabled by adding a
hook method [22] to the abstract concurrent engine, which
can instantiate a set of concurrency strategies to always be
enabled for this engine. The second scenario above can then
be easily supported by creating a new type of concurrent
engine that wraps another engine, applying the given set of
concurrency strategies. Figure 13 summarizes the necessary
additions to the concurrent engine classes.

7.2 Concurrency strategies for language users

As a language user, concurrency strategies are useful as part
of the interactive exploration of models. Similarly to the
“refining concurrency model” scenario above, a language
user may wish to explore the appropriate dimensioning of
hardware by exploring the impact of different additional
concurrency constraints. This can be done by enabling appro-
priate concurrency strategies before analyzing models (e.g.,
adding a concurrency limit strategy to explore the impact
of hardware with a specific maximum number of available
cores).

123



A generic framework for representing and analyzing model concurrency 1335

More generally, concurrency strategies can be useful as
part of interactive debugging because they can be used to
quickly reach a particular runtime state of interest, from
which to debug the model behavior in more detail. Because
concurrent models can capture a potentially exponentially
large state space using a static constraint similar to condi-
tional breakpoints is not feasible. Instead, itmay be necessary
to step through a sequence of steps to reach a particular run-
time state. Manually stepping through model behaviors for
this becomes difficult as the number of possible events rises.
Our concurrency strategies allow the language user to limit
the choicemaking it easier to reach a runtime state of interest.
The video on the companion web page14 shows an example
of this user scenario.

8 Genericity of the concurrencymodel
representation

In this section, we present how we evaluated the genericity
of our approach through our implementation in the GEMOC
Studio language workbench.

8.1 Research questions

As stated early in Sect. 1, the main objective of this work
is to provide a generic interface for operational semantics
runtimes and a generic execution flow for concurrent exe-
cution of xDSMLs. In particular, such a generic solution
must be able to deal with both concurrency semantics based
on implicit concurrency models, and concurrency seman-
tics based on explicit concurrency models. Accordingly, we
evaluated our approach through the following two research
questions:

Concurrencymodel independence: How independent are
the proposed framework, execution flow, and strategies
of the way the concurrency model of a concurrent oper-
ational semantics of a considered xDSML was defined
(i.e., defined implicitly or defined explicitly)?
Tools definition: How well can the proposed framework
be used to define relevant analysis tools for concurrent
model execution, regardless of the metalanguages used
to define the concurrent operational semantics of a con-
sidered xDSML?

8.2 Experimental setup

The evaluation was done using the implementation of the
presented approach for the GEMOC Studio language work-
bench. This implementation is presented in Sect. 6.

14 http://gemoc.org/concurrency2021/.

ConsideredmetalanguagesTo demonstrate that the approach
is able to work with both implicit and explicit concurrency
models, we considered two very different metalanguages,
namely Henshin and MoCCML. As already explained in
Sect. 2, these two metalanguages each take a very different
approach to the definition of the concurrency model of the
operational semantics—one through an implicit definition
based on transformation rules, the other through an explicit
definition of the conditions under which an event can occur.
As such, they aptly cover an interesting part of the spectrum
of possible concurrent metalanguages.
Considered xDSMLs and models To actually run and test
the implementation of the approach, actual xDSMLs are
required, along with executable models conforming to said
xDSMLs. For this evaluation, we considered two different
xDSMLs: (1) the xDSML for production systems previously
introduced in Sect. 2, and (2) SigPML, an xDSML dedi-
cated to data flow processing, based on blocks, ports and
connectors. This required implementing one variant of the
operational semantics of each xDSML per considered met-
alanguage, thus one variant in Henshin and one variant in
MoCCML for each xDSML. Regarding the executable mod-
els, we considered one model per xDSML, including the
example model shown in Fig. 2 for the production systems
xDSML. Details on the considered xDSMLs and models can
be found in the companion webpage10.
Considered execution scenarios Since we are dealing with
concurrent xDSMLs, each considered executable model can
lead to many different execution traces due to parallelism or
interleaving. In addition, the presented approach provides a
set of strategies that, when enabled, may alter the presented
set of available parallel steps. This further expands the list
of possible user actions during the execution of a model. For
this evaluation, we therefore identified a set of interesting
execution scenarios for each considered model. Each sce-
nario follows the following structure: (1) start the execution
of a model with an xDSML, (2) apply a specific sequence of
parallel steps, in order to reach a point where the amount of
possible parallel steps to choose from is too large, (3) undo
the last performed parallel step, (4) enable a specific set of
strategies, in order to explore, from this point on, a specific
part of the concurrency model, (5) re-do the parallel step
again, observe that the set of possible parallel steps is now
reduced, and arguably significantly easier to choose from.
More information on the exact scenarios can be found in the
companion webpage10.

8.3 Experiments

Concurrencymodel independenceToanswer thefirst research
question, we used the proposed framework to integrate both
considered metalanguages in the GEMOC Studio language
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workbench. The integration of both Henshin and MoCCML
is presented in Sect. 6.
Tools definition To demonstrate that the framework pro-
posed in our approach can be used to define relevant tools
for concurrent model execution, we implemented a generic
concurrent omniscient debugger. This omniscient debug-
ger provides a graphical view showing the execution traces
obtained from the execution of the model and shows what
are the possible parallel steps at any instant of the execu-
tion. More interestingly, it gives the possibility to easily “go
back in time” into a previous runtime state and to choose
from there an alternate execution path using another paral-
lel step that was possible then. Thereby, a language user or
engineer can explore and compare as needed all the different
execution traces that an executed model may produce. The
GEMOC concurrent omniscient debugger user interface is
shown in Fig. 14.

Note that, this toolwas built using theaddonmechanismof
the GEMOC Studio [8]. An addon is a component attached
to an execution engine of the GEMOC Studio, and that is
notified of each and every parallel or atomic step executed
by the engine. For the concurrent omniscient debugger, these
notifications are used to construct an execution trace that
can then be used for restoring previous runtime states and
previous possible parallel steps.

For both experiments, we manually conducted all consid-
ered execution scenarios—each relying on the generic con-
current omniscient debugger for undoing a parallel step—on
both considered integrations (i.e., Henshin and MoCCML)
and on both considered xDSMLs and models.

8.4 Results

Concurrency model independence Both integrations of Hen-
shin andMoCCMLworked successfully: all the generic code
used to drive the execution flow and the use of strategies
worked as expected in both cases. We can therefore answer
that the proposed approach can work for both concurrency
semantics based on implicit concurrency models, and con-
currency semantics based on explicit concurrency models.

As a complementary note, we can observe that the generic
execution engine (ı.e., the reusable code that does not have
to be re-written for each metalanguage) is made of 589 LoC
(Lines of Code), while theHenshinmetalanguage integration
is only 182 LoC and the Moccml metalanguage integration
is only 256 LoC. Thus, the majority of the implementation
code is generic and not specific to any metalanguage, and
integrations can be built atop the framework with reasonable
amounts of efforts.
Tools definition The concurrent omniscient debugger worked
as planned after testing, with both variants of each xDSML
(i.e., theHenshin variant and theMoCCMLvariant). No code
specific to these metalanguages was needed in the imple-

mentation of the tool, which means that this tool can be
reused for the concurrent execution of any model executed
in the GEMOC Studio, provided that the metalanguages
used for the operational semantics were well integrated. We
can therefore answer that the proposed framework can be
used to define relevant tools for concurrent model execution,
regardless how was defined the concurrency model of the
concurrent operational semantics of the considered xDSML.

9 Related work

Much work has been done on the design and implementation
of executable DSLs. In this paper, we proposed a conceptual
and technical framework to explore concurrency indepen-
dently of the way the concurrent operational semantics has
been defined. This section presents relatedwork in the field of
language design and implementation. It also addresses some
existing approach in the field of Multi-Agent Systems where
concurrency has been explicitly managed, and some existing
work in the field of graph rewriting.

A language workbench is a software package for design-
ing software languages [49]. For instance, it may encompass
parser generators, modern editors (e.g., with completion,
quick fix), DSLs for expressing the behavioral semantics
and others. Early language workbenches include Centaur
[6], ASF+SDF [28], and TXL [12]. More recent proposals
include Generic Model Environment (GME) [43], Meta-
case’s MetaEdit+ [44], Microsoft’s DSL Tools [11], Krahn
et al’s Monticore [29], Kats and Visser’s Spoofax [26], Jet-
brain’s MPS [48]. While more and more elaborated, such
languageworkbenches rarely focus on the debuggingofmod-
els. This preoccupation related to domain-specific debugging
is recent [35]; and few existing approaches propose debug-
ging as a software package. For instance,MetaEdit+ provides
a specific API as a crude way to debug/animate models from
an external software and Spoofax provides a simple hard
coded debugger. We can also cite the Debugger Adapter
Protocol (DAP15) proposed by Microsoft, which defines the
services which are required to enable the debugging of a
program independently of the language it conforms to. More
elaborated approaches like [7,9,13,46] proposed to augment
such protocol to provide omniscient debugging; i.e., a way to
navigate (forward and backward) in a sequential execution.

From these approaches, it is not possible to explore the
impact of concurrency on the system behavior since they
consider a single execution trace. There exist approaches that
focus on the debugging of concurrent systems [18,19,36].
However, all of these approaches focused only on a “com-
puter science notion of concurrency”; that is, they reified
the technical artifacts found in traditional operating systems

15 https://microsoft.github.io/debug-adapter-protocol/.
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Fig. 14 In the bottom left corner, the concurrent omniscient debugger
view in the GEMOCStudio, while executing amodel using the Henshin
integration. A blue circle represents a reached runtime state. A green
circle represents a possible parallel step that was not taken during a run-
time state. A yellow circle is a possible parallel step that can be executed

from the last reached runtime state. Double-clicking on a yellow circle
advances the execution with one parallel step, while double-clicking on
a blue circle restores a previous runtime state and starts a new execution
branch (color figure online)

or middleware (e.g., Thread, Process, Fork, Join). In con-
trast, we relied on the notion of interleavings and parallelism
between atomic steps, an atomic step being an abstraction of
any change in a model runtime state. This kind of reason-
ing about the order of relevant events is inspired by Tagged
Signal Model [34] and more recent works on logical time
[1,15], which proved to be adaptable to different notions
of concurrency from different domains. Consequently, we
abstracted away from technical artifacts of concurrency to
keep only a simple notion of atomic step (comparable to an
event) and parallel steps (comparable to synchronous events).
This allowed us to align the omniscient and concurrent debug
protocol directly on the definition of the language semantics
rather than on abstractions over the execution of the under-
lying models / programs.

In the domain of Multi-Agent Systems, concurrency is a
main concern. However, like in other domains, most of the
existing approaches to debug such systems focused on tech-
nical artifacts (e.g., the Mailbox state). However, since these
approaches can be massively parallel, the idea of concur-
rency presentation appeared. In [45], they proposed different
abstraction levels for the presentation of the concurrency to
the user of the debugger. These abstractions are domain-
specific (e.g., Agent view or Interaction View) but the goal

was to present the relevant information (which is activity
dependent) to the user.

In comparison, our notion of filtering strategy shares the
same goal to provide relevant information to the user that
debugs the system. However, we used it not only for repre-
sentation purpose but also to enablemore focused exploration
of possible executions.

In graph rewriting, semantics of specifications have been
based on the notion of unfolding [5] for a considerable time.
The key idea here is that the semantics of a graph grammar
(an initial graph and a set of graph transformation rules) is
given by the set of traces that are given by all sequences
of rule applications starting from the initial graph. Work on
unfolding explores compact representations of these trace
sets for analysis, using occurrence grammars. In practical
tooling contexts, this has been used to generate state-space
diagrams from a given graph grammar. These are directed
graphs, where edges represent rule applications and nodes
represent graphs being transformed; where different paths
lead to equivalent graphs, these are represented by the same
node in the state-space diagram. For example, the Henshin
tool used in one of the concurrency engines in this paper
supports the generation of state-space diagrams as well as
their integration with a model-checking tool [4]. This is sim-
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ilar to the trace model built up by the omniscient debugger
in our work. In contrast to the works cited, however, in our
approach, the tracemodel can be used in a generic omniscient
debugger to go backwards and forwards in “time.”Moreover,
we can construct trace models irrespective of whether the
semantics are captured using graph transformations. Finally,
we introduce the possibility of using concurrency strategies
to flexibly and dynamically shape the concurrency model.
While graph transformation systems offer higher-level con-
trol structures (e.g., units in Henshin [4]), these need to be
statically coded and do not allow the kind of control of con-
currency offered by our concurrency strategies. Using such
control structures to capture behavior patterns to match for
to select traces of interest has been shown in the context of
Maude in [37]. This is similar in intent to our concurrency
strategies but focuses on capturing sequential patterns rather
than filtering the concurrent occurrence of steps.

10 Conclusions

We presented a generic interface for concurrent operational
semantics runtimes, allowing them to be plugged into a
language workbench for concurrent xDSMLs. This enables
any such xDSML to be supported by concurrent omniscient
debugging and dynamic analysis services withminimal addi-
tional implementation effort and based on an explicitly
modeled operational semantics.

Specifically, we have demonstrated how the generic inter-
face enables the introduction of strategies that can be used
flexibly and dynamically to explore a language’s concurrency
model. This can be useful in multiple scenarios (and we aim
to further explore each of these scenarios in future work):

1. Language engineering. Language engineers need to
ensure they have specified the right semantics for their
language. This is best achieved in an incremental man-
ner, where different alternative semantics are explored
with examplemodels before the final choice is made. The
ability to dynamically restrict the concurrency model of
a language without having to rewrite the formal spec-
ification allows quicker exploration of alternatives. An
interesting research question is whether it is possible to
take a given choice of strategies and (semi-)automatically
suggest changes to the underlying semantics specification
that will achieve the same effect.

2. Model engineering. Modelers need to ensure the mod-
els they have created do indeed capture the behavior
they are interested in. This can be understood using
model debuggers.While problems related to concurrency
are encountered, the different strategies provide a use-
ful tool for clarifying the concurrency that is actually
intended before trying to understand how the model can

be changed to achieve this intended concurrency. An
interesting research question is whether a given set of
strategies and a model can be (semi-)automatically trans-
lated into a set of proposed model changes to encode the
intended concurrency in the model.

3. Dynamic analysis. Dynamic analysis tools often need to
explore a large number of execution traces, and limiting
the set of traces that need exploring can substantially
increase the efficiency of the analysis. An interesting
research question is how our concurrency strategies can
be used by dynamic analysis tools to tactically constrain
the set of traces to be analyzed so that problematic traces
can be identified more efficiently.

Our generic interface is based on a concurrency model of
atomic actions. This concurrency model is generic enough to
express different concurrent semantics, including those with
durative actions.However, itmaybe too low level to provide a
convenient interface for understanding, analyzing, or debug-
gingmodels. An interesting research question is how one can
build on our generic interface to support more sophisticated
concurrency models—for example, in the way specifically
prototyped for durative and periodic actions in the context of
e-Motions [38].
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