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Abstract
In 2014, a new software development approach started to get a foothold: low-code development. Already from its early
days, practitioners in software engineering have been showing a rapidly growing interest in low-code development. In 2021
only, the revenue of low-code development technologies reached 13.8 billion USD. Moreover, the business success of low-
code development has been sided by a growing interest from the software engineering research community. The model-driven
engineering community has shown a particular interest in low-code development due to certain similarities between the two. In
this article, we report on the planning, execution, and results of amulti-vocal systematic review on low-code development, with
special focus to its relation to model-driven engineering. The review is intended to provide a structured and comprehensive
snapshot of low-code development in its peak of inflated expectations technology adoption phase. From an initial set of
potentially relevant 720 peer-reviewed publications and 199 grey literature sources, we selected 58 primary studies, which
we analysed according to a meticulous data extraction, analysis, and synthesis process. Based on our results, we tend to frame
low-code development as a set of methods and/or tools in the context of a broader methodology, often being identified as
model-driven engineering.

Keywords Low-code development · Modelling · Model-driven engineering · Systematic review

1 Introduction

Nowadays, software operates virtually all the existing sys-
tems in every domain, from banking to avionics. As a
consequence, software systems are becoming utterly com-
plex and their development costly and time-consuming. Since
its inception, software engineering has focused onmitigating
these issues by improving software development processes,
methods, and tools at the disposal of engineers.

At the dawn, it was computer-aided software engineer-
ing (CASE), which proposed to use computer facilitated
tools and methods for mastering the development of large
software projects hence improving productivity and reduc-

Communicated by Esther Guerra.

B Antonio Cicchetti
antonio.cicchetti@mdh.se

Alessio Bucaioni
alessio.bucaioni@mdh.se

Federico Ciccozzi
federico.ciccozzi@mdh.se

1 School of Innovation, Design and Engineering, Mälardalen
University, Västerås, Sweden

ing error-proneness [26]. Through the years, CASE evolved
and laid the foundations for new, adjacent software engi-
neering paradigms such as visual programming [24] and
model-driven engineering (MDE) [75].

MDE shook software engineering by shifting the devel-
opment focus from programming to “modelling”, thereby
placing abstraction, separation of concerns, and automation
at the centre of the development. Modern software devel-
opment relies on domain-specific abstractions described
through domain-specific languages (DSL) [58]. Computer
programs—model transformations in the case of domain-
specificmodelling languages (DSML) [76]—(automatically)
manipulate these abstractions. Abstraction and domain-
specific conceptualisation given by DS(M)L, together with
automation provided bymodel transformations, help domain
experts (whomay or may not be software experts) to develop
software systems in a domain-focused and human-centric
manner.

In 2014, a “new” software development approach started
to get a foothold: low-code development (LCD) [67]. LCD
can be described as a visual and semi-automated approach to
software development. The basic idea is that by using LCD
an engineer shall be able to abstract and semi-automate every
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step of a software system life-cycle and streamlining the
delivery ofmultiple systems in a givendomain. LCDhas been
positively received by industry and its industrial adoption has
been increasing at staggering levels. Gartner Incorporated
(Gartner) predicted that by 2024 “low-code development will
be responsible formore than 65%of application development
activity” and that “75% of large enterprises will be using at
least four low-code development tools for both IT application
development and citizen development initiatives”1.

Following the remarkable industrial adoption, the soft-
ware engineering research community in general—and the
MDE community in particular—started to develop an inter-
est on LCD. As confirmed by this study, LCD and MDE
share several core principles such as abstraction, automa-
tion, visual notations, and agility. In 2020, the International
Conference on Model Driven Engineering Languages and
Systems (MODELS) hosted “LowCode: Low-Code Devel-
opment Platforms”, the first international workshop on LCD.
In 2021, MODELS hosted the second instance of such a
workshop highlighting the relevance of LCD for the MDE
community and the great potential for synergies between the
two.

Given the mentioned premises in both research and prac-
tice, it is safe enough to position LCD technology adoption in
itshypeof inflated expectations phase2. Therefore,webelieve
that the time is ripe to create a structured and detailed snap-
shot of what LCD is considered to be especially concerning
modelling and MDE.

In this work, we report on the planning, execution, and
results of a multi-vocal systematic review, which provides a
structured and comprehensive overview of LCD and its rela-
tion to modelling and MDE. The fact that LCD had spread
significantly among communities of citizen and professional
developers, enterprise architects and information technology
leaders highlighted the need for a multi-vocal systematic
review [38], to provide a more nuanced look at the topic and
side the academic findings with professional practices. From
an initial set of 720 peer-reviewed publications and 199 grey
sources, we identified 58 primary studies, whichwe analysed
thoroughly following a meticulous data extraction, analysis,
and synthesis process.

A summary of the highlights resulting from our study is
as follows:

– While the term “low-code”was coined in 2014, first peer-
reviewed publications on LCD appeared only in 2018.
Since then, the publication trend on LCD-related topics
has been considerably growing . Nonetheless, almost half

1 https://www.mendix.com/resources/gartner-magic-quadrant-for-
low-code-/application-platforms/
2 https://www.gartner.com/en/research/methodologies/gartner-hype-
cycle

of the analysed peer-reviewed studies were published at
workshops, indicating LCD research being in a matura-
tion phase.

– MDE is by far the most prominent core technology
among the 27 ones considered in our primary studies as
important for LCD. Correspondingly, improved return
on investment, abstraction, graphic user interface-based
development, and automation are the most mentioned
benefits linked to the adoption of LCD.

– The grey literature tends to emphasise the rapid proto-
typing and usability features of LCD solutions, which
are expected to disclose trial-and-error ways to moderni-
sation without large upfront investments (as opposed to
MDE and other software engineering methods).

– There is an extensive catalogue of 39 tools supporting
LCD. In this respect, both peer-reviewed and grey liter-
ature focus on solutions for end-users, while the issues
related to the creation of new/customised LCD platforms
are largely neglected.

The remainder of this article is organised as follows.
Section 2 describes the researchmethod in all its phases. Sec-
tions 3 and 4 present the results of the vertical and orthogonal
analyses, respectively. Section 5 draws relations between
LCD andMDE. Section 6 discusses themain threats to valid-
ity for this study and related mitigation strategies. Section 7
compares our work with the related literature, while Sect. 8
concludes the article with final remarks and potential future
works.

2 Researchmethod

We designed and carried out this study by following the
guidelines by Kitchenham and Brereton on systematic
reviews in software engineering [51] and complementing
them with those for conducting multivocal literature reviews
in software engineering by Garousi et al. [38]. Figure 1
depicts the process thatwe followed,which consisted of three
phases being planning, conducting, and documenting.
Planning phase. The main goals of this phase were to:

– Establish the need for a systematic review on LCD,
– Identify the research goal (RG) and related research ques-
tions (RQs), and

– Define the research protocol to be followed by the
researchers to carry out the study in a systematic manner.

A detailed research protocol was the main output of the plan-
ning phase.
Conducting phase. In this phase, we performed all the activ-
ities defined in the research protocol, which were search and

123

https://www.mendix.com/resources/gartner-magic-quadrant-for-low-code-/application-platforms/
https://www.mendix.com/resources/gartner-magic-quadrant-for-low-code-/application-platforms/
https://www.gartner.com/en/research/methodologies/gartner-hype-cycle
https://www.gartner.com/en/research/methodologies/gartner-hype-cycle


Modelling in low-code development: a multi-vocal systematic review 1961

Fig. 1 Overview of the process
Planning

Motivation Definition of RQs Definition of
protocol Protocol

Conducting

Search and
selection Primary studies Definition of

extraction form Extraction form

Data extraction Extracted data Data synthesis Synthesised data

Documenting

Synthesised data
analysis Threats analysis Report results Final report

selection, data extraction form definition, data extraction,
and data analysis.

– We started the search and selection step by performing an
automatic search of peer-reviewed literature on a set of
four scientific databases and indexing systems. Besides,
we conducted an automatic search of the grey literature
on the Google search engine. Then, we used selection
criteria for filtering the identified candidate entries to
obtain the set of primary studies to be included in later
activities of the review. We complemented the initial
automatic search of with an exhausting backward and
forward snowballing (on Google Scholar) as suggested
by Wohlin et al. [88].

– In the data extraction form definition, we defined the set
of parameters used for classifying and comparing the
primary studies. The set was based on the research ques-
tions and was built systematically and iteratively using
the standard key-wording process [65].We used the iden-
tified parameters for designing the data extraction form,
which we used for data extraction activities.

– In the data extraction step, we analysed each of the iden-
tified primary studies to fill the data extraction forms.We
collected and aggregated the filled forms for data analysis
and synthesis.

– In the data analysis step, we analysed the extracted data.
Themain goal of such an analysis was to provide answers
to the research questions. To this end, we performed both
quantitative and qualitative analysis using vertical and
orthogonal analyses.

Documenting phase. The main goals of this phase were:

– analyse and document possible threats to validity affect-
ing this systematic mapping study, and

– document this study and its results. To support indepen-
dent replication and verification of our study, we provide
a complete and public replication package3 containing
the data from search and selection, the complete list of
primary studies, the data extraction forms as well as the
scripts used for analysis and synthesis.

2.1 Research goal and questions

We defined the research goal of this systematic review as:

identify, classify, and evaluate publication trends,
founding concepts, benefits, supporting tools, and busi-
ness domains of LCD.

Wedefined the research goal using theGoal-Question-Metric
perspectives [21] as Table 1 illustrates.

following five research questions, which contribute to dif-
ferent and unique objectives of the investigation.

RQ1 Which are the publication trends in LCD research?
LCD is a research area with contributions from both
industry and academia from several research groups
focusing on specific issues with different levels of inde-
pendence and methodologies and at a different level of
detail.

3 The replication package is available at: https://github.com/
federicoCiccozzi/lowCode_replicationPackage/
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Table 1 Research goal
Purpose
issue

Identify, classify, and evaluate
publication trends, founding concepts, benefits, supporting tools, and
business domains

Object
viewpoint

of low-code development
from the point of view of researchers and practitioners

RQ2 Which are the core technologies supporting LCD?
LCD is a relatively new research area, which cross-cuts
several other areas of research.
RQ3 Which are the business domains to which LCD is
applied? It is not clear to which extent LCD can be suc-
cessfully applied to different business domains.
RQ4 How does the landscape of tools supporting LCD
looks like? The ultimate goal of LCD is the provision
of environments for easing the development efforts of
software-intensive systems.
RQ5 Which are the main reported benefits of LCD? LCD
advocates several benefits ranging from technical to busi-
ness ones.

Answers to RQ1 provide a detailed snapshot of the set
of academic venues where research ideas and results on
LCD are presented and discussed, and the density of sci-
entific interest in it. By answering RQ2, we draw relations
among LCD and those existing software engineering tech-
nologies that can be considered as founding pillars of LCD.
By answering RQ3 and RQ4, we provide a comprehensive
catalogue of the business domains where LCD has been suc-
cessfully applied and the tools supporting LCD. Eventually,
answers to RQ5 provide a snapshot of the main reported ben-
efits of LCD.

2.2 Search and selection strategy

Following the steps shown in Fig. 2, we collected the set of
relevant research studies for our investigation.

We carried out two parallel review activities: review of the
peer-reviewed literature and review of the grey literature. We
followed the same overall process for both the review activi-
ties. For the sake of simplicity, in the remainder of this article
we refer to included studies from either source as primary
studies and use different terms only when strictly needed.
For the peer-reviewed search, we selected four of the largest
andmost complete scientific databases and indexing systems
in software engineering [51] based on their high accessibility
and their reputation as being an effective means for support-
ing systematic reviews in software engineering [22]. The
selected databases and indexing systems are: IEEE Xplore
Digital Library, ACMDigital Library, SCOPUS, andWeb of
Science (Table 2).

Starting from our research goal and questions, we created
a search string that we used for exercising the databases and
indexing systems. Considering that LCD is a relatively new
field of research, we decided to use a simple search string
that helped us in collecting as many relevant research works
as possible. Despite we are knowledgeable of the existence
of several nuances in the terminology, notably the alternative
use of no-code or low-code terms, our experiences identify
low-code as the most generic and inclusive one, while others
are used as specialisations of low-code and hence mentioned
jointly. We discuss possible threats to validity related to the
search string in Sect. 6; the search string is:

“low code”

The automatic search for peer-reviewed literature resulted in
a total of 720 potential peer-reviewed studies. From this ini-
tial set, we removed impurities (results that were not research
papers) and merged duplicates, reaching a new set of 450
potential primary studies.

For the grey literature search, we used the Google search
engine (Table 2), which accounts for 92.2% of global web
searches.4 Similarly to what we did for the peer-reviewed
search, we created a search string that we used for exercising
the search engine. For the grey literature search, we used a
string more focused on LCD in combination with MDE for
avoiding an overwhelming number of irrelevant results and
to complement the peer-reviewed literature search with the
most relevant sources for our scope. The string is:

((“model driven” OR “model based”) AND “low
code”)

The search for grey literature, carried out as a combination
of automatic and manual activities, resulted in a total of
potentially relevant 199 hits. It should be noted that Google
performs an automatic similarity check on the displayed
results aiming at removing impurities and duplicated entries.

According to the selection process proposed by Ali and
Petersen [16], we applied inclusion and exclusion criteria on
the search results so to ensure an objective selection. The
set of selection criteria used that we used for filtering search
results studies was:

– Inclusion criteria for peer-reviewed literature

4 https://gs.statcounter.com/search-engine-market-share
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Fig. 2 Overview of the search
and selection process

ACM Digital
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IEEE

Scopus

Web of
science

240

115

228

137

Peer-reviewed
literature search

Impurity and
duplicates
removal

450

Application of
selection
criteria

Snowballing Data extraction

58

Google

Grey literature
search

199

59 66

Table 2 Electronic databases,
indexing systems, and search
engine used in this study

Name Type URL

IEEE xplore digital library Electronic database http://ieeexplore.ieee.org

ACM digital library Electronic database http://dl.acm.org

SCOPUS Indexing system http://www.scopus.com

Web of Science Indexing system http://webofknowledge.com

Google Search engine http://google.com

1. Studies proposing a formalisation, an approach, a use
or a tool on LCD.

2. Studies proposing an evaluation of their main contri-
bution.

3. Studies subject to peer review [87].
4. Studies written in English.
5. Studies available as full-text.

– Inclusion criteria for grey literature

1. Websites focusing on low-code development and
some aspect of model-based/driven development.

2. Websites in English.

– Exclusion criteria for peer-reviewed literature

1. Secondary and tertiary studies (e.g., systematic liter-
ature reviews, surveys, etc.).

2. Studies in the form of tutorial papers, short papers
(≤4pages), poster papers, editorials,manuals, because
they do not provide enough information.

– Exclusion criteria for grey literature

1. Websites referring to peer-reviewed literature5.

To be included in the next step, a study had to meet all the
inclusion criteria and none of the exclusion criteria for its cat-
egory. By applying the selection criteria on the peer-reviewed
and grey literature studies, we eliminated 420 peer-reviewed

5 We kept the peer-reviewed and grey literature selection processes sep-
arated due to the corresponding guidelines; however, we made sure that
any potentially relevant peer-reviewed entry excluded for the grey liter-
ature was already considered in the peer-reviewed literature selection.

papers and 170 grey literature entries, and reached a set of
59 potential primary studies (30 peer-reviewed publications
and 29 grey literature entries). Then, we performed a closed
recursive backward and forward snowballing activity [88],
which helped us in minimising potential bias concerning
construct validity [40]. As a result, we found 4 additional
peer-reviewed studies and 3 grey literature entries, which led
us to a total of 66 primary studies (34 peer-reviewed pub-
lications and 32 grey literature entries). Note that for grey
literature entries, all exclusions were due to the entry not
treating LCD with any MDE-related aspect.

2.3 Data extraction

To extract and collect data from the primary studies, we cre-
ated the data extraction form shown in Table 3. The data
extraction form is composed of five facets, one per research
question. RQ1 comprises two clusters. In the first cluster,
we included standard information such as title, authors, and
publication details of each study. In the second cluster, we
included the type of research, following the taxonomy by
Wieringa et al. [86], as well as the type of questions, results,
and validation, according to the taxonomybyShawet al. [78].
Considering that facet RQ1 is only relevant for the peer-
reviewed literature, we did not use it when extracting data
from the grey literature. For the other facets, RQ2 to RQ5,
we carried out a keywording systematic process to develop
an extraction form that could fit the set of primary studies
and take their characteristics into account [65].
First, we collected keywords and concepts by reading the
full text of the primary studies. Then, by adopting a process
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Table 3 Data extraction form
facets, clusters, and categories

Facet Cluster Category Description Value

RQ1 Publication details Authors Identifies the list of
authors

String

Publication title Identifies the title of the
study

String

Venue name Identifies the name of
the venue

String

Venue type Identifies the type of
venue

Workshop, conference,
journal, book chapter

Year Identifies the year of
publication

Numeric value (e.g.,
2020)

Publication analysis Research type Identifies the type of the
research according to
the taxonomy in [86]

Evaluation research,
proposal of solution,
validation research,
philosophical paper,
opinion paper,
experience paper,
survey paper

Questions type Identifies the type of
research questions of
the study according to
the taxonomy in [78]

Method or means of
development, method
for analysis,
design/evaluation or
analysis of a particular
instance,
generalisation or
characterisation,
feasibility

Results type Identifies the type of
results of the study
according to the
taxonomy in [78]

Procedure or technique,
qualitative or
descriptive model,
empirical model,
analytic model,
notation or tool,
specific solution,
answer or judgement,
report

Validation type Identifies the type of
validation of the study
according to the
taxonomy in [78]

Analysis, experience,
example, evaluation,
persuasion, blatant
assertion

RQ2 — Core technologies List of core technologies
as identified in the
studies

String

RQ3 — Domains List of business domains
as identified in the
studies

String

RQ4 — Tools List of tools as identified
in the studies

String

RQ5 — Benefits List of benefits as
identified in the
studies

String

similar to the sorting phase of the grounded theory method-
ology [27], we clustered the elicited keywords and concepts
into categories. When we collected further information that
was deemed relevant, but that was not captured by the current
extraction form, we reviewed the additional information and,
if needed, refined the data extraction form. Eventually, we re-

analysed the primary studies according to the refined form
and extracted new data. During the data extraction phase,
we excluded additional 8 peer-reviewed studies leaving us to
a final set of 58 primary studies. The studies were excluded
after screening their full texts and deeming them as irrelevant
to this research. Tables 4 and 5 list the final set of primary
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studies, grouped by source type (peer-reviewed literature and
grey literature respectively.

2.4 Data analysis and synthesis

We gathered, analysed, and synthesised the extracted data
to understand and classify the current state of the art in the
area of LCD [52] using the guidelines presented by Cruzes
et al. [31]. In this research, we performed both quantitative
and qualitative analyses using vertical and orthogonal analy-
sis techniques. For both vertical and orthogonal analyses, we
combined content analysis [37] and narrative synthesis [69].
The combined analysis helped us in categorising and coding
approaches under broad thematic categories. The analysis
technique provided for a detailed explanation and interpre-
tation of the findings coming from the former analysis. We
used vertical analysis for finding trends and collecting infor-
mation on each facet of the data extraction form according to
the so-called line of argument synthesis process [87]. Hence,
we first analysed each primary study individually for clas-
sifying its main features according to the parameters in the
data extraction form. Later, we analysed the whole set of
primary studies to uncover and reason about potential pat-
terns. We used orthogonal analysis for identifying possible
relations among different facets in the data extraction form.
To this end, we grouped and cross-tabulated extracted data
and compared pairs of facets of the data extraction form. We
used contingency tables for extracting and evaluating rele-
vant pair-wise relations.

3 Results: vertical analysis

Using the data extraction form, we analysed each primary
study individually to classify its main features. Later, we
analysed the whole set of primary studies as a whole to
uncover potential patterns, trends, and gaps. Hereafter, we
report and discuss these patterns, trends, and gaps. For each
category of the extraction form, we extracted multiple values
from the studies. Alternatively, we did not extract any value
if nonewas available. Hence, the total number of occurrences
in the plots may differ from the total number of primary stud-
ies.

3.1 Publication trends (RQ1)

By answering this research question, we aim at identifying
publication trends in terms of the trend over time, venue type,
and research type. According to the collected data, research
on LCD can still be considered in its embryonic phase.

Despite the first formalisation of LCD dates back to 2014,
the first 3 peer-reviewed studies appeared only in 2018
(Fig. 3). LCD is therefore a new research topic. However,
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Fig. 4 Publication trend over venue

the interest of the research community is growing consid-
erably. In fact, in 2019 and 2020 there is a 2- and 15-fold
increase in the number of included peer-reviewed studies.
Considering the steep increment of peer-reviewed studies in
2019 and 2020 and the creation of specific venues such as
the “LowCode: Low-Code Development Platforms” work-
shop at MODELS, we expect this trend to continue in next
few years.

Most of the peer-reviewed studies (88.4%)were published
in either workshops or conferences (Fig. 4). Workshop is
the most common venue type and it accounts for 46.2% of
the peer-reviewed primary studies, while Conference stands
for 42.3%. Journal papers represent 11.5% of peer-reviewed
primary studies. The collected data on the venue type seem
to confirm our observation about research on LCD being
in its embryonic phase. Workshops are commonly the best
fitting venues for early results in new research areas. The
top venue in terms of number of peer-reviewed studies is
the MODELS conference together with its satellite events
(e.g., workshops), which accounts for the 42.3% of the iden-
tified studies. Besides MODELS, the research community
seems not to favour other specific venues and the remaining
57.7% of the identified studies are scattered across 15 differ-
ent venues. The most common type of research among the
peer-reviewed studies is solution proposal, which accounts
for 61.2% of the studies (Fig. 5a).
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Fig. 5 Research, questions,
validation, and results types of
the peer-reviewed primary
studies
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(d) Results type

Hence, these papers discuss the adoption ofLCDfor build-
ing specific solutions to given problems like integration of
internet of things (IoT) devices (P5 [63]) or generation of
secure by design enterprise services (P4 [90]). Concern-
ing the type of research questions, method of development
(43.7%) and feasibility (28.1%) are the two most common
ones.Thismeans thatmost of the peer-reviewed studies either
use LCD for creating methods and solution (P12 [17]) or
investigate whether LCD can be used for, e.g., democra-
tizing the development of recommender systems (P7 [32]).
In line with research and research question types, the two
top-ranked types of results are specific solution (29.5%)
and procedure/technique (29.5%). Research, questions and
results types show that current research in LCD mainly
focuses on solving practical issues. The two top-ranked types
of validation are persuasion (38.2%) and experience (23.5%).
While these validation types can suffice for some specific
research questions, they highlight a lack of rigorous vali-
dation in this research area. We believe that this might be
partially explained considering by LCD research being at an
early stage.

Highlights—RQ1 Publication trends

� Earliest published works on LCD have appeared in 2018.
� The 15-fold increase in peer-reviewed primary studies in 2020

with respect 2018 suggests that the interest of the community
on LCD is growing considerably.

� Apart the set of publications at a dedicated MODELS work-
shop, the dispersed distribution of studies across venues
suggests that the research community does not strongly favour
any specific one. This suggests the possible appearance of an
ad-hoc venue in the near future, should the community con-
tinue growing.

� Research on LCD is still at its initial phase, thereby proposed
solutions have not undergone thorough rigorous validation
processes.

3.2 Core technologies (RQ2)

By answering this research question, we aim at identifying
the core technologies supporting LCD. According to the col-
lected data, there are 27 technologies reported as pivotal for
LCD. Such technologies were either mentioned explicitly in
the primary studies or we could infer them from the con-
tents of the studies. Figure 6 shows technologies that were
mentioned in at least three primary studies.

MDE is the most mentioned core technology (22.6%).
Behind MDE, we find visual programming (13.28%) and
component-based (10.9%).Wefind the threemost-mentioned
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Fig. 6 Core technologies

technologies to be in line with the LCD mission, that
is to abstract and automate every step of the software
development life-cycle through the use of pre-built visual
components. Another set of core technologies is composed
by graphic user interface (GUI) (7%), domain-specific lan-
guage (DSL) (5.4%), platform as a service (PaaS) and
code generation (4.6% each), declarative programming
and cloud (3.9% each). The usefulness of these technolo-
gies for LCD does not come as a surprise as most of
the LCD platforms are web-based platforms leveraging
domain-specific visual languages. Most of these platforms
are delivered using the PaaS model. Web technologies,
rapid app development, DevOps, database, and application
programming interface (API) are additional technologies
mentioned 2.3% of the studies each. Eventually, other less
reported technologies are: document generation, Business
Process Model and Notation (BPMN), eXtensible Access
Control Markup Language (XACML), Software Product
Line (SPL), self-service functionality, Systems Applica-
tions and Product (SAP), extreme programming, executable
modelling, data models, CASE, Artificial Intelligence (AI),
access control scheme, and Attribute-Based Access Control
(ABAC).

According to our investigation, 22 of the 27 elicited tech-
nologies were found in both the peer-reviewed and grey
primary studies while 5 of them were found in the grey liter-
ature only. These technologies are: API (G6 [28], G12 [34],
G18 [6]), SPL (G11 [2]), extreme programming (G10 [49]),
executable modelling (G1 [46], G4 [80]), and AI (G11 [2]).
According to our investigation, there is a consensus between
the data extracted from the peer-reviewed and the grey pri-
mary studies, as shown in Fig. 7a, b. One difference that
emerges from the comparison between the data from the
peer-reviewed and the grey studies is that the latter identify a
much smaller set of key technologies (composed of only 5 of
them). In contrast, the peer-reviewed studies seem to single
out a broader set of 10 technologies.

Highlights—RQ2 Founding paradigms

� There are 27 core technologies supporting LCD. 22 of them
were found in both peer-reviewed and grey studies, while 5
of them were found in the grey literature only.

� MDE is the most mentioned technology followed by visual
programming and component-based.

� Grey primary studies identify a narrower set of core technolo-
gies as compared to peer-reviewed primary studies.

3.3 Domains (RQ3)

By answering this research question, we provide a catalogue
of the business domains where research on LCD has been
applied to.

According to the elicited data, LCD is cross-domain
within the area of software development and applied to 21
different business domains, ranging fromweb and app devel-
opment to aeronautics. The business domains were either
mentioned explicitly in the primary studies or could be
inferred by analysing the context of the described research.
Figure 8 shows the domains that were mentioned in at least
three primary studies. The top four business domains of LCD
areweb (16.6%),mobile (15%), enterprise services, andbusi-
ness process (8.3% each). These data seem to be in line with
most of the use case reports from LCD platform vendors,
which report LCD to be commonly employed for realising
or updating software systems in domains, e.g., web, mobile,
microservices, IoT, etc. [60]. Besides, the two most cited
domains confirm the intrinsic relation between LCD andweb
development as observed in RQ2. Right behind the top four
domains, we find a cluster of other four domains: IoT (6,6%),
healthcare (G3 [5], P20 [20]), education (P1 [13], G1 [89]),
and databases (5% each). Other business domains include:
request handling (P8 [44]), recommender systems (P6 [18],
P7 [54]), manufacturing (P10 [74], G25 [89]), industrial
training (P1 [13]), DSL engineering (P13 [23]), social media
(P24 [66]), process (G32 [66], P8 [44]), marketing (G9 [3]),
desktop (G18 [6]), blockchain (P26 [50], G29 [77]), automo-
tive (P24 [66]), AI and aeronautics (P24 [66]).

According to the elicited data, 19 domains were found
in both peer-reviewed and grey primary studies while 2
domains, desktop and marketing, were found in grey lit-
erature only. Peer-reviewed primary studies seem to focus
more on specific business domains while grey studies tend
to approach LCD from a more general point of view. Hence,
only few grey studies explicitly mention a domain, as shown
in Fig. 9b. Similar to RQ2, grey studies identified a much
smaller catalogue of domains and only 2 of them were cited
by more than 3 studies.
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Fig. 7 Comparison between
core technologies from the
peer-reviewed and grey primary
studies
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(b) Core technologies from the grey
 primary studies
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Fig. 8 Domains

Highlights—RQ3 Domains

� In contrast to the wide-spread opinion that LCD is only appli-
cable to few business domains, we found research on LCD
to be cross-domain, with a great variation between domain
types, from entertainment to safety-critical systems.

� The top four domains targeted by research on LCD are: web,
mobile, enterprises services, and business process.

� Interestingly, safety-critical domains such as automotive and
aeronautics are also included in LCD research.

� Practitioners seem to perceive LCD as domain-independent
and do not explicitly focus on specific domains.

3.4 Tools (RQ4)

By answering this research question, we provide a catalogue
of tools supporting LCD and involved in research activi-
ties. All the identified tools were explicitly mentioned in the
primary studies. According to our investigation, there is an
extensive catalogue of 39 tools supporting LCD. Figure 10
shows those tools that were mentioned by at least three pri-
mary studies.

The threemost mentioned tools areMendix (16.4%), Out-
Systems (15.29%), and Microsoft (MS) Power Apps (9.4%).

The collected data seem to confirm the reputation of these
tools of being the most mature and complete platforms sup-
porting LCD. In 2020, Gartner evaluated these tools as
executing well against their current vision and understanding
the future market directions [83]. Behind Mendix, OutSys-
tems, andMSPowerApps,wefind a cluster of four additional
tools: Salesforce and Google App Maker (4,7% each), and
Zoho Creator and Appian (3,5% each). Recently, Google
App Maker had been discontinued and replaced by App-
Sheet. While Gartner evaluated Salesforce and Appian as
leaders and visionaries, it assessed Zoho Creator as more of
a niche player. Surprisingly, Gartner did not include Google
App Maker in its evaluation although Google App Maker
is rapidly gaining traction, both in research and practice.
While the first seven tools account for 57% of the primary
studies, the remaining 43% of the primary studies men-
tion a constellation of 32 different tools: Temenos Quantum
(P26 [50]), RESTsec (P4 [90]), Pega (G23 [41]) and MS
Azure (P18 [73]) (2,3% each) and ZappDev (P12 [17]),
TimeSeries (G13 [57]), Sysdev Kalipso (P15 [79]), Simpli-
fier (P8 [44]), Siemens MindSphere (P10 [74]), Sagitec S3
(P20 [20]), PTCThingWork (P10 [74]), Node RED (P8 [44]),
Nintex Workflow Cloud (P15 [79]), MIT App Inventor
(P15 [79]), Lightening (P26 [50]), Lansa (G18 [73]), Kony
(P23 [61]), KissFlow (P16 [59]), INTELLIT (P10 [74]), IDM
Cloud (P10 [74]), HiCuMES (P17 [64]), Genio (G11 [2]),
Cyclr (G9 [3]), ColdFusion Builder (G9 [3]), Camunda
(P17 [64]), Axonivy (G14 [56]), AutoML (P18 [73]), Aurea
(P3 [84]), AtmosphericIoT (P8 [44]), App Cloud (P11 [72]),
AgilePoint (P20 [20]), and ADAMOS (P10 [74]) (1.1%
each).

According to our investigation, the analysed studies tend
to leverage LCD tools rather than enhance them although the
tooling ecosystem around them changes and it may be cus-
tomised to achieve specific goals. Pega, TimeSeries, Lansa,
Genio, Cyclr, ColdFusion Builder, and Axonivy were only
mentioned in the grey studies while the remaining tools were
found both in the peer-reviewed and grey literature. While
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Fig. 9 Comparison between
domains from the peer-reviewed
and grey primary studies

AI

Databases

Education

Enterprise services

Business process

IoT

Mobile

Web

0 5 10 15 20 25

3

3

3

3

4

4

6

6

(a) Domains from the peer-reviewed
primary studies

Mobile

Web

0 5 10 15 20 25 30

3

4

(b) Domains from the grey primary
studies

Mendix
OutSystems

MS PowerApps  
Salesforce

Google App Mak er 
Zoho Creator

Appian

0 10 20

3
3
4
4
8

13
14

Fig. 10 Tools

grey studies identify a smaller set of tools, both peer-reviewed
and grey studies identifyMendix, OutSystems, andMSPow-
erApps as the top-three leading LCD platforms.

Highlights—RQ4 Tools

� The catalogue of tools supporting LCD is extensive with a
total of 39 tools.

� The top three mentioned tools are Mendix, OutSystems, and
MS Power Apps.

� LCD tools are leveraged rather than enhanced; the tooling
ecosystem around them is customised to achieve specific
goals.

3.5 Benefits (RQ5)

Byanswering this research question,we identify the potential
benefits that LCD can bring to software development. The
primary studies mentioned explicitly a total of 17 benefits.
Figure 12 shows the benefits that were mentioned by at least
three primary studies.

Although the distribution of benefits across primary stud-
ies is rather disperse, there is a clear gap between the top

three benefits and the remaining ones. The top three benefits
are improved return of investment (RoI) (19.9%), abstraction
(16.36%), andGUI-based development (12.7%).Abstraction
is not only one of the most reported LCD benefits, but one
of the pillars and benefits of MDE [75]. Improved RoI is
often considered as another benefit of MDE directly related
to the potential automation introduced by model transforma-
tions [76]. No coincidence, MDE was reported as the most
important enabling technology for LCD. Another interesting
correlation between LCD benefits and core technologies is
the one between GUI-based development and GUI. Behind
the top three benefits, we have a cluster of four benefits:
automation (8.1%), interoperability (6.3%), usability and
flexibility (5.4% each). Eventually, we have a further cluster
of 6 benefits being: privacy or security and customisability
(4.5% each), maintainability (3.6%), reusability, openness
and digitisation of business processes (2.7% each). Although
reusability is a core quality for several of the reported LCD
core technologies (e.g., MDE, component-based), it is not
perceived as a top benefit introduced by LCD and only men-
tioned in few studies. Most of the benefits, 15 out of 17,
were found in both peer-reviewed and grey primary stud-
ies, while two (openness and scalability) were found in grey
studies only. According to the collected data, peer-reviewed
studies seem to mostly identify benefits related to the LCD
core technologies while the grey studies seem to focus on
more practical benefits such as improved RoI, openness, and
flexibility.

Highlights—RQ5 Benefits

� There are 17 reported benefits of LCD.
� Improved RoI, abstraction, and GUI-based development are

the three most reported benefits.
� Reusability is surprisingly not mentioned as a top benefit.
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Fig. 11 Comparison between
tools from the peer-reviewed
and grey primary studies
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Fig. 12 Benefits

4 Results: orthogonal analysis

In this section,we highlight interesting pair-wise correlations
between categories of the extracted data. We carried out this
analysis by cross-tabulating and grouping the extracted data
to then compare pairs of categories. Eventually, we extracted
and evaluated only relevant pair-wise correlations through
contingency tables (represented by bubble charts in the sec-
tion).

4.1 Questions type versus results type

In Sect. 3, we mentioned that the most common types
of research questions for peer-review primary studies are
method development and feasibility. Similarly, we found out
that the most common types of results are specific solution
and procedure or technique. The correlation analysis between

the types of questions and results shows that there is a rather
precise balance between their combinations (Fig. 14).

Such a correlation analysis confirms that research on LCD
mostly focuses on development and assessing the feasibility
of new or improved specific solutions.

4.2 Questions type versus validation type

The vertical analysis on the type of validation of the peer-
reviewed studies highlighted that persuasion and experience
are the two most common types of validation techniques.
The correlation analysis between the type of questions and
validation shows a strong relation between method devel-
opment and experience, and between method development,
feasibility, and persuasion (Fig. 14).

Experience is mostly used for validating method develop-
ment type of questions, while persuasion is equally used for
both method development and feasibility types. It is inter-
esting to note that validation by persuasion suggests that the
authors did not focus on an in-depth validation, but rather
’persuade’ readers using their arguments and reasoning. A
possible reason for this is that the type of peer-reviewed
studies accounted for in this paper were rather preliminary
and focusing on pretty new technologies or combinations
of them. An example is the work by Philippe et al. (P24)
describing initial ideas and a preliminary proof-of-concept
on the transparent combination of model management exe-
cution strategies for LCD [66].

4.3 Core technologies versus benefits

In the previous section, we found out that LCD revolves
around 27 core technologies (or foundations) and that it is
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Fig. 13 Comparison between
benefits from the peer-reviewed
and grey studies
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Fig. 14 Questions type versus
results type
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associated to 17 benefits. Analysing the correlation between
core technologies and benefits, we found out that the two
most commonbenefits, improvedRoI and abstraction, appear
together with two of the three most reported core technolo-
gies, MDE and component based.

This tends to confirm the rather strong relationship
between LCD and MDE (and related paradigms), which
appear to share the same foundations. The strong rela-
tionships between LCD and MDE are confirmed by other
indications such as the fair number of occurrences of MDE

in combination with automation and GUI-based develop-
ment. Some examples of such tight relations can be found
in three studies combining the aforementioned foundations
and benefits (P3 [84], P19 [81], P22 [54]). Other interesting
relationships are those among visual programming, and com-
ponent based and abstraction, GUI-based development, and
improved RoI. These come with no surprise as LCD is often
described as “a visual approach to software development” [9]
based on pre-developed components.
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Fig. 15 Questions type versus
validation type
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4.4 Core technologies versus domains

When analysing the possible correlation between founda-
tions and domain we noticed that MDE is spread across
the 90% of the domains represented in our primary studies.
This is an additional confirmation that MDE is representa-
tive of LCD as core foundation across the business domains,
from manufacturing (P3 [84]) to social media (P25 [43]) or
blockchain-related technologies (P26 [50]). It is interesting
to highlight the fact that GUI and visual programming as
foundations have a fair presence across multiple domains,
too.

Highlights—Orthogonal analysis

� Research in LCD focuses on improving development and
assessing the feasibility of new/improved solutions.

� There is strong relationship between LCD and MDE, that
share the same core founding pillars.

� MDE, GUI-based development, and declarative program-
ming are cross-domain foundations of LCD.

5 Reasoning on LCD and its relation toMDE

By reading the most common principles and claims about
LCD, it becomes quickly evident that motivations, aims,
and technical solutions largely overlap with MDE. Indeed,
it is widely accepted in the MDE community to consider
LCD as a some sort of synonym for MDE, or to consider
MDE techniques as foundations to LCD solutions [25]. As
a matter of fact, several MDE-related techniques resemble
LCD: notably, there exists a line of research on by-example
approaches, where activities like metamodelling, model
transformation engineering, and model versioning are sup-
ported by generative techniques [11]. These techniques are
meant to simplify the work of the expert by automatically
deriving concepts and relationships, transformation rules,
and element matches configurations, respectively. Other
solutions include the generation ofmodelling editors, like the
default tree-based editor featured by the Eclipse Modeling
Framework and the more advanced annotation mechanism
exploited by Eugenia to generate custom concrete syn-
tax [53]. The data extracted and analysed in this review
confirms the close relationship betweenMDE and LCD, and,
especially in the grey literature, model-driven and higher-
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Fig. 16 Core technologies
versus benefits
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level of abstraction approaches are frequently mentioned as
an intrinsic characteristic of LCD.

Some of the analysed literature goes even further, by
defining LCD as a maturation step of MDE, especially in
terms of usability and flexibility. This aspect is highlighted
by the intended peculiarities of LCD: it is a development
approach targeting citizen developers, which are users with
little or no programming experience; it is not required a
major effort upfront in order to bootstrap the automation,
only little coding refinements might be needed. Indeed,
several business-related entries consider LCD as a tool to
promote digital transition by a trial-and-error approach: sev-
eral solutions can be rapidly developed, deployed, tested,
and eventually either abandoned for something different or
adopted. Moreover, LCD is expected to be more resilient to
technological advances, since the frameworks shall abstract
away the implementation details from the pre-built compo-
nents used for a certain application. When comparing these
peculiarities to the current state of the practice in MDE, it is
possible to highlight what LCD users find as distinctive: even
if MDE targeted the reduction of complexity and proposed
raising the level of abstraction for enabling domain experts to
deal with software design, empirical research testifies that IT

literacy is required and that there exist several issues related
to tools usability, flexibility, and maintenance [55,85].

In one of its internal initiative, the International Coun-
cil on Systems Engineering (INCOSE) proposes a catalogue
of Model-Based System Engineering methodologies [35]. In
that report, a methodology is defined as a recipe to deploy
a process, through methods and tools, given certain envi-
ronmental conditions. Consistently to this definition, the
literature reviewed in this article points to LCD as being
a set of methods and/or tools in the context of a broader
methodology, being in this case MDE. In particular, LCD is
intended to support citizen developers in very specific tasks,
like the configuration of parameters for a machine learn-
ing algorithm, the set-up of a business process management
system, and so forth. Here, it is worth noticing that the ini-
tial definition of citizen developers seems to have evolved:
they are not supposed to be necessarily users with low to
no knowledge in programming, but also, and often, domain
experts that need ready-made solutions for specific aspects of
their methodology. In this respect, an analogy could be made
withmodel-basedweb engineeringmethodologies, forwhich
there exist methods and tools for the automated generation
of user interfaces, data management, analytics, etc. [70].
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Fig. 17 Low-code iceberg

Consistently with this reasoning, the LCD platform
provider Mendix6 distinguishes four different kinds of user:
citizen developer, professional developer, enterprise archi-
tect, and IT leader. In particular, the first two are supposed
to use LCD tools to develop applications, while the latter
two are responsible for selecting, adopting, configuring, and
customising those LCD tools. Interestingly, the features and
issues experienced by enterprise architects and IT leaders
concerning their refinement and customisation tasks are not
covered by the reviewed literature. In otherwords,most of the
current literature focuses on the iceberg’s tip in Fig. 17, while
the submerged part is still not accounted for. Also the fact
that almost half of the analysed peer-reviewed studies were
published at workshops indicated that research on LCD is
still in its maturation phase. In our opinion, this testifies the
positioning of LCD technology adoption hype being in its
peak of inflated expectations phase. As a consequence, the
early stage in thematuration process of LCD pushes research
and practice efforts to mostly target the solutions for citi-
zen/professional developers rather than the platform support
for LCD ecosystems.

From a historical perspective, LCD-based methods seem
to follow a development path similar to MDE-based ones.
Similarly to LCD, also MDE in its early days triggered
huge interests thanks to ready-made solutions based on auto-
mated code generation. Subsequently, the wider adoption
of MDE solutions moved the research focus from specific
methods/tools to the methodology as a whole, especially due
to customisation needs. In fact, major efforts were typically
moved to tool providers that were commissioned the devel-
opment of customised MDE solutions. As a consequence,
research efforts have been devoted to the development of,
among others, language engineeringworkbenches andmodel
transformation languages to aid MDE experts in designing
and implementing new solutions as well as refine and cus-
tomise existing ones.

6 https://mendix.com

In a very similar way, a dramatic growth in the adoption
of LCD will necessarily raise questions related to portabil-
ity, maintainability, and scalability both of the LCD tools
themselves and the applications that can be generated via
them, mention a few of desired properties. Indeed, several
surveyed works hint as potentially relevant lines of research
and development on LCD the lack of and need for spe-
cific LCD solutions relevant to business-critical contexts,
notably testing and security. Moreover, already for current
tools many adopters are concerned about LCD solutions
and potential vendors lock-in, customisation, and adaptabil-
ity [74]. As it also happened for MDE, it is foreseeable
that upcoming research efforts on LCD will be dealing with
the platforms themselves and specifically on how to sup-
port extension/customisation needs coming from citizen and
professional developers. Hopefully, the past experience with
MDE will serve as lessons learnt to avoid making the same
mistakes related to tools usability, flexibility, and mainte-
nance.

6 Threats to validity

When conducting this research, we used well-established
guidelines for systematic studies, which includes the defi-
nition of a detailed research protocol that has been validated
by external and independent researchers. Nevertheless, we
acknowledge that validity threats may have affected our
research. Hereafter, we discuss potential validity threats and
related mitigation strategies.

6.1 Threats to external validity

External validity threats refer to the generalisation of causal
findings concerning the desired population and settings [87].
One of the main threats to external validity affecting sys-
tematic reviews is that the selected papers may not be
representative of the state-of-the-art and -practice of LCD.
To mitigate such a potential threat, we targeted four different
databases and indexing systems among the largest and most
complete in the field of software engineering [22]. Besides,
we complemented the automatic searchwith closed recursive
backward and forward snowballing. Eventually, we comple-
mented the search for scientific, peer-reviewed publications
with a grey literature search. During the selection of primary
studies, we excluded studies not written in English. While
excluding studies written in other languages may affect the
external validity of our research, we believe that such a threat
is minimal as English is the de-facto standard language for
scientific documents especially in computer science and soft-
ware engineering.

Another possible external validity threat could be the exis-
tence of other terms used in place of LCD, that might have
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limited the coverage of our search. In particular, it is not rare
to find the term No Code as a nuance of LCD, used to distin-
guish those solutions for which no code writing is required
at all. Nonetheless, our empirical observations demonstrate
that in general No Code solutions are intended to be subsets
of LCD, and indeed frequently LCD tools provide users with
No Code features for selected problems. As a consequence,
we can be confident that the LCD search also covered “no
code only” approaches.

6.2 Threats to internal validity

Internal validity threats relate to poor settings impacting the
design of the study [87]. We designed and conducted this
research usingwell-established guidelines for systematic and
multi-vocal studies. This helped us in minimising potential
threats to internal validity. Concerning the validity of the
analysed and synthesised data, we mitigated possible threats
by using descriptive statistics. Besides, we cross-analysed
the different categories of the extraction form and performed
sanity checks on the extracted data. These tasks helped us
identifying and solving potential issues on the consistency
of the extracted data

6.3 Threats to construct validity

Construct validity threats affect the ability to derive a cor-
rect conclusion from the relations between treatment and
outcome [87]. As already argued for threats to external valid-
ity, we performed the initial automated search using four
different data sources, we complemented it with recursive
snowballing activities and a grey literature search. A pos-
sible threat to construct validity may be caused by badly
designed search strings. For the peer-reviewed search, we
used a simple search string, so no particular attention needed
to be paid for its construction. For the grey literature search,
we used a more focused string that helped us in avoiding an
overwhelming number of less relevant results. We screened
the initial set of studies elicited from the automatic search
according to well-documented selection criteria.

6.4 Threats to conclusion validity

Conclusion validity threats affect the relationships between
the extracted data and obtained findings [87]. To mitigate
these threats, we constantly and systematically applied and
documented well-defined processes for systematic studies.
Besides, we provided a complete and public replication pack-
age, which allows to reproduce each step of our study. All the
authors participated in the definition of the extraction form,
as well as in the data extraction, analysis and synthesis steps.
Besides, we built the extraction form using well-established

taxonomies and collecting values arising from the set of pri-
mary studies.

7 Related work

While LCD is already responsible for a fair share of indus-
trial application development activities, its related research
can still be considered to be at its initial stage. Researchers
are trying to get hold of how LCD is growing and what needs
shall be tackled to make it more effective for a broader audi-
ence. To the best of our knowledge, this work is the first
multi-vocal systematic mapping study providing an analysis
of core characteristics of LCD, notably founding paradigms,
application domains, tools, and expected benefits. Neverthe-
less, there are several studies that shed some lights on specific
aspects of LCD.

Sahay et al. propose a technical survey of eight relevant
LCD platforms [72]. First, they elicit critical features pro-
vided by those platforms. Later, they compare the available
alternatives based on the elicited characteristics. Conse-
quently, their work mainly focuses on distinctive develop-
ment facilities included in the platforms taken into account.
In our study, we highlight founding paradigms, application
domains, and benefits of LCD, not necessarily implemented
in a concrete tool or platform. Besides, we provide a cata-
logue of LCD platform and tools used in research activities.
However, we do not aim at comparing these platforms or
tools.

Sanchis et al. provide another research focusing on elic-
iting relevant features that LCD platforms are supposed to
provide [74]. However, the work by Sanchis et al. focuses
on LCD for the manufacturing domain, only. Sanchis et al.
use practitioners interviews for eliciting both LCD features
and expected benefits. Besides, the authors include a more
general discussion about reasonswhy (not) usingLCD.Com-
pared to our work, the work by Sanchis et al. also focus on
features and benefits as being core characteristics of LCD.
However, their work has a much narrower scope as it is lim-
ited to the manufacturing domain, only. Eventually, our work
uses a different empirical research method rather than sur-
veys.

In September 2020, the global research and advisory firm
Gartner published the Gartner magic quadrant for LCD plat-
forms [83]. The Gartner magic quadrant helps “assessing
how well technology providers are executing their stated
visions and performing against Gartner market view” [83].
The Gartner magic quadrant for LCD platforms evaluates
18 vendors. In our work, we elicit a catalogue of LCD plat-
forms and tools, which includes the 18 tools reviewed from
Gartner. However, as mentioned above, we do not provide an
evaluation or a comparison of the elicited tools.
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Ihirwe et al. analyse available platforms for developing
IoT applications [44]. Interestingly, the authors include both
MDE and LCD solutions and sketch a relation between them.
In particular, they consider MDE as a mean for developing
LCD applications. Based on the elicited data, we believe that
LCDmaybe seen as a set of tools in a broadermethodological
context often being MDE. Moreover, we do not restrict our
research to the IoT domain, only.

In their empirical study, Alamin et al. analyse thousands
of posts containing discussions on 9 popular LCD plat-
forms [12]. By analysing such discussions, they provide
answers to three main research questions being: i) types of
topics discussed, ii) distribution of topics across the LCD life
cycle phases, and iii) perceived topics difficulty. Concerning
the topics, Alamin et al. found 13 different topics, mostly
focusing on development-related issues. According to their
data, topics related to “Dynamic Event Handling” are the
most difficult to answer. The research by Alamin et al. can
be seen as complementary to this research and focusingmore
on practical issues related to LCD.

In his opinion paper [25], Cabot focuses on LCD-related
questions such as whether or not LCD is a new method,
whether and if it may relate to MDE, etc. Based on his expe-
rience in theMDE community, Cabot argues that he does not
“believe there is any fundamental technical contribution in
low-code trend”. Despite his criticism, he sees LCD as an
opportunity for bringing MDE into new research and indus-
trial communities. In our study, we identified a rather strong
relation both betweenLCDandMDE, but even betweenLCD
and other technical paradigms such a visual programming,
GUI-based development. Moreover, several core benefits of
LCD seem to be in line with those of these paradigms, too.

8 Conclusion and future work

In this article, we reported on the planning, execution and
results of a multi-vocal systematic review, which provides a
snapshot of what LCD is considered to be both, especially
concerning modelling and MDE. From an initial set of 720
peer-reviewed publications and 199 grey literature sources,
we selected 58 primary studies. We analysed these studies
using a precise data extraction, analysis, and synthesis pro-
cess. The main highlights of our results are:

• While the term “low-code”was coined in 2014, first peer-
reviewed publications on LCD appeared only in 2018.
Since then, the publication trend on LCD-related topics
has been growing considerably. Nonetheless, almost half
of the analysed peer-reviewed studies were published at
workshops, indicating LCD research being in a matura-
tion phase.

• MDE is by far the most prominent core technology
among the 27 considered in our primary studies as
important for LCD. Correspondingly, improved return
on investment, abstraction, graphic user interface-based
development, and automation are the most mentioned
benefits linked to the adoption of LCD.

• The grey literature tends to emphasise the rapid proto-
typing and usability features of LCD solutions, which
are expected to disclose trial-and-error ways to moderni-
sation without large upfront investments (as opposed to
MDE and other software engineering methods).

• There is an extensive catalogue of 39 tools supporting
LCD. In this respect, both peer-reviewed and grey liter-
ature focus on solutions for end-users, while the issues
related to the creation of new/customised LCD platforms
are largely neglected.

Based on our results, we believe that low-code develop-
ment can be defined as a set of methods and/or tools in the
context of a broader methodology, often being identified as
model-driven engineering. Future work may encompass an
additional review of the characteristics and complexity of
applications built using low-code development, with the aim
of assessing the state-of-the-practice of low-code develop-
ment and reasoning about metrics such as scalability and
performance.
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