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Abstract

In model-driven methodologies, model matching is the process of finding a matching pair for every model element between
two or more software models. Model matching is an important task as it is often used while differencing and merging models,
which are key processes in version control systems. There are a number of different approaches to model matching, with most
of them focusing on different goals, i.e., the accuracy of the matching process, or the generality of the algorithm. Moreover,
there exist algorithms that use the textual representations of the models during the matching process. We present a systematic
literature review that was carried out to obtain the state-of-the-art of model matching techniques. The search process was
conducted based on a well-defined methodology. We have identified a total of 3274 non-duplicate studies, out of which 119
have been included as primary studies for this survey. We present the state-of-the-art of model matching, highlighting the
differences between different matching techniques, mainly focusing on text-based and graph-based algorithms. Finally, the
main open questions, challenges, and possible future directions in the field of model matching are discussed, also including
topics like benchmarking, performance and scalability, and conflict handling.

Keywords Model matching - Model comparison - Model differencing - Version control - Text-based modeling - Systematic
literature review

1 Introduction gies is to increase productivity by requiring less attention to
detail at lower abstraction levels [155]. The models repre-

Model-driven methodologies like model-driven engineering  sent the problem and solution at a higher abstraction level,

(MDE) [131,143] or the Model-Driven Architecture (MDA)
[61] of the Object Management Group (OMG) use graph-
based models as the main artifacts during development.
Models can be used for numerous purposes, like various types
of formal analyses, design space exploration, requirements
elicitation, or source code generation [74]. In the case of
source code generation, the aim of model-driven methodolo-
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making it easier to communicate with stakeholders [107].
Model transformation is the automated process of transform-
ing a source model to a target model based on different rules.
It is often used as a way of modifying and creating mod-
els. Model transformations are at the core of model-driven
methodologies, as they are crucial in a lot of modeling tasks
[23,43,135], and thus, even model management operations
can be described using them [138]. Model-driven methodolo-
gies are increasingly more applied in the industry, although
certain problems, like model evolution management and
model versioning, impede their further spread [8,21].
Model evolution management is a difficult task and is an
active research field today [121]. The field of model evo-
lution includes multiple subfields, like version control or
metamodel evolution management. Version control systems
[15,141] are tools that support model evolution, and they
greatly improve the productivity of software development in
teamwork [22]. Model-based version control systems also
boost productivity, although graph-based models are inher-
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Fig.1 Model matching
illustrated on a simple example
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ently different from text-based source code, and thus, they
require different treatment during version control [9,30].
Supporting version control is one of our main motivations
behind conducting a survey on model matching algorithms.
It is worth mentioning that model matching can have other
applications than version control, like in model transforma-
tion testing [87,95].

During optimistic concurrency handling in version control
systems, differencing and merging the main artifacts is a nec-
essary and crucial task [8,42,106]. Model matching is usually
the first step of model differencing. The goal of model match-
ing is to identify pairs of model elements in the input models
that are considered to be matching, based on different consid-
erations. Later in the process, differences between the models
can be established using the matched pairs. Most matching
approaches work directly with the graph-based structure of
the models. However, there exist solutions that approach the
problem differently, i.e., by working with the textual repre-
sentations of the models. The textual notation can be mapped
to the model in many ways, for example, by using a formal
language and a parser [2], or by specifying it via a textual
language like Alloy [70]. Describing models with a textual
notation can have many advantages, such as (i) the off-line
editing of models, (ii) better focus on details, thus, easier edit-
ing, especially in the case of large models, (iii) and they can
offer a more readable serialization solution than XML-based
approaches [67,68,144].

To demonstrate the problem of model matching, Fig. 1
presents a simple example. We try to match two imaginary
models, Model 1 and Model 2, with a custom model match-
ing algorithm. Let us assume that the algorithm matches the
following model elements: Node A, Node C, Edge BA, Node
B, and Attr. B2. Thus, the output of the matching algorithm
is the list of pairs containing the aforementioned model ele-
ments from the two input models. Our imaginary algorithm
got these results by matching nodes and attributes based on
their name, and matching edges based on their name, type,
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and the nodes they connect. We can see even in our simple
example that model matching is not a trivial task. For exam-
ple, a different matching algorithm might have matched Edge
CA with its counterpart on the basis that the type of the edge is
not as important as the nodes it connects. Let us assume that
the correct decision in the case of Edge CA in our first mod-
eling language would be to ignore the match, but in another,
similar modeling language, the correct decision would be to
match the edges in the two input models. If the matching
algorithm would focus on generality, then it would aim to
work with both modeling languages. If it also aims to be
accurate, then it could be achieved by making the algorithm
configurable in order to get the correct result for multiple
languages. If the matching algorithm would focus only on
accuracy instead, then it would likely focus on one modeling
language, but it would have no configuration cost. This is
only one example of the conflict between accuracy and gen-
erality, as there are other aspects to consider. In our survey,
we aim to further investigate this topic.

As an important note, we would like to make a distinction
between the type of model matching we are investigating in
this paper, and between (graph) pattern matching that is also
sometimes referred to as model matching in the literature.
The first case is what we described in Fig. 1, where the goal
is to find a matching pair for every model element between
two or more models. In (graph) pattern matching, the goal is
to find a homomorphic image (subgraph) of a pattern graph
in the model [154]. While the two topics somewhat overlap
in practice, due to the slightly different nature of the goals
between the two cases, we decided not to include pattern
matching in this survey, as it could possibly skew the statistics
and conclusions drawn regarding the “classic” type of model
matching.

This paper presents a systematic literature review (SLR)
that was carried out in order to present the state-of-the-art
of model matching approaches. This survey is different from
others [9,30,57,134,146] as few other studies focus on the
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categorization of model matching, and even fewer use a sys-
tematic approach, or focus on text-based model matching
algorithms. We further elaborate on the differences between
this survey and others in Sect. 3.1.1. According to our find-
ings that we discuss later in this paper, there are even fewer
that deal with the analysis of text-based model matching.
Further reasoning behind the goals of this survey can be
found in Sect. 3.1.2. The main results of this survey are (i)
a collected body of research representing the state-of-the-
art in model matching, (ii) identified correlations between
different matching techniques, (iii) a summary of open ques-
tions related to the field of model matching, including topics
like benchmarking, performance and scalability, conflict res-
olution and visualization, and the position of text-based
algorithms in the literature.

The structure of the paper is as follows. Section 2 contains
detailed background information on model matching, defin-
ing important concepts that we use in the survey. In Sect. 3,
we present our SLR process in detail. We outline our motiva-
tions, detail the scope and goals of the survey, and present our
research questions and search strategy. The study selection
and data extraction processes are also discussed. Section 4
presents the results of the survey, answering the previously
defined research questions. Since every survey is inherently
subjective to a certain degree, we also discuss threats to the
validity of this survey. Section 5 concludes the paper, high-
lighting the main results of the review.

2 Background on model matching

In this section, we discuss the main concepts related to model
matching that are relevant to our survey. We use these con-
cepts later, mostly during the categorization of matching
algorithms. As we have discussed in Sect. 1, one of our main
motivations behind surveying model matching algorithms is
supporting model-based version control. In optimistic ver-
sion control, the typical scenario is that the input models that
are to be matched conform to the same metamodel. Dealing
with evolving (changing) metamodels is a different topic with
various proposed solutions [40,121,160], and is not the focus
of this survey. Therefore, the algorithms included in our sur-
vey had to satisfy this criterion, namely, they had to support
matching models that conform to the same metamodel. For-
tunately, most model matching algorithms inherently satisfy
this requirement.

Model matching is the process of finding a matching pair
for every model element between two or more models, where
the model elements can be nodes and edges, and the models
are graph-based. The input consists of two or more graph-
based models, while the output is the set of matching pairs
between the model elements.

Kolovos et al. [86] analyzed existing model matching
approaches, and split them into four categories, based on
how the matching is conducted. Their work is one of the
earliest takes on categorizing model matching algorithms,
and many later studies were influenced by it [6,30,158,159].
This categorization also serves as the basis of our survey. The
proposed categories are as follows, with the definitions being
taken from the aforementioned research work [86]:

1. Static Identity-Based Matching is based on persistent and
non-volatile unique identifiers that are associated with
the model elements. This typically means a universally
unique identifier (UUID). Static approaches are accurate,
as the matching can always be determined. However, they
are more difficult to generalize, as the reliance on unique
identifiers may cause the algorithm to not work with more
complex modeling languages.

2. Signature-Based (Dynamic) Matching approaches use a
subset of the features of the models in order to match
them. This is usually preceded by a configuration phase,
during which a user-defined function is created to cal-
culate the signature of model elements dynamically. As
opposed to static matching, individually, the various fea-
tures do not have to be unique. The downside of this form
of matching is the effort required to specify the signature
calculating functions.

3. Similarity-Based Matching differs from previous cate-
gories, as these algorithms do not give a binary yes or no
answer to the question of whether two model elements
are matching. Instead, a similarity degree is calculated,
based on arbitrary features of the model elements. Differ-
ent weighting values can be assigned to different features.
If the similarity degree is above a certain (configurable)
threshold, then the model elements are considered to be
matching. Similarly to dynamic approaches, the model
element features and weighting values can usually be
configured by a user-defined function.

4. Custom Language-Specific Matching algorithms are tai-
lored to a particular modeling language. They use the
specific semantics of the language during matching, and
thus, the process is more accurate. However, since they
are tailored to a specific language, these approaches are
not general.

During model differencing, a key difference between algo-
rithms is the way they handle changes (differences) occurring
between the input models. In the literature [69,82,83,85],
there exist two main approaches:

— State-based approaches calculate changes by match-
ing model elements in the input models with each
other. Model matching—which is the main focus of
our survey—explicitly occurs in this case. State-based
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approaches usually store changes as instances of the
metamodel of the input models, or as instances of a
difference metamodel [41,127]. While there is often a
significant computational complexity overhead (see the
graph isomorphism problem [81]), these approaches are
usually tool independent.

— Change-based approaches record changes as they occur,
instead of calculating differences at a later time. There-
fore, there is no need for model matching. The changes
can often be run as model transformations on the ini-
tial model(s). In this case, we talk about operation-
based approaches. These algorithms are usually easier to
develop and comprehend [83], but are more tool depen-
dent.

To further clarify what we mean by state-based and
operation-based change tracking, let us demonstrate it using
our previous example in Fig. 1. Figure 2 illustrates the dif-
ferences our imaginary algorithm would have made if it
used state-based or operation-based change tracking. Using
a state-based approach, the algorithm would store the dif-
ferences using an instance model of the metamodel, or a
difference metamodel, as can be seen in the left side of the fig-
ure. If the algorithm would use an operation-based approach,
it would record changes as they occur (in our example, let
us assume that Model 1 was the initial model), and we get
a change log that can be applied to a model, as seen on the
right side of the figure.

The focus of a model matching algorithm can vary based
on what goals the algorithm aims to achieve. We consider
accuracy and generality to be the main goals a matching algo-
rithm can focus on, although other aspects, like performance
can also be the goal. Some argue that striking a good bal-
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ance between accuracy and generality of an algorithm greatly
benefits the version control of models [33]. Our (informal)
definitions for accuracy and generality are as follows:

— Accuracy the algorithm focuses on making the matching
process accurate. This means finding as many correct
matches and as few incorrect matches as possible. There
are different metrics that can be used to measure accuracy.
We investigate these metrics later in Sect. 4.2.

— Generality the algorithm focuses on being general,
namely, that it can be used with as many modeling lan-
guages and tools, and with as few technology-related
modifications to the algorithm as possible.

In Sect. 1, we mentioned that in addition to using their
graph-based structure, models can also be matched, differ-
enced, and merged using their textual representations. We
consider a representation of a model text-based if (i) its nota-
tion is textual in nature and (ii) the representation is mapped
to the model via a well-defined mechanism (i.e., a formal lan-
guage with a parser [2]). We would like to stress that since
models are inherently graph-based, their structure eventually
has to be taken into account during the matching process.
Therefore, we uphold the assumptions that raw text differ-
encing tools [71] that are often used with source code, on
their own, should not be used with models [30]. Instead, the
textual representations represent another layer through which
the matching and differencing processes are conducted. We
do not consider the XML-based standard representation of
a model (e.g., XMI [167]) to be a textual representation,
unless the corresponding approach relies heavily on its tex-
tual nature, like when raw text differencing is used.
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We consider a model matching algorithm to be text-based,
if it uses the textual representations of the models during the
matching process. Otherwise, we consider the algorithm to
be graph-based.

3 Systematic literature review

Systematic literature reviews have a well-defined methodol-
ogy that they follow, originating from the field of medicine
[120]. Our survey also follows the recommendations pro-
posed in the literature [25,78,79,122,168]. According to
these recommendations, the process consists of the following
phases:

1. Planning phase formulate the research questions, the
search strategy, and define the inclusion and exclusion
criteria (see Sect. 3.1).

2. Conducting phase carry out the survey based on the plan-
ning phase, and extract relevant data from the selected
primary studies (see Sect. 3.2).

3. Reporting phase report and discuss the results of the sur-
vey, and draw conclusions (see Sect. 4).

The survey was conducted in an iterative fashion. The
planning phase was constantly refined based on the results of
the conducting phase. For example, when we found new syn-
onyms of keywords we have not thought of before, we added
those to the search string that we defined in the planning
phase. Then, we examined the newly found studies found dur-
ing the conducting phase, and if we found more keywords,
we updated the search strings again. We conducted a sim-
ilarly iterative process when we defined the inclusion and
exclusion criteria, which we are discussing later.

3.1 Planning the survey

Planning is very important in systematic reviews, as the accu-
racy and repeatability of the process greatly depends on it. In
this section, we outline our motivations for conducting this
survey (see Sect. 3.1.1), define the scope and goals of the sur-
vey (see Sect. 3.1.2), formulate our research questions (see
Sect. 3.1.3), document our search strategy (see Sect. 3.1.5),
and list our inclusion and exclusion criteria (see Sect. 3.1.4).

3.1.1 Motivations

While there are existing surveys that focus on model match-
ing in some form [9,30,134,146], Altmanninger et al. [9]
focused on providing a feature-based characterization of ver-
sion control systems, focusing more on the architecture of
versioning systems. They also discuss three-way merging in

more detail. Their findings include a comprehensive state-
of-the-art of version control systems, along with challenges
that need to be addressed before parallel model develop-
ment can become more applied in practice. Selonen [134]
reviewed UML model comparison techniques, and found that
most approaches aimed toward change detection, but were
lacking in change resolution. The survey established some
criteria that model comparison approaches can be compared
by, including identifier independence, customizability, reli-
ability, extensibility, and so on, most of which we are also
using in our survey. However, the paper only reviewed 5
UML-based model comparison approaches; thus, our paper
is meant to be more extensive. Stephan and Cordy [146] on
the different methods and applications of model comparison.
They differentiated between different types of models (struc-
tural, behavioral, and so on), which we are also doing in our
survey to some extent. Moreover, they extended the same
categorization system that we did, introduced by Kolovos et
al. [86]. While their discussion and categorization of existing
approaches is extensive, they covered 30 approaches, while
our survey aims to make deductions based on a bigger sta-
tistical sample, identified by a systematic method, and also
focuses on text-based model matching algorithms. Brosch et
al. [30] did a very extensive introduction to model version-
ing that we recommend to everyone who is interested in this
research field. They introduce the basic concepts of model
versioning, including model differencing and merging. They
categorize some model differencing approaches also includ-
ing conflict detection and resolution. The paper also touches
upon some open questions in the field of model matching,
which we are discussing later in this paper. The main dif-
ferences of our paper compared to this survey are again the
systematic nature of the search process, and the narrower
and more specific focus on model matching and text-based
algorithms.

Based on the most popular and biggest surveys we found
in this research field that we just discussed, we concluded
that there exist few surveys focus on the categorization of
matching techniques. Moreover, we found none that used a
systematic approach to identify its key studies, and also found
none focusing on text-based model matching algorithms.
Analyzing these matching techniques can help researchers
in identifying research trends and possible directions for
future research. Summarized, our main motivations behind
conducting this survey are as follows:

— Model matching is an important task in state-based model
differencing and is useful in other areas as well, i.e., in
model transformation testing.

— There exist few surveys that focus on the categorization of
model matching algorithms, especially considering text-
based algorithms.

@ Springer



698

F. A. Somogyi, M. Asztalos

— Finding out the reason why the number of text-based
model matching algorithms is lower, and how they com-
pare with graph-based algorithms.

— Analyzing the aforementioned topics can help
researchers in identifying trends and open questions in
the field of model matching.

3.1.2 Scope and goals

Kitchenham et al. [78] proposed that the PICO guidelines
be used in order to frame research questions and to define the
scope of the survey. This system originates from the medical
domain [120], and has been updated for other sciences [122]
like software engineering [25]. The extended version is the
PICOC criteria system. This consists of the following (the
definitions are taken from the work of Kitchenham et al.
[78]) criteria:

— The population represents who or what benefits from the
SLR. This can be a specific software engineering role, a
category of software engineers, an application area, or an
industrial group.

— The intervention is a software methodology/tool/
technology/procedure that addresses a specific issue.

— The comparison software methodology/tool/technology
/procedure with which the intervention is being com-
pared.

— Outcomes relate to factors of importance to practitioners
such as improved reliability or reduced production cost.

— The context in which the comparison takes place (e.g.,
academia or industry), the participants taking part in the
study (e.g., practitioners or academics), and the tasks
being performed (e.g., small scale or large scale).

Our PICOC criteria can be found in Table 1. Based on the
criteria and our motivations outlined in Sect. 3.1.1, the goals
of this survey are as follows:

Table 1 The PICOC criteria used in the survey

Population Researchers and practitioners using model-driven
methodologies

Intervention Analysis of existing matching approaches, with an
additional focus on text-based model matching

Comparison Differences between different matching techniques,
and the comparison of text-based and graph-based
approaches

Outcomes Better comprehension of the state-of-the-art, the
identification of current research trends and
possible avenues for future research

Context Academic research related to, and industrial

applications of model matching
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— Present the state-of-the-art of model matching algo-
rithms.

— Discover the fundamental differences between matching
techniques in order to identify research trends and future
research directions.

— Conduct a survey on text-based model matching
approaches, and compare them to graph-based ones.

— Identify open questions and challenges in the field of
model matching.

3.1.3 Research questions

Defining the research questions is arguably the most impor-
tant task during the planning of a systematic literature review.
Research questions drive the survey process, as the goal of
the process is finding the answers to them. Inclusion and
exclusion criteria (see Sect. 3.1.4) are also partially derived
from research questions. Based on our motivations and the
presented goals and scope of this survey, we formulated some
research questions that we aimed to answer. The goal of this
survey is to provide answers to these questions. They are as
follows:

— RQI What is the state-of-the-art of model matching?

RQI.1 How common are graph-based and text-based
model matching approaches? How do they compare
with each other?

RQ1.2 What model matching techniques are most
often used? What are the main differences between
them?

RQ1.3 How often are state-based and operation-based
change tracking used? What are the main differences
between the two, with regard to the focus of the algo-
rithms using them?

— RQ2 How can model matching approaches be evaluated?
What are the main considerations for evaluation?

— RQ3 What are the main open questions related to the field
of model matching?

— RQ4 How has interest in model matching developed over
time?

3.1.4 Inclusion and exclusion criteria

Inclusion and exclusion criteria are used to identify suitable
primary studies and to exclude unsuitable ones during the
search process. A candidate study always has to fulfill these
criteria. Every inclusion criteria has to be fulfilled in order for
astudy to be included, but if one or more exclusion criteria are
violated, the study is excluded. Table 2 contains our inclusion
and exclusion criteria that we used during the search process.
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Table 2 Study selection (inclusion and exclusion) criteria

Inclusion

Exclusion

Study is a peer-reviewed journal article, conference or
workshop paper, or a tech report

Study is related to model-driven methodologies

Study contains research that is related to model matching. The
presented algorithm must be able to support the matching of
models that conform to the same metamodel. Alternatively,
the study focuses on the evaluation of, or on open questions
related to model matching

Study contains research that answers at least one of our
research questions

Study is not a peer-reviewed journal article, conference or workshop paper, or
a tech report (e.g., books, masters theses, doctoral dissertations)

Study is not related to model-driven methodologies

Study does not contain research related to model matching, or it presents an
algorithm that does not support the matching of models that conform to the
same metamodel. Moreover, it does not focus on the evaluation of, or on
open questions related to model matching

Study is not related to any of our research questions

Study is not a primary study, for example, it is a survey. However, references
of related secondary studies are checked during the snowballing process

- Study is not written in English

- Study is not available online (for the authors of this survey)

3.1.5 Search strategy

During the search process, we acquired relevant primary
studies from the following sources: (i) manual search of cer-
tain conference and workshop proceedings, (ii) automatic
search of popular digital libraries, and (iii) the snowballing
process.

The manual search was conducted on the proceedings of
conferences and workshops that we knew of and contained
relevant studies. The reason we conducted the manual search
is to have an additional starting point besides the automatic
search. We aimed to expand these starting points via the
snowballing process, in order to get as many relevant papers
screened as we could. During the manual search, we screened
every paper in every year of the following conference and
workshop proceedings:

MODELS (International Conference on Model Driven
Engineering Languages and Systems)

— ME @MODELS (Models and Evolution Workshop) and
its predecessors MoDSE and MoDSE-MCCM
MODELSWARD (International Conference on Model-
Driven Engineering and Software Development)

CVSM (Comparison and Versioning of Software Mod-
els)

During the automatic search, we used the ACM Guide to
Computing Literature and IEEE Xplore. They are the largest
digital libraries, and the majority of surveys related to soft-
ware engineering use these two [168]. The ACM Guide to

Computing Literature covers most other digital libraries',

I The ACM Guide to Computing Literature contains 1,406,570 as of
the writing of this paper, see https://libraries.acm.org/digital-library/
acm-guide-to-computing-literature.

but the search strings can return more unrelated results. The
results of IEEE Xplore can be better focused with more spe-
cialized search strings, while covering less studies. Due to
this reasoning, we believe that these two databases together,
along with the previously mentioned manual search, ade-
quately covers most existing literature. Therefore, we used
different search strings for the two digital libraries, which are
as follows:

— ACM DL (+text +model +diff) OR ((keywords.author.
keyword:(+model  +match) OR  keywords.author.
keyword:(+model +merge)

OR keywords.author.keyword:(+model +difference)

OR keywords.author.keyword:(+model +compare)

OR keywords.author.keyword:(+model +comparison)

OR keywords.author.keyword:(+model +versioning)

OR keywords.author.keyword:(+model +composition)

OR keywords.author.keyword:(+model +union))

AND domain-specific model-driven model-based UML)
— IEEE Xplore ((model NEAR/2 differencing OR model

NEAR/2 comparing OR “model comparison” OR model

NEAR/2 matching OR model NEAR/2 merging OR

“model composition” OR model NEAR/2 versioning

OR model NEAR/2 union) AND (“UML” OR “model-
driven” OR “model-based engineering” OR “domain-

specific”))
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Fig.3 Overview of the study
selection process
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The search strings were formulated according to our
research questions, using terms and keywords found in pre-
viously known primary studies. The search strings were also
continuously refined during the search process. It is worth
noting that due to the search term limit of IEEE Xplore, the
related search string was split into multiple search strings
when we used it in practice. Keywords like model merging or
model composition were included because during the search
process, we realized that research related to these topics often
deal with model matching in some form.

The last component of our search strategy is the snow-
balling process. The goal of the snowballing process [163]
is to analyze the reference list of every included study from
the manual and automatic search processes, and screen them
using the same inclusion and exclusion criteria. The process
is then repeated with the newly included studies, until we can
no longer include new studies. The main goal of snowballing
is to include related studies that our search strings might have
missed, but the included primary studies reference them (e.g.,
other related studies, or follow-up studies).

3.2 Conducting the survey

The second phase of the survey is conducting the search based
on the planning phase. We detail our study selection process
with results displayed for each phase and present the structure
of the data extracted from the studies.

3.2.1 Study selection process
The study selection (search) process was conducted based on

the planning presented in Sect. 3.1.5. Figure 3 summarizes
this. First, the automatic and manual searches were conducted
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(they can be run independently), which resulted in 34 and
20 included studies, respectively. The snowballing process
was started with these 54 studies and finally resulted in an
additional 65 included primary studies. Snowballing is an
essential part of our study selection process, as over half of
the included studies were included during this process. The
screening process for a candidate study is depicted in Fig. 4.
This process was applied to every study that we found during
the manual, automatic, and snowballing processes. First, we
read the title and abstract of the study, and excluded it if the
inclusion and exclusion criteria were violated. After that, we
read the full paper, and if the study was a related secondary
study (namely, a survey), we included it for snowballing, but
not as a primary study. Otherwise, if, after reading the full
paper, the study fulfilled our inclusion and exclusion criteria,
we included it as a primary study. Thus, the second inclusion
and exclusion criteria check is there to check whether the
study still fulfills the criteria after reading the paper.

Table 3 contains the detailed results of the entire study
selection process. To sum it up, out of the 4693 studies exam-
ined, 1419 were duplicates, 2930 were excluded based on
their title and abstract, and 219 were excluded after analyz-
ing the paper. At the end of the process, 119 studies were
included, with an additional 6 papers categorized as surveys
(secondary studies). These surveys are not classified as pri-
mary studies, but their references were all checked during the
snowballing process. We would like to note that for the sake
of clarity, references examined during the snowballing pro-
cess do not include studies that are not available online” and

2 This criterion was applied in a total of 39 cases (of which 22 was dur-
ing the snowballing process) and mostly consisted of situations when
the paper in question was no longer available for anyone, as the web-
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Fig.4 The screening process
for one study
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Table 3 Summary of the study selection process

Automatic ~ Manual Snowballing  Overall

search search
Total 1139 1179 2375 4693
Included 34 20 65 119
Surveys 0 1 5 6
Duplicates 95 15 1309 1419
Excluded (soft) 945 1102 883 2930
Excluded (hard) 65 41 113 219

Table 4 Extracted data structure with possible values

Type (RQI.1)

Matching (RQ1.2)
Change tracking (RQ1.3)
Focus (RQ1)

Graph/text
Static/dynamic/similarity/custom
Operation-based/state-based
Accuracy/generality/both

Evaluation (RQ2) Yes/no
Open questions (RQ3) Yes/no
Year (RQ5) -
Author(s) -
Version control systems Yes/no

are not peer-reviewed journal articles, conference or work-
shop papers, or tech reports.

3.2.2 Extracted data

For every study in the 119 included studies, we extracted
relevant data that we used to answer our research ques-
tions. Table 4 summarizes the structure of the extracted data
together with the related research questions and the potential

site containing it ceased to function. There were no significant major
publication sources that were not included for this reason.

values each data type column can take. In addition to the val-
ues depicted there, every data type can also take on the values
unknown (when we could not decipher the value based on the
paper), other (when the value is not of one listed in the table,
but otherwise valid) and none. The detailed explanations for
the potential values are as follows:

— Type (RQI.1) The main type of the matching algorithm,
namely, whether it works using the graph-based structure
or the textual representation of the models. Our definition
of a textual representation can be found in Sect. 2.

— Matching (RQI1.2) The matching technique used by
the algorithm. We use the categorization proposed by
Kolovos et al. [86] (see Sect. 2 for details).

— Change tracking (RQ1.3) State-based or operation-based
change tracking, as discussed in Sect. 2.

— Focus (RQ1) The main goal and focus of the algorithm.
We consider the main ones to be accuracy and generality
(see Sect. 2 for details). If an algorithm focuses on both
of them, the possible trade-off for doing so is also marked
during data extraction. An algorithm can also focus on
other aspects, like the performance or scalability of the
algorithm.

— Evaluation (RQ2) Whether the study contains informa-
tion on the evaluation of model matching approaches.

— Open Questions (RQ3) Whether the study contains infor-
mation regarding open questions in the field of model
matching. This excludes open questions that are only
related to the presented algorithm in the paper, like spe-
cific improvements to the mentioned algorithm.

— Year (RQ4) The year the study was published.

— Author(s) The author(s) of the paper. Also used for iden-
tifying studies that discuss the same research work (see
Sect. 4 and Table 5).

— Version Control Systems Whether the study focuses on
model matching in the context of version control systems.
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Table5 Primary studies discussing the same algorithms

Algorithm Studies
AMOR S6, S18, S111
Chaouni et al. S16, S63

Dijkman et al.

Ehrig et al.
EMFCompare
Epsilon merging language
Fleurey et al.

Gerth et al.

Koegel et al.

Nejati et al.

Oda and Saeki

Ohst et al.

Oliveira et al.

SiDiff

Somogyi and Asztalos
UMLDiff

Zhang et al.

S36, S48, S64, S66, S103, S106
S65, S97

S81, S90, S98

S68, S78, S116

S7, S80, S92

S33, 834, S35, S56
S87, S88, S110, S112
S58, 859

S52,S74

S42, S71

S2, S76, S86

S9, S17, S39, S43, S113
S50, S70

S44, S115

S26, S27

These data are only needed to reinforce our conception
of version control systems being one of the primary moti-
vating factors for researching model matching.

4 Results and discussion

In this section, we present the reporting phase of our sur-
vey. It contains the presentation and discussion of our results,
namely, the answers to every research question formulated in
Sect. 3.1.3. For a full list of included primary studies, please
refer to Tables 6 and 7 that list every primary study with asso-
ciated extracted data (see Sect. 3.2.2 for details). We included
119 primary studies and 6 surveys during the conduction
of our survey. A total of 105 studies contained information
regarding our firstresearch question (RQ1), which means that
the mentioned studies discuss a model matching algorithm.
There are some research works that are split into multiple
studies, for example, with the discussed algorithm being con-
tinually improved over time. The list of these algorithms can
be found in Table 5. In order to normalize the effect these
studies have in our analysis, we have decided to handle these
papers as one study. We also updated the extracted data for
every related study where the extracted values differed. For
example, when the algorithm was improved over time (i.e., its
focus changed from only accuracy to both accuracy and gen-
erality), we use the improved version in our categorization.
At the end of this process, the number of studies containing
answers to RQ1 was reduced to 72 from 105.
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As for the statement that one of the primary motivations
behind model matching is supporting version control, we
found that 70 out of the included 119 primary studies mention
it as one of the motivations behind their research. Thus, we
believe this statement is mostly accurate. It is interesting to
note that studies dealing with model composition (of which
model matching can be a part of) and behavioral models were
less likely to include the support of version control as one of
their motivations.

4.1 State-of-the-art (RQ1)

Our firstresearch question is aimed at identifying the state-of-
the-art in model matching techniques. We split this question
into multiple subquestions, all of which we are answering
here: (i) comparison of text-based matching to graph-based
matching, (ii) discovery of differences between main match-
ing techniques, and the (iii) analysis of change tracking
approaches, with regard to the focus of the algorithm.

4.1.1 Text-based model matching (RQ1.1)

RQ1.1: How common are graph-based and text-based
model matching approaches? How do they compare
with each other?

The studies we found often refer to text-based model
matching as either raw text differencing [19,162,170] (e.g.,
GNU Diffutils [98] or KDiff [71]), or as to the XML-based
serialization of the models [30,146] (e.g., XMI [167]). The
former has very low accuracy in the case of models due to
structural differences (compared with source code), while
the latter is often dismissed due to its low abstraction level,
which also makes it less accurate. In Sect. 2, we defined
the textual representation of a model as a textual notation
that is mapped to the model by well-defined mechanisms.
We also excluded XML-based serialization from this def-
inition. During the categorization of the studies, we used
this definition to label algorithms as text-based. As we have
discussed before, there are certain advantages of using the
textual notation, like supporting off-line editing, better com-
prehensibility when focusing on details, or when compared
with XMI [67,68,144].

Out of the 72 related primary studies, the number of text-
based algorithms (8) is significantly lower than the number of
graph-based algoritms (64). We believe that this 11% to 89%
ratio is notable enough to conclude that text-based algorithms
are significantly more rare than graph-based ones in the exist-
ing literature. In the following, we give a brief summary of
every included text-based algorithm and then finish by com-
paring text-based algorithms to graph-based ones based on
our findings.
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Badreddin et al. [16] presented an approach where model
matching is based on a traditional textual version control
system (SVN [149]). The models are described in a textual
form by Umple [58], which is a modeling tool and program-
ming language family that aims at combining modeling and
programming with each other. Inconsistencies (conflicting
differences) are managed by the Umple editor. The main goal
of the approach is to achieve the uniform versioning of model
and code, for which the most feasible solution is to version
models in their textual form. The authors succeeded in con-
necting raw text differencing with model-driven engineering.
However, the difference representation is at a low abstraction
level (per text-line); thus, the differences are more difficult
to comprehend by the user during the merge process.

The algorithm presented by Alwanain et al. [11] focuses
on the automated composition of sequence diagrams.
Sequence diagrams are behavioral models, which differ from
static models in that they are often more sensitive to model
semantics when differenced and merged. The models used by
the algorithm are described by Alloy [70], which is a textual
language for describing structural properties. Alloy provides
amodeling tool that uses first-order logic to define properties.
Model matching is based on defining facts in Alloy, which
is a dynamic approach to model matching. The main focus
of the algorithm is accuracy, as it was specifically developed
for sequence diagrams.

Maoz et al. [101] proposed cddiff, a semantic differenc-
ing operator for UML class diagrams. Similarly to Alwanain
et al. [11], the models are described by Alloy. The match-
ing is done using a custom, language-specific algorithm that
heavily uses the semantics of class diagrams. The algorithm
focuses on accuracy, although a future goal of the authors is
“to apply the idea of semantic differencing and the computa-
tion of diff witnesses to other modeling languages as well”.

Foucaultetal. [59] aimed to enhance traditional text-based
version control (more specifically, git [54]) with domain-
specific semantics. The textual representations are described
by a textual domain-specific modeling language using EBNF,
and the matching is done based on static identifiers. The algo-
rithm is integrated in a model-driven engineering simulation
platform. The algorithm aims to achieve both accuracy and
generality, although the use of static identifiers limits the lat-
ter.

The algorithm presented by Somogyi and Asztalos [136,
137] (previous work of the authors of this survey) differences
and merges models based on their textual representations.
The textual notation is described by an arbitrary textual lan-
guage and must be mapped to the model by an associated
parser [2]. The matching is done with a heavy reliance on the
parser. The parser has to satisfy a number of requirements
by the algorithm, which requires some effort to configure;
however, in return, the algorithm can be both accurate and
general. Thus, the algorithm aims to achieve both accuracy

and generality, at the cost of fulfilling practical requirements
that the parser has to satisfy.

The algorithm proposed by Barrett et al. [19] focuses on
merging use cases models that are given in a textual form.
Textual use cases are usually described in a natural language.
The algorithm is operation-based, and as such, it records
changes as they occur. Thus, there is no need for explicit
model matching. Finite state machines are constructed from
the textual representation, and then used during the merg-
ing process. The authors focus on the accuracy of merging
use cases models given in a textual form—a task for which
there was no proposed solution before—and present a unique
algorithm for solving the problem.

TMDiff, proposed by van Rozen and van der Storm
[157], is an algorithm that uses standard textual differencing
during the origin tracking between the textual representa-
tion and the model. The algorithm is also operation-based.
Therefore, while explicit matching is not needed due to the
operation-based change tracking used by the algorithm, raw
text differencing is still used as a means of origin tracking,
namely, the mapping mechanism between text and model.
The algorithm is implemented in Rascal [80], and the text
is parsed into an abstract syntax tree by a parser [2]. The
authors mention an interesting problem related to text-based
model matching. Namely, non-semantic information (e.g.,
comments) in the text may influence text-based algorithms,
and have to be handled appropriately.

Rivera and Vallecillo [127] chose to represent models in
a textual form with Maude, which is a “high-level inter-
preter and compiler in the OBJ algebraic specification family
[128]”. The matching in their algorithm is based on both static
identifiers and similarity metrics. Their algorithm also sup-
ports the models having different metamodels, and is highly
configurable. The focus of the algorithm is both accuracy
and generality, which comes at the cost of specifying the
Maude-based representation of the models, and configuring
the algorithm.

According to our findings, 3 text-based algorithms focused
on both accuracy and generality, 4 algorithms focused only
on accuracy, while 1 algorithm had special goals in mind
(Badreddin et al. [16]). Aiming for both accuracy and gener-
ality often comes with the compromise of needing to map the
textual representation for different modeling languages, and
also with the configuration cost of the algorithm itself. We
have seen examples of this configuration cost in two out of
three algorithms that aimed to be both accurate and general at
the same time [127,136,137]. Foucaultet al. [59] is the excep-
tion to this, as their algorithm aims to be general by using
static identifiers, which limits its practical applicability in the
case of more complex modeling languages. We did not find a
text-based algorithm which focuses only on generality. Raw
text differencing might be considered to be such an approach,
but due to the reasons explained in Sect. 2, such approaches
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are not considered to be sufficient for graph-based models.
Since the textual notation of a model is often considered a
second-hand notation next to the graphical one, the effort
required to use these algorithms with a new modeling lan-
guage that do not already support the textual representation
can be considerably high. However, if this problem can be
efficiently solved, then text-based algorithms can provide an
alternative to graph-based ones, as they can be easily inte-
grated into existing version control systems, further bridging
the gap between modeling and coding.

Graph-based and text-based algorithms can be success-
fully combined [127]. In addition to the textual representa-
tions, text-based algorithms still have to take into account the
internal graph-based representation of the models in order to
preserve accuracy and a high level of abstraction when cal-
culating and presenting differences. Thus, often, text-based
model matching algorithms can be viewed as an extension
of graph-based algorithms. In addition, they also have the
added benefit of supporting text-based modeling by solving
the model matching problem on the textual representations
[67].

As a final note, we found no text-based algorithms that
relied on similarity-based matching, but found examples for
every other matching technique. This can be explained by
the fact that text-based algorithms often rely on the under-
lying mechanism that maps the model to text. This usually
requires a higher configuration cost (dynamic matching), but
there is no need for similarity-based matching if the under-
lying mechanism can give an exact answer to the question
of whether or not two model elements are considered to be a
match.

Due to space limitations, we do not summarize each of the
64 graph-based studies we included in our survey. Instead,
we briefly summarize our findings. Figure 5 contains the
summary of graph-based algorithms with regard to their
focus. Statistically, we can conclude that graph-based algo-
rithms are more varied than text-based ones. In contrast to
text-based algorithms, similarity-based approaches are also
more common among graph-based algorithms. Some of these
graph-based algorithms will be discussed in more detail in
later sections (e.g., when discussing open questions), as they
have increased relevancy there.

Summarized, our key findings on comparing text-based
model matching algorithms with graph-based ones are as
follows:

— Lack of text-based algorithms There is a lack of text-
based model matching algorithms, and an even greater
lack of general text-based algorithms.

— Motivations behind using text-based algorithms The
main motivations we found behind text-based model
matching are (i) using the simplicity of raw text dif-
ferencing and enhancing it to be suitable for models
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[16,59,157], (ii) aiming for better accuracy at a higher
configuration cost [127,136], and (iii) supporting the tex-
tual notation of the models by solving a related, specific
problem [19,157].

— Generality comes with configuration cost Text-based
model matching algorithms tend to focus either on accu-
racy, or on both accuracy and generality. This often comes
with a compromise in the form of an increased config-
uration cost of the algorithm and the mapping of the
textual representation. Only when these costs are accept-
able that text-based algorithms can be reliable used in
a more general way in practice. Thus, they are either
accurate (usually with a single language in mind), or
have a higher configuration cost to be used generally.
However, more research is needed on the analysis of the
trade-off between the configuration cost and the general-
ity/accuracy of the text-based algorithm, as no study we
found dealt with this problem in detail. As a final note,
the idea of supporting both accuracy and generality at a
higher configuration cost is also present in graph-based
algorithms.

— Quantifying the configuration cost? What metrics can
we use to express the effort required to use a text-based
matching algorithm with a particular modeling language?
Can it be expressed using standard metrics? The studies
we found did not discuss this problem.

4.1.2 Matching techniques (RQ1.2)

RQ1.2: What model matching techniques are most
often used? What are the main differences between
them?

Figure 6 summarizes the main matching techniques used
by the algorithms we found, according to the categorization
detailed in Sect. 2. We would like to note that the sum of the
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Fig.6 Summary of the matching techniques used by identified model matching algorithms

numbers on the figure is greater than the number of unique
algorithms. This is due to the fact that algorithms using more
than one matching technique are counted multiple times
for every used technique. We can see that similarity-based
matching is the most popular, followed by static and dynamic
matching. Operation-based algorithms usually use no match-
ing technique (hence the category none on the figure). Please
note that the number of operation-based algorithms (15, as
detailed in Sect. 4.1.3) is higher than the number of algo-
rithms using no matching technique (14), as one particular
operation-based algorithm we found [157] uses raw text
matching as a form of origin tracking between model and
text.

We identified six studies that used matching techniques
that did not fit into our categorization. Schwigerl et al. [132],
vanden Brand et al. [159], Kehrer and Kelter [73], and Barrett
et al. [17] all use configurable matching, which means that
any matching technique can be used as long as it fulfills
specific criteria. Badreddin et al. [16], along with van Rozen
and van der Storm [157], use raw text differencing in some
form. Thus, there were two categories that did not fit our
existing categorization based on the work of Kolovos et al.
[86]: (i) configurable matching algorithms, and (ii) raw text
differencing.

Figure 6 also presents matching techniques used by algo-
rithms working with behavioral models. Behavioral models
describe a process, like state charts [75,108], or business
process models (BPM) [49,50,93]. We found that the seman-
tics of the models greatly influence the model matching, as
opposed to static models. In the case of behavioral mod-
els, similarity-based matching is the most popular. Moreover,
algorithms focusing on behavioral models tend to focus on
accuracy instead of generality.

Figure 7 depicts the different matching techniques with
regard to the main focus of the algorithm. Static match-
ing is often used in achieving both accuracy and generality,
although the use of static identifiers usually severely lim-

its the latter. Similarity-based matching is often employed
when the accuracy of the algorithm is the main focus. It
is also worth mentioning that behavioral algorithms con-
tribute greatly to this statistic, as seen in Fig. 6. In the case of
dynamic matching, custom, and other algorithms, we found
no distinguishable correlations.

4.1.3 Change tracking (RQ1.3)

RQ1.3: How often are state-based and operation-based
change tracking used? What are the main differences
between the two, with regard to the focus of the algo-
rithms using them?

Out of the 72 algorithms the survey identified, the majority
(75%) were state-based, some were operation-based (~21%),
while a small number of algorithms (~4%) used both change
tracking approaches. Figure 8 depicts the main focus of
state-based and operation-based algorithms. Contrary to our
preliminary expectations, the operation-based algorithms we
found are split evenly with regard to the focus of the algo-
rithm. State-based algorithms tend to focus more often on
accuracy (50%). Thus, in general, we can draw two main
conclusions from these results: (i) state-based approaches
are more commonly used, and (ii) there are no significant
correlations between the used change tracking method and
the main focus of the algorithm.

Regarding behavioral models, Soto and Miinch [140]
argue that operation-based approaches are not suitable for
process models, stressing that manual change logs are espe-
cially difficult to use. Our findings support their claims, as the
number of state-based behavioral algorithms (7) we found
significantly outweighs the number of operation-based (1)
algorithms, even if we count the number of approaches where
both change tracking methods were used (1).
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Fig.7 Correlations between 10
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4.2 Evaluation techniques (RQ2)

RQ2: How can model matching approaches be evalu-
ated? What are the main considerations for evaluation?

The evaluation and benchmarking of model matching,
differencing, and merging algorithms is considered to be a
difficult task in the literature [8,152]. Most approaches that
we found focus on the accuracy of the matching process
in some way [1,4-7,27,44,47,48,108,109,152,158,161,169].
Metrics like precision, recall, or F-measure that are known
from pattern recognition and machine learning [26] are often
used to measure accuracy. Precision is usually the measure of
exactness or fidelity; it is equivalent to the ratio of correctly
detected matching pairs to all detected pairs. Recall is often
used as the measure of completeness; it is equivalent to the
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ratio of correctly detected matching pairs to the number of
all correct matching pairs. Instead of these values, the mean
average precision and recall are often used [47,48]. These
metrics are regularly used in the case of structural models,
but they can also be defined for behavioral models. In addition
to being used to measure matching accuracy, these metrics
can also be used for measuring the accuracy of conflict detec-
tion or resolution. The concept is similar, finding the ratio of
correctly identified matching pairs or conflicts [169]. As a
final note on the topic of conflict detection, Koegel et al. [84]
evaluated operation-based conflict detection approaches by
running the changes in a batch-mode on predefined models,
and evaluating their results manually. Conflicting and non-
conflicting changes were separated in their approach.
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Another common consideration regarding the evaluation
of matching algorithms is the runtime of the algorithm
[1,47,152,158]. Scalability—based on the number of model
elements in the input models—is also an important factor that
mostly influences large models. Runtime performance can
be expressed with a simple time metric, i.e., in milliseconds.
Scalability can be expressed by using space and time com-
plexity [14], which, similarly to other fields where algorithms
are considered, are used in the field of model matching as well
[108,109]. As with most algorithms in computer science, the
dilemma of whether to focus on accuracy or performance is
also present with model matching. This is especially relevant
when matching large-scale models, although few studies that
we found focused on this problem [151].

Benchmarking algorithms is considered to be an area
where further research is required in this field [8,123]. Hav-
ing standardized benchmark model datasets that can be used
to evaluate algorithms is beneficial to researchers, as it is
then possible to compare different algorithms objectively,
regardless of their inner workings or the technology used to
implement the algorithm. Unfortunately, there are very few
such benchmark datasets available. It would also be useful
if such benchmark datasets could automatically be gener-
ated instead of creating them manually, especially in the case
of large-scale test models. The benchmark dataset used by
van den Brand et al. [158] contains both manually and auto-
matically created EMF [145] models. Using the datasets,
the authors successfully compare EMFCompare [111] and
RCVDiff [156] with each other, based on performance and
accuracy. However, using the dataset with algorithms that are
incompatible with EMF models by default would be difficult,
as the implementation is technology dependent. Dijkman et
al. [47] used the SAP reference model, while Koegel et al.
[84] used two manually defined real projects during their
evaluation. Both datasets have the same problems when we
try to extend them for more general use—they are technology
dependent. Dijkman et al. [44,47] compared different match-
ing algorithms used with business process models, based on
accuracy and performance. Both experiments concluded that
the greedy algorithm was the best in both accuracy and per-
formance. The testing models were derived from the local
government domain and from the SAP reference model. To
conclude, the automatic generation of sufficient benchmark
datasets remains to be a problem in the field of model match-
ing.

Another way we can evaluate matching algorithms is the
conduction of user studies in order to gather empirical infor-
mation on various aspects of an algorithm. Melnik et al. [104]
carried out a user study in order to find out how the different
parameters of their algorithm affected matching results, and
how much overall manual labor was saved when using the
algorithm. De Lucia et al. [97] conducted an empirical study
carried out by students in order to evaluate the effective-

ness of their algorithm with regard to the automatic conflict
resolution and the manual intervention required. Although
proven to be efficient in evaluating certain aspects of algo-
rithms that would otherwise be difficult to quantify, we found
that empirical user studies are few in number in the literature.

We identified frameworks whose purpose is the evalu-
ation of model matching/differencing/merging algorithms
[62,152]. MCTest [62] evaluates Eclipse-based model match-
ing algorithms. The framework is implemented in Java,
highly configurable, and homogenizes results for every
approach. The accuracy and performance of the algorithms
can be evaluated with the framework. The framework pro-
posed by Uhrig and Schwigerl [152] is also an Eclipse-based
framework for the evaluation of matching algorithms. The
framework accounts for user involvement, has automatic
error calculation (based on a manually defined match model),
and evaluates the accuracy and performance of the matching
algorithms.

Although slightly out-of-scope for our survey, evaluat-
ing the correctness of the merge process is a direction that
some approaches take [108]. This evaluation often includes
mapping the model to a mathematical formalism, i.e., map-
ping behavioral models to labeled transition systems (LTS).
On the topic of merging, La Rosa et al. [93] examined
some basic properties of their merge operator: idempotence,
commutativity, and associativity. They also analyzed their
compression factor (size of the merged model compared
with the input models), and evaluated the scalability of the
merging process as opposed to manual man-hours needed to
accomplish the merge.

To sum it up, the two main problems we found regarding
evaluation during our survey are (i) the technology depen-
dence of benchmark data sets and evaluation tools (which
are mostly Eclipse-based), and (ii) the manual verification
of the result of the matching algorithm compared with the
optimal result [44,50,62,152,161]. The latter is especially
problematic in the case of large-scale models, for which we
found a lack of solutions regarding evaluation.

Summarized, our key findings on the evaluation of model
matching algorithms are as follows:

— Measuring metrics are established Matching accuracy
is often used to evaluate matching algorithms. It can
be measured with metrics borrowed from pattern recog-
nition: precision, recall, and F-score. The accuracy of
conflict detection and resolution can also be measured
using these metrics. Performance and scalability are also
common factors, although large-scale models are some-
what neglected in this regard.

— Lack of automated benchmarking Benchmarking is often
mentioned as one of the main challenges in the field of
model matching. We found that there is a need for the
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automatic generation of technology-independent bench-
marking model datasets.

— Lack of empirical studies Empirical user studies are rare,
although they can be used to verify certain aspects of an
algorithm (e.g., human effort required to use) that would
otherwise be difficult to quantify.

— Lack of technology-independent evaluation frameworks
There are some existing evaluation frameworks for model
matching algorithms, but they are usually technology
dependent [62,152].

4.3 Open questions (RQ3)

RQ3: What are the main open questions related to the
field of model matching?

In the earlier years of research in model differencing and
merging, there was a clear need for general algorithms that
did not rely on static identifiers [3,8]. Our findings confirmed
that this is no longer the case, as there are numerous algo-
rithms that focus only on generality and do not rely on static
identifiers (16 that we found, see Sect. 4.1.2 for details).

Although loosely connected to model matching, the most
frequently mentioned open questions that we found were (i)
the lack of reliable automatic conflict resolution [3,8,16,33]
and (ii) the need for better difference and conflict visualiza-
tion [8,33,95,102]. The former problem is important, since
introducing manual user choice can make the algorithm be
more prone to errors, as user input is now a factor. Although it
can be argued that knowledge from domain experts is useful
in supplementing the algorithm, a more automatic, and also
reliable conflict resolution can greatly ease the process. How-
ever, a faulty automatic conflict resolution mechanism can
lead to inconsistencies in the model. Therefore, reliable and
accurate automatic conflict resolution is important in model
differencing and merging. A frequently mentioned solution
to the latter problem is the specification of differences and
conflicts in the concrete syntax of the model in question.
Our findings confirmed that these problems are still open
questions, as we found few approaches that focused on them
[37,97,114,142].

Brosch et al. [30] conducted an extensive survey that
serves as an introduction to the model versioning research
field. The main open questions they identified are (i)
intention-aware and (ii) semantics-aware model version-
ing. The former problem is related to model merging. The
authors argue that ideally, the merged version should rep-
resent the summary of the intentions each developer had
in mind when performing their operations. Essentially, this
means the preservation of the original goals the develop-
ers had, instead of merely automatically combining every
non-conflicting operation. The solution proposed by the
authors is detecting the application of composite operations
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like refactoring, allowing developers to annotate intention.
Moreover, Barrett et al. [18] also argue that there is no
clear definition on what should happen during model merge.
The second problem states that non-conflicting syntactical
operations can still cause semantical conflicts (e.g., dead-
locks in behavioral models). Also, at the time, there were
no currently accepted formal semantics for often-used lan-
guages like UML. > Moreover, the authors argue that existing
approaches are specific to modeling languages and language
constructs.

Semantic model matching and differencing is a relatively
new research direction [10,55,99-102,119]. It tries to incor-
porate the semantic meaning of the model elements during
the matching process. Maoz et al. [102] identified several
open questions related to semantic model differencing: (i)
semantic diff witness computation is algorithmically diffi-
cult and the witnesses may be sound, but incomplete, (ii)
diff witness presentation is language-specific (see previous
open questions), (iii) integration with syntactic differencing
is lacking [95]. As for the integration, the authors propose
that semantic matching should use the results of the previ-
ously ran syntactic matching in order to localize and improve
its performance.

Badreddin et al. [16] identified several open questions and
challenges in the field of model matching. They are as fol-
lows: (i) model entities and diagram layouts are not separated
sufficiently, (ii) low tool adoption of existing approaches
(lack of mature tools), (iii) existing approaches are not
suitable for large-scale models (few approaches consider
them), and (iv) the non-determinism and unpredictability of
matching, especially for similarity-based approaches. The
first problem refers to standard model representations (i.e.,
XMI [167]) containing diagram-specific information, like
the coordinates of model elements on the diagram. This
could inherently influence the matching process. A way
to solve this is to avoid using only the XMI representa-
tion for the matching process. For example, the algorithm
could work with an abstract graph built from the XMI that
omits diagram layout data, or with a structure built from
a textual representation. The second problem, namely, lack
of tool support, is still a relevant problem. The proposed
algorithms usually have a working prototype, but accord-
ing to our findings, industrial tools are much more rare.
The third problem, large-scale model matching, is still an
open question. Since the graph isomorphism problem is NP-
complete [81], algorithms that deal with large-scale models
have to be heavily optimized [34,151]. This results in a
heavy focus on performance, which could come at the cost
of accuracy. The last stated problem is the non-determinism
of existing approaches. As the authors stated, this often

3 Regarding UML, this is no longer the case, see https://www.omg.org/
spec/FUML/.
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occurs when the matching algorithms are configurable or
similarity-based. Indeed, two separate configurations can
lead to different results on the same input. However, it can
also be argued that the strength of these approaches is in
their high degree of configuration, which makes them more
general. Therefore, we do not consider this a huge prob-
lem.

The question of how we can measure the quality of model
differences can arise, i.e., what can be considered a “good”
model difference [123]. There is also a clear need of standard-
ized benchmark model sets [8,123], as we have discussed in
Sect. 4.2.

We examined the differences between the matching of
structural and behavioral models in Sect. 4.1.2. In the case
of structural models, a wide variety of matching approaches
were used in the primary studies we found. However, in the
case of behavioral models, we found that general approaches
are much more rare. We concluded that the reason for
this is that behavioral models rely on semantics more than
structural models [75]. Thus, more specific matching algo-
rithms are needed for behavioral models in order to achieve
an acceptable degree of accuracy. Soto and Miinch [140]
identified several open questions related to process model
matching and differencing. They are as follows: (i) filter-
ing and representing results for multiple user groups (i.e.,
developers, managers) is difficult, (ii) process models are
often specific to organizations; thus, algorithms have to
respect their schema, and (iii) the problem of whether state-
based or operation-based approaches are better in the case
of process models. The first question is similar to the dif-
ference representation found in the case of static models.
The second problem further reinforces the fact that gen-
eral approaches are less useful in the case of behavioral
models. We discussed the third problem in Sect. 4.1.3, dur-
ing our discussion on change tracking. As a final note on
process model matching, Soto and Miinch also argue that
raw text differencing is useful for process models, but only
for certain parts of the model, like long text-based descrip-
tions.

Finally, we found the following recurring questions that
we aimed to answer in our survey: (i) what criteria can be
used to identify correspondences between models, and how
these criteria can be quantified [55], (ii) how should model
elements be identified [18], (iii) what are the fundamental
limitations of the matching process (i.e., complexity) [95],
and (iv) are published model differencing approaches sub-
stantially different [95]. We believe that the answers to our
research questions in this section cover these questions.

Summarized, the major open questions and challenges in
the field of model matching that we identified are as follows:

— Relatively low industrial appliance Low tool adop-
tion of existing algorithms. Most algorithms have a

working prototype, although industrial applications are
rare.

— Inadequate change visualization Although loosely related
to the field of model matching, difference and conflict
visualization is not adequate enough, the concrete syntax
of the model should more often be used for this pur-
pose.

— Intention-aware model versioning Intention-aware model
versioning is a possible future research direction where
the result of a model merge is based on the intentions of
the developers committing the changes.

— Semantic model matching Semantic model matching is
a relatively new research direction with multiple prob-
lems: algorithmic complexity, difference representation,
and integration with syntactic matching.

— Lack of benchmarking datasets Benchmarking datasets
are uncommon and are usually technology dependent.
Automatically generated and technology-independent
datasets are needed in order to more objectively evaluate
algorithms.

— Large-scale model matching Large-scale model match-
ing needs more research. The trade-off between perfor-
mance and accuracy also merits further research.

— General algorithms for behavioral models? General
model matching algorithms do not seem to perform well
regarding accuracy, as behavioral models seem to rely
too heavily on semantics. Can more general algorithms
be developed for behavioral models?

— Further analysis of text-based algorithms The investi-
gation of the differences between text-based and graph-
based algorithms, and identifying and quantifying the
aspects that they differ in merits further research. This
also includes the analysis of the correlation between the
configuration cost and accuracy/generality of the text-
based algorithm discussed in Sect. 4.1.1.

4.4 Interest in model matching (RQ4)

RQ4: How has interest in model matching developed
over time?

Figure 9 illustrates every included primary study per year,
from the earliest published paper (2001) to the latest one
(2018). We can see that the apex of research related to model
matching was between 2007 (16 studies) and 2009 (20 stud-
ies). From then, a steady decline in the frequency of published
papers can be observed. Nevertheless, we believe that the
open questions and challenges we identified in this survey
are still relevant and merit further research.

Figure 10 contains every graph-based and text-based algo-
rithm, on a per-year basis. This excludes primary studies that
do not present a particular algorithm. Text-based algorithms
are significantly fewer in number. They started to emerge
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Fig.9 Number of included 20
primary studies per year
18

16

n.o. studies

2001 2003

later as well, from 2008. Moreover, the steady decline that is
present in the case of graph-based algorithms is not present
here. This can mean that although interest in text-based model
matching algorithms is low, it is not declining. However, due
to the low sample size of text-based algorithms, we are not
confident in this conclusion.

As a final note, in previous charts, multiple studies that
discuss the same algorithm were handled separately, and are
not merged into one study like we discussed in Sect. 4. We
believe this represents interest in model matching more accu-
rately, as iterations on existing algorithms are also important
in this regard.

4.5 Threats to validity

Systematic literature reviews follow well-defined guidelines
in order to be accurate and repeatable. However, even when
closely following these guidelines, every survey is inherently
subjective to some degree. In this subsection, we list the main
threats to the validity of our survey, and what steps we took
to mitigate them.

We consider the following to be the main threats to the
objectivity and repeatability of our survey: (i) the study selec-
tion strategy we used and (ii) researcher bias. To mitigate the
first one, we followed the guidelines for systematic litera-
ture reviews presented in the literature as closely as possible
[78,79,163]. We aimed for the best coverage of included stud-
ies by using broader search terms during automatic search,
and by manually searching venues that we knew had promis-
ing studies we can include. The goal of the snowballing
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2005 2007 2009 2011 2013 2015 2017

Year

process was to find related studies that we missed during the
previous two searches. That said, we do acknowledge that
there may be some missing studies that our search strategy
did not manage to find. Furthermore, by also doing a manual
search process, the selected venues might be overrepresented
in the final result of the survey. We concluded that this was an
acceptable compromise to increase the number of included
primary studies.

Out of the two main threats mentioned, we consider
researcher bias to be the primary threat to the validity of
our survey, since it was conducted by two researchers. Dif-
ferent researchers might interpret a given study differently,
especially regarding some aspects that had to be examined
for our research questions. Although we aimed to give the
exact definitions and instructions for extracting data from the
included studies in Sect. 3.2.2, some values might be subjec-
tive to researcher bias. We acknowledge that there may be
misinterpretations during the analysis of these approaches,
especially due to the low number of researchers conducting
the survey. For example, determining the focus of a model
matching algorithm can be subjective when little information
is given in the examined study. However, since we conducted
the survey based on the guidelines and planning presented in
Sect. 3.1, we believe that our survey is repeatable, and the
repeated results would closely resemble the ones we got.

Moreover, research works that discuss the same algorithm
can be splitinto multiple studies, for example, if the algorithm
has improved over time. In order to handle cases like this as
objectively as possible, we merged these studies into one
study. Therefore, when answering relevant research ques-
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Fig. 10 Number of identified 14
graph-based and text-based

model matching algorithms per

year 12

10

n.o. studies
(oo}

2001 2003

tions, statistics are less skewed as opposed to handling them
as multiple studies. Section 4 and Table 5 discuss and summa-
rize these merged studies. In the case of improving algorithms
(for example, when an algorithm focused only on accuracy,
but was improved to also be general in the next study), we
used the improved properties of the later publications. Thus,
we believe that we have managed to minimize the impact of
this threat to our survey.

5 Conclusions

This survey consists of a systematic literature review (SLR)
on matching techniques used in model-driven methodolo-
gies. We conducted the survey as a planned, well-defined
process. It was carried out to acquire the state-of-the-art
of model matching approaches in the existing literature.
We identified the boundaries of the research field of model
matching in model-driven methodologies. We focused on
discovering differences between matching techniques, and
on comparing text-based model matching approaches with
graph-based ones. We have identified a total of 4693 studies,
of which 1419 were duplicates, and 119 were included as
primary studies, with an additional 6 papers categorized as
relevant survey papers”*. After thoroughly analyzing the data
extracted from the selected primary studies, we identified
research trends in model matching along with possibilities

4 The extracted data (including relevant venues of publications) can
be found here: https://github.com/Fsomogyi/Systematic-Review-of-
Matching-Techniques-Used-in-Model-Driven-Methodologies.

Graph
Text
2005 2007 2009 2011 2013 2015 2017
Year

for future research. We also identified the main open ques-
tions related to the field of model matching, and summarized
the state-of-the-art of evaluating model matching, differenc-
ing, and merging approaches. We compared text-based and
graph-based algorithms and concluded that the former are
much more rare, and usually require a higher configuration
cost to use. The conclusions presented in the survey can help
researchers and practitioners in the field of model matching
in identifying gaps in existing research and in focusing their
future work.
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Table 6 Categorization of

selected primary studies (pt. I) ID Type Matching Change Focus Eval. Open Q. VCS

S1[129] G C S B - - Y
S2 [55] G D+SI S B - Y

S3[12] G C S O - - -
S4 [51] G N (0)% B - - Y
S5 [100] G N oP G - - Y
S6 [148] G ST+SI B B - - Y
S7[56] G D S B - - -
S8 [103] G ST S G - - Y
S9 [76] G D+SI S G - - Y
S10[132] G (0} S A - - Y
S11 [124] G N OP G - - Y
S12[118] G D S A - - -
S13[102] - - - - - Y -
S14 [16] T (0} S (¢} - Y Y
S15[110] G ST S G - - Y
S16 [35] G C S A - - -
S17[72] G D+SI S G - - -
S18[31] G ST+SI B B - - Y
S19 [99] G C S A - - Y
S20 [44] - - - - Y - -
S21 [123] - - - - - Y -
S22 [158] - - - - Y - -
S23[11] T D S A - - -
S24 [101] T C S A - - Y
S25 [75] - - - - - Y -
S26 [37] G N oP A - - Y
S27 [169] G N oP A Y - Y
S28 [27] G SI S A Y - -
S29 [97] G ST S A Y - Y
S30 [147] G C B B - - Y
S31 [20] G N OoP A - - -
S32[92] G N OoP (¢} - - Y
S33 [91] G C S B - - Y
S34 [65] G C S B - - Y
S35 [63] G C S B - - Y
S36 [46] G SI S A - - -
S37[77] G ST S A - - Y
S38 [3] G ST S A - Y Y
S39 [151] G D+SI S G Y - Y
S40 [66] G D+SI S A - - Y
S41[114] G ST+D S G - - Y
S42 [115] G ST+D S A - - Y
S43 [24] G D+SI S G - - Y
S44 [166] G SI S A - - Y
S45 [86] - - - - Y — Y
S46 [96] G ST+SI S G - - Y
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Table 6 continued

ID Type Matching Change Focus Eval. Open Q. VCS
S47 [59] T ST S B - - Y
S48 [45] G ST S A - - -
S49 [159] G 0] S G - - -
S50 [136] T D S B - - Y
S51[28] G D S B - - -
S52 [112] G N OP B - - Y
S53 [47] - - - - Y - -
S54 [130] G N OoP (0] - - Y
S55 1331 - - - - - Y Y
S56 [64] G C S B - - Y
S57 [41] G unknown S G - - Y
S58 [108] G ST S A Y - -
S59 [109] G ST S A Y - -
S60 [153] G N OoP (0] - - -

G graph; T text; B both; O other; N none; ST static; S/ similarity; D dynamic; C custom; S state-based; OP
operation-based; A accuracy; G generality; Y yes

Table 7 Categorization of

selected primary studies (pt. IT) ID Type Matching Change Focus Eval. Open Q. VCS
S61 [4] G SI S A Y - -
S62 [62] - - - - Y - Y
S63 [36] G C S A - - -
S64 [49] G SI S A - - -
S65 [50] G SI S A Y - -
S66 [93] G SI S A Y - -
S67 [170] G ST S A - - Y
S68 [88] G D S B - - -
S69 [19] T N OoP A - - Y
S70 [137] T D S B - - Y
S71[116] G ST+D S A - - Y
S72 [126] G D A - - -
S73 [133] G C S G - - Y
S74 [113] G N OP B - - Y
S75[17] G (0} S A - - Y
S76 [119] G D+SI S B - Y -
S77 [165] G SI S B - - -
S78 [871] G D S B - - -
S79 [95] - - - - - Y Y
S80 [125] G D S A - - -
S81[111] G SI S G - - Y
S82 [18] - - - - - Y Y
S83 [38] G N OP o - - -
S84 [89] G ST+D S B - - -
S85 [94] G SI o - - -
S86 [117] G D+SI S B - - -
S87 [84] G N oP B Y - Y
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Table7 continued

ID Type Matching Change Focus Eval. Open Q. VCS
S88 [82] G N OP B - - Y
S89 [157] T (¢} OP A - - Y
S90 [150] G ST S G - - Y
S91 [140] - - - - - Y Y
S92 [60] G D S A - - -
S93 [127] T ST+SI S B - - Y
S94 [90] G N OP G - - Y
S95 [105] G SI S G - - Y
S96 [34] G SI S (0] - - -
S97 [29] G SI S A - - -
S98 [1] G SI S G Y - Y
S99 [10] G D S B - - Y
S100 [5] G ST S A Y - -
S101 [6] G ST S A Y - -
S102 [104] G ST S G Y - -
S103 [48] G ST S A Y - -
S104 [53] G C S A - - -
S105 [142] G ST S A - - Y
S106 [161] G ST S A Y - -
S107 [152] - - - - Y - -
S108 [39] G N (0)3 G - - Y
S109 [13] G D S G - - -
S110 [69] G N OP B - - Y
S111[32] G ST+SI B B - - Y
S112 [85] G N OP B - - Y
S113 [162] G D+SI S G - - Y
S114[7] G SI S A Y - -
S115 [164] G SI S A - - Y
S116 [52] G D S B - - Y
S117 [139] G ST S B - - Y
S118 [73] G (0] S A - - Y
S119[8] - - - - - Y Y

G graph; T text; B both; O other; N none; ST static; S similarity; D dynamic; C custom; S state-based; OP
operation-based; A accuracy; G generality; Y yes
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