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Abstract
Modern companies regularly use social media to communicate with their customers. 
In addition to the content, the reach of a social media post may depend on the sea-
son, the day of the week, and the time of the day. We consider optimizing the timing 
of Facebook posts by a large Finnish consumers’ cooperative using historical data 
on previous posts and their reach. The content and the timing of the posts reflect the 
marketing strategy of the cooperative. These choices affect the reach of a post via 
a dynamic process where the reactions of users make the post more visible to oth-
ers. We describe the causal relations of the social media publishing in the form of 
a directed acyclic graph, use an identification algorithm to obtain a formula for the 
causal effect, and finally estimate the required conditional probabilities with Bayes-
ian generalized additive models. As a result, we obtain estimates for the expected 
reach of a post for alternative timings.

Keywords Causal inference · Bayesian model · Social media · Decision making

1 Introduction

Companies widely use social media to communicate with their customers. The 
goals of marketing communication in social media may include, for instance, 
developing brand awareness, creating engagement, monitoring customer feed-
back, promoting products and services, and ultimately increasing sales (Kotler 
et al. 2017; Misirlis and Vlachopoulou 2018). As reaching the targeted audience 
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is a prerequisite for the marketing communication to have any effect, increasing 
the customer reach can be regarded as an intermediate target for improving the 
efficiency of social media marketing.

The total reach of a social media post, i.e. the number of unique users who 
saw the post on their screen, can be easily monitored using tools provided by the 
social media platform. In addition to the content of the post and possible paid 
promotion, the total reach may depend on the time of the posting. The effect of 
time can be further divided into the effects of the season, the day of the week, 
and the time of day. Considering posting on the day of the week and the time of 
the day for a post is an attractive option because unlike paid promotion it does 
not induce additional costs. If optimizing the day and time of posting improves 
total reach, marketers should consider this option before spending money on paid 
promotion.

We consider the problem of choosing the timing that maximizes the expected 
total reach of a social media post. This is a problem of causal inference (Pearl 2009) 
that differs from the problem of predicting the total reach on the condition of the 
timing. The causal effect of timing could be estimated from a randomized controlled 
trial, often called an A/B-test (Kohavi and Longbotham 2017) in the business con-
text. For instance, Chawla and Chodak (2021) conducted an experiment on Face-
book where 96 posts were scheduled over a period of 4 days.

The experiments, however, have their limitations, which motivate the use of his-
torical data. Differently e.g. from email campaigns, it is not possible to choose the 
time of posting on the individual level. It follows that the experiment should run 
for months if the frequency of posting is low. This is unsatisfactory if the company 
would like to have immediate support for decision-making. On the other hand, a 
high frequency of posting (as in (Chawla and Chodak 2021)) may be considered 
spamming by some users. It is also unclear if the results of a short-term experi-
ment can be generalized to another season. Other limitations of relevant resources, 
such as costs related to experimental designs may create barriers to implementation, 
especially in the case of smaller businesses. However, passively observed data by 
the social media platforms are often available and can be used for causal inference if 
the assumptions on the underlying causal mechanisms are properly specified (Pearl 
2009). For these reasons, we study how historical data on social media posts and 
their reach can be used as a starting point for the optimization of future posts.

In nonexperimental historical data, the timing of the posts is not completely 
random but depends implicitly or explicitly on the applied marketing strategy and 
other possible confounders. Causal inference provides a well-grounded approach for 
the handling of observed and unobserved confounders. However, the use of formal 
causal inference is just emerging in marketing (Hair and Sarstedt 2021; Hünermund 
and Bareinboim 2021) and earlier works that use historical data on social media 
posts seem to be restricted to purely associational and predictive approaches. These 
earlier approaches include regression (e.g., de Vries et al. 2012; Pletikosa Cvijikj and 
Michahelles 2013), data-mining (e.g., Moro et al. 2016) and some machine learning 
techniques (e.g., Jaakonmäki et al. 2017; Lee et al. 2018). As these approaches are 
not based on the principles of causal inference, it is unclear if they can be used to 
guide the choice of timing for future posts.
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In this paper, we implement a causal inference approach for estimating the effect 
of timing in Facebook publishing using historical data from a consumers’ coopera-
tive. We express the understanding of the causal relations in the form of a directed 
acyclic graph, use an identification algorithm to obtain a nonparametric formula 
for the causal effect, and finally estimate the required conditional probabilities with 
Bayesian generalized additive models. Helske et  al. (2021) have applied a similar 
high-level approach in a different context. As a result, we obtain estimates for the 
expected reach of a planned post for different alternatives of the timing.

The paper is organized as follows: In Sect. 2, we introduce the data set and the 
social media publishing process of the consumers’ cooperative. In Sect. 3, we pre-
sent the methods used for estimating a causal model and summarize the results on 
the effect of timing. Section 4 concludes the paper.

2  Data and assumptions

We examine Facebook posts of a large Finnish consumers’ cooperative (called 
henceforth “the cooperative”) which operates on a wide scale of business in the 
retail and service sectors. The cooperative has set the reach of users to be one of the 
main Key Performance Indicators (KPI) in social media marketing. Although cus-
tomer reach does not necessarily accumulate into sales, it is assumed by the coop-
erative to positively contribute to the relevant return of investment (ROI) measure-
ments. Optimizing the timing on the level of the day of the week and the time of day 
for enhancing the reach is a relatively easy way to adapt social media publishing in 
practice without interfering with the overall marketing strategy. In contrast, as the 
cooperative must be frequently visible on social media, limiting the publishing to 
only some months is an unrealistic option even if posting in these months would 
lead to higher reach than in other months.

No earlier experiments about the posting times have been run by the cooperative, 
so the data we use to make a causal inference is passively observed. The data set 
contains 790 Facebook posts published by the cooperative from August 21st, 2017 
to August 30th, 2019. The data consists of summary variables collected by Face-
book (Moro et al. 2016) and features derived from the content of posts by the first 
author. The variables of the data set with some summary statistics are introduced in 
Table 1. Discussions with the marketing managers were held to identify the causal 
relationships of the variables in the data and other relevant latent factors affecting 
the publishing. These insights were then put in the concrete form of the causal graph 
by the authors (as we later present) and then approved by the marketing managers of 
the cooperative.

The response variable of interest is the total reach of the post, defined as the num-
ber of unique users who saw the post on their screen. Various features of the pub-
lished individual Facebook posts are measured. As the choice of timing is a special 
interest of the cooperative, the day of the week and the time of the day are set as 
decision variables from the optimization perspective. Moreover, there are two addi-
tional time-related variables, the month and the time difference between the current 
and the previous post.
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A Facebook post contains various visual and textual elements, which were used 
to classify the post content into one of the four categories: inspiring, guiding, con-
vincing, and entertaining. This subjective classification originates from the coop-
eratives’ social media publishing strategy. Examples of each are paraphrased and 
presented in English in Fig. 1. Additional media type variable has three categories: 
photos, videos (videos and shared videos), and others (statuses, links, and seven 
uncategorized posts). Using feature extraction to derive more fine-grained variables 
of the post content could be used but we did not pursue this here due to the modest 
size of the data, and the fact that content type was not the primary interest of the 
cooperative.

There has been an important change in the publishing strategy due to an exog-
enous consultation at the turn of October and November 2018. A dichotomous 

Fig. 1  Examples of Facebook posts with each content type
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Table 1  Variables of the data set with definitions and summary statistics (N=790)

Variable Type Definition Mean SD

Total reach Continuous The number of 11077 37531
unique users
who had post
enter their screen

Time of day Continuous The publishing 12.17 2.99
time of day
in hours

Time difference Continuous The time between 22.45 23.6
consecutive
posts in hours

Level Freq.
Day of week Categorical The publishing Monday 136

day of week Tuesday 160
Wednesday 131
Thursday 117
Friday 127
Saturday 41
Sunday 78

Month Categorical The publishing January 53
month February 56

March 64
April 62
May 73
June 60
July 48
August 65
September 75
October 86
November 86
December 62

Content type Categorical The content type Convincing 183
of post Guiding 196

Inspiring 297
Entertaining 114

Media type Categorical The media type Photos 674
of post Videos 53

Others 63
Paid reach Categorical Monetarily yes 202

boosted post? no 588
Strategy adjustment Categorical Post published after yes 229

the strategy no 561
adjustment?
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variable called “strategy adjustment” indicates whether a single post has been pub-
lished before or after the change. Variable “paid reach” indicates whether or not the 
cooperative has bought visibility for the post.

To understand the processes that have generated the data to be analyzed, we 
describe the practices the cooperative has employed in social media publishing. The 
creation of Facebook posts has been guided by the marketing strategy, which is com-
prised of a confounder between the three timing and two content variables, and the 
paid reach variable. These elements of the posts have been usually chosen together, 
reflecting the season and the long-term marketing objectives. However, the month 
can be seen to affect the day of the week and the time of day because of holidays 
and different seasonal and daily campaigns. Also, the day of the week is affecting on 
the time of day due to the difference in activity between weekdays and weekends. In 
addition, different seasons like upcoming holidays and content such as videos may 
require additional monetary boost for increased visibility.

The reactions of Facebook users, i.e., liking, sharing, or commenting on a post, 
make the post more visible to other users and thus increase the total reach. The 
content type and the media type as well as content elements are probably the most 
important factors explaining the user reactions. Some of the media types can be 
assumed to be favoured by Facebook algorithms and thus affecting directly the total 
reach but also indirectly via content elements. In addition, the activity and behaviour 
of users may differ between months, the days of the week, and the times of the day. 
Also, the publishing frequency can be assumed to affect reactions and reach, espe-
cially in the case of short and long intervals. Naturally paid promotion on a Face-
book post increases the reach but does not guarantee reactions to the post.

3  Causal effect estimation

We present the social media publishing process described in Sect. 2 as a directed 
acyclic graph (DAG) where the nodes represent variables and the arrows represent 
direct causal effects. The DAG contains both observed variables (white ellipses) and 
unobserved confounders (grey ellipses).

The DAG presented in Fig. 2 describes our understanding of the causal relations 
in the Facebook publishing in the cooperative obtained from discussions with mar-
keting managers. An unobserved confounding variable denoted as the marketing 
strategy is placed into the DAG for representing the Facebook post creation pro-
cess generating the three timing variables, content, and media type variables, and 
paid reach variable. The strategy adjustment is an exogenous variable that affects the 
unobserved marketing strategy variable.

As we described in Sect. 2, the content type and the media type define the actual 
content elements of a post. Also, the users’ reactions enhance the visibility of a 
Facebook post and increase the total reach. Hence latent variables are included in 
the DAG, considering content elements related to textual and visual details, but also 
reactions such as comments, likes, and shares. Moreover, a set of unknown factors 
such as competing posts affecting both the reactions of users and the total reach are 
taken into account with an unobserved confounder between them.
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We aim to estimate the causal effect of timing on the total reach for different 
content types. Denoting the total reach by Y, the two timing variables by X and 
the content type by C, we can express the interventional distribution of interest as 
P(Y ∣ do(X),C) , where do(X) represents the decision made on X . We are interested 
in the expected values E(Y ∣ do(X),C) of this distribution, i.e., the post-interven-
tional means for different content types.

A causal effect is identifiable if it can be uniquely expressed with probability distri-
butions of observed data (Pearl 2009). The identifiability can be checked without the 
actual numeric data using a graph-theoretic identification algorithm. Using the assump-
tions encoded in the constructed DAG, we solve the identifiability of the causal effect 
of the day of the week and the time of day to the total reach on condition to the con-
tent of the post by the IDC algorithm (Shpitser and Pearl 2006a), which is an exten-
sion to ID algorithm (Shpitser and Pearl 2006b). These algorithms are implemented 
in the R package causaleffect (Tikka and Karvanen 2017a, b). Before running the 

Fig. 2  Directed acyclic graph (DAG) representing the process of Facebook publishing in the cooperative. 
White ellipses present the observed variables and grey ellipses the unobserved variables. Solid arrows 
represent the causal relationship between observed variables whereas dashed arrows indicate the effect of 
unobserved confounder



500 L. Valkonen et al.

1 3

algorithm, latent projections (Verma 1993) are applied to the unobserved confound-
ers in the DAG to turn the graph into the semi-Markov form (Pearl 2009). This result-
ing semi-Markov DAG is presented in Fig. 3. For an identifiable effect, the algorithm 
returns a nonparametric expression consisting of conditional distributions that are esti-
mable from the observed data.

In our case, the IDC algorithm returns us an identifiable causal effect of a form

(1)P(Y ∣ do(X),C) =
∑

Z

P(Y ∣ X,Z,C)P(Z ∣ C),

Fig. 3  Semi-Markov DAG resulting from latent projections applied to the unobserved factors in the DAG 
in Fig. 2. Bidirected dashed arrows represent the unobserved confounders
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where Z represents the counfounders needed in the adjustment: Month, Media type, 
and Paid reach. In other words, Strategy adjustment and Time difference are not 
needed in the estimation. Pearl et al. (2016) characterize Eq. (1) as c-specific effect 
where c refers to the conditioning variable (our C). The conditions for the validity 
of this adjustment are similar to the standard back-door criterion (Pearl 1995): No 
node in Z ∪ C is descendant of X , and Z ∪ C blocks all paths between X and Y that 
contain an arrow to X.

The identification assumptions will hold in the DAG of Fig. 2 even if additional 
mediators are added to the existing paths. An unobserved confounder that affects 
both the timing variables (the treatment) and the total reach (the response) would 
naturally make the causal effect non-identifiable (whereas if such a variable was 
observed, adding it to Z would again satisfy Eq.  (1)). However, no such variables 
were identified during the discussions with the marketing managers of the coop-
erative. Another potential threat for the validity of Eq. (1) would be an unblocked 
path between the timing variables and the content elements. Such a path occurs, for 
instance, if an emoji favored by the users is often present in posts in the morning. 
This possibility cannot be completely ruled out but the marketing strategy applied 
during the data collection does not contain any explicit guidelines for linking the 
content elements and the time of the post.

The conditional distributions in (1) can be estimated via statistical methods. The 
distribution P(Z ∣ C) is typically replaced with the corresponding empirical distribu-
tion of the data (Hernán and Robins 2020), an approach we also follow here. For 
estimation of conditional distribution P(Y ∣ X,Z,C) , a suitable statistical model can 
be chosen depending on the assumed parametric relationships of the variables. We 
estimate our model and the effects of the timing using Bayesian methods (see e.g. 
Gelman et al. (2014)), allowing us to take the uncertainty of model parameters into 
account in form of probability distributions when representing the results.

We assume that the total reach of a post is distributed according to a negative 
binomial distribution, a generalization of the Poisson distribution, a natural choice 
for overdispersed count data (Hilbe 2011), such as the total reach in our case. We 
also model the shape parameter of the negative binomial distribution by regressing it 
with the content variable, capturing the large dispersion in a total reach due to some 
of the posts.

Thin plate regression spline (Wood 2003) is applied to capture the observed non-
linearity of the total reach as a function of the time of day. This leads us to use gen-
eralized additive modeling (GAM) (see e.g Hastie and Tibshirani (1990) and Wood 
(2017)) so that the mean is modeled through a logarithmic link.

The parametric form of the model cannot be deduced from the DAG but must be 
chosen separately. As we optimize the effect of two timing variables, an interaction 
term between them is included in the model which takes into account possibly vary-
ing effects between the combination of time of day and day of the week. Since the 
interest is in a conditional causal effect, it is also reasonable to consider interactions 
between these two timing variables and the content type variable.

Let �k denote the kth posterior sample of the model parameters. For evalua-
tion of the posterior distribution of the causal effect of time of day X1 and day of 
week X2 on the total reach of a post Y, conditional on the content type C, we first 
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compute the marginal mean of Y for a fixed X = (X1,X2) , C, and �k by marginal-
izing over covariates Z:

where n is the number of observations (posts), I(Ci = C) is indicator function 
and nC =

∑n

i=1
I(Ci = C) . By repeating (2) for each posterior sample �1,… , �K , 

of the model parameters, we obtain samples from the posterior distribution of 
E(Y ∣ do(X),C) which can be used to compute, e.g., posterior mean and 95% cred-
ible intervals for the post-interventional mean.

We use the R environment (R Core Team 2020) and the brms package (Bürk-
ner 2017, 2018) for fitting the Bayesian GAM. The default diffuse priors of brms 
for regression coefficients were changed to proper N(0, 52) priors for more effi-
cient Markov chain Monte Carlo sampling. For other model parameters, default 
weakly informative priors were used.

All data were used for estimating the model and the post-interventional means 
on the total reach were calculated for every half an hour between 8:00 and 16:00. 
We only consider posts between 8:00 and 16:00 because the number of posts pub-
lished outside these hours is insufficient for reliable estimates of post-interven-
tional means. In Table 2, ten posting times with the highest post-interventional 
means for each content type are presented with corresponding 95% credible 
intervals. The highest post-interventional mean amongst all content types can be 
seen with entertaining posts, as the best time is estimated to be on Wednesday 
morning. The same time of the day occurs with convincing and guiding posts 
as optimal times, but the days of the week are Sunday and Friday, respectively. 
The optimal timing with inspiring content lies in the late Saturday afternoon. A 
prior sensitivity analysis was implemented by changing the prior distributions of 
regression coefficients to be N(0, 102) . The estimates obtained with priors with 
larger standard deviations however did not practically differ from the original 
ones.

As an illustration for a single day of the week, the estimated post-interventional 
means for Friday are presented in Fig. 4a for all content types. We can see rather 
varying behavior between the content types, as the optimal times of day seem to be 
either in the morning or in the afternoon. According to the predicted effect of tim-
ing, a convincing post seems to have a rather clear difference in the expected total 
reach when comparing the width of credible intervals between the morning and the 
early afternoon. No clear differences can be observed within other content types on 
Friday. Note, however, that Fig. 4a is based on the marginal estimates, and the adja-
cent estimates are correlated so an accurate comparison of different time points can 
be misleading (see, e.g. (Schenker and Gentleman 2001) in frequentist hypothesis 
testing context). Using the posterior samples of post-interventional means we can 
estimate the causal effect by inspecting full posterior distributions between different 

(2)

E(Y ∣ do(X),C, �k) = ∫Z

E(Y ∣ X,Z,C, �k)p(Z ∣ C)dZ

≈
1

nC

n
∑

i

E(Y ∣ X,Zi,Ci, �k)I(Ci = C),
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Table 2  Top ten post-
interventional means and 95% 
credible intervals (CI) estimated 
for the total reach of Facebook 
posts with different content 
types. The estimates are rounded 
to the nearest hundred

Rank Content Day of Time of Mean 95% CI 95% CI
type week day lower upper

1 Convince Sunday 8:00 17600 10600 29000
2 Convince Sunday 8:30 15200 10200 22600
3 Convince Saturday 16:00 14900 6500 31100
4 Convince Saturday 15:30 14100 6500 27700
5 Convince Friday 8:00 13400 8100 21800
6 Convince Monday 8:00 13200 7500 21400
7 Convince Sunday 9:00 13200 9600 18000
8 Convince Saturday 15:00 12800 6300 24100
9 Convince Sunday 16:00 12600 6900 21300
10 Convince Sunday 15:30 12400 7100 20700
1 Guide Friday 8:00 12800 9100 18400
2 Guide Saturday 16:00 12200 4000 29100
3 Guide Friday 8:30 11900 8700 16400
4 Guide Saturday 15:30 11600 4100 26800
5 Guide Tuesday 16:00 11600 9100 14700
6 Guide Tuesday 15:30 11200 9100 13800
7 Guide Friday 9:00 11200 8200 15100
8 Guide Saturday 15:00 11100 4100 24800
9 Guide Tuesday 15:00 10900 9000 13200
10 Guide Monday 8:00 10700 7600 15200
1 Entertain Wednesday 8:00 118800 60000 223100
2 Entertain Wednesday 8:30 108500 59000 193700
3 Entertain Wednesday 9:00 99400 56300 170300
4 Entertain Wednesday 9:30 91000 52500 152000
5 Entertain Wednesday 10:00 83100 47800 139400
6 Entertain Wednesday 10:30 75900 42600 132300
7 Entertain Thursday 8:00 74300 34500 149400
8 Entertain Thursday 8:30 70000 34800 137000
9 Entertain Wednesday 11:00 69500 37300 125000
10 Entertain Thursday 9:00 66000 32900 129400
1 Inspire Saturday 16:00 12800 5600 27100
2 Inspire Saturday 15:30 11700 5600 23300
3 Inspire Saturday 15:00 10900 5500 20800
4 Inspire Sunday 8:00 10300 5700 18000
5 Inspire Saturday 14:30 10100 5300 18600
6 Inspire Sunday 8:30 9700 5400 16700
7 Inspire Saturday 14:00 9500 5200 16900
8 Inspire Sunday 16:00 9400 5300 16600
9 Inspire Sunday 9:00 9200 5100 15800
10 Inspire Sunday 15:30 9100 5100 15900
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(a)

(b)

Fig. 4  Illustration of the estimated post-interventional distributions
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time points, and compare the density estimates, as illustrated in Fig. 4b. Comparing 
these density estimates of the expected values of post-interventional distributions of 
inspiring posts between 8:00 and 14:00, we see that mornings posts typically have 
higher reach than the posts in the early afternoon (with the posterior probability 
that the reach is higher at 8:00 than at 14:00 being 0.966).

4  Discussion

We have shown how causal inference can be applied to estimate the effect of the 
timing of social media posts on their reach when data on previous posts and their 
reach are available. The approach has four phases: (1) constructing a nonparametric 
causal model (a DAG) together with subject area experts, (2) applying an identifica-
tion algorithm to obtain a formula for the causal effect, (3) fitting a Bayesian model 
and estimating the causal effect of timing on the total reach, and (4) finding times 
that maximize the expected total reach.

The strengths of the proposed approach are related to the well-defined workflow. 
A causal graph in form of a DAG offers a transparent way to formalize and com-
municate the assumptions made about the causal relationships. The next steps of the 
approach logically follow from these assumptions. The ID algorithm tells us how 
confounding should be handled, i.e., which variables are needed in the estimation. 
Covariate selection based on other criteria, such as cross-validation, might have led 
to a model containing a mediator as a covariate, which results in a bias in the esti-
mated causal effects (Pearl 2013). In the estimation, Bayesian GAMs allow us to 
include prior information, use flexible functional forms (splines), and quantify the 
uncertainty of the results in the form of credible intervals.

As always in causal inference with observational data, the results are conditional 
on the assumed DAG and the possibility of unobserved confounders cannot be com-
pletely ruled out. The implications of alternative DAGs could be studied in a sen-
sitivity analysis considering e.g. omitted variable bias (Cinelli and Hazlett 2020). 
The DAG modeled here represents the practices of marketing conducted by the indi-
vidual cooperative and does not necessarily agree with the strategies and processes 
used in other companies. However, the presented causal inference approach is well 
applicable for other companies’ social media publishing as well as other business 
problems related to decision making.

The relatively small number of posts posed some limitations to the modeling, for 
example to the number of interactions that can be reliably estimated in the GAM. 
The number of posts was also insufficient to study the optimal timing outside the 
time window from 8:00 to 16:00. The credible intervals tend to be wide especially at 
the endpoints of the time window. Extending the two years of data collection further 
to the past would technically solve some of these limitations but the concern is that 
the older data might not represent the current social media behavior of consumers.

While the focus of the cooperative was purely in timing in the present study, a 
company might be interested in making an optimized decision also on content type 
C, i.e. considering the causal effect of intervention do(C) . However, the causal effect 
P(Y ∣ do(X), do(C)) is not identifiable in the graph of Fig. 2.
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Future research could focus on using the knowledge on the optimal timing in daily 
marketing practice and improving the estimation with additional data sources. Observed 
timings with the highest and lowest posterior means of post-interventional distributions 
could be used in setting a timing range when designing a randomized controlled trial. 
According to the obtained expected total reaches, such as in Fig. 4a, publishing more 
outside 8:00–16:00 could also be worth implementing to obtain more data and possibly 
identify even more optimal timings. As explained in Sect. 1, there are practical limitations 
related to A/B-tests. However, when combined with historical data, even small experi-
ments can provide useful additional information. Tools for combining observations and 
experiments in causal inference are already available (Karvanen et al. 2020).

While the importance of data is continuously growing, human expertise is still 
present in almost all marketing decisions. Combining data with substance knowl-
edge on the data generating process is a key for successful decision making. Causal 
inference offers a well-justified methodology for this task.
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