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Abstract

We use the notion of first and second inner variations as a bridge allowing one to pass to the
limit of first and second Gateaux variations for the Allen—Cahn, Cahn—Hilliard and Ohta—
Kawasaki energies. Under suitable assumptions, this allows us to show that stability passes to
the sharp interface limit, including boundary terms, by considering noncompactly supported
velocity and acceleration fields in our variations. This complements the results of Tonegawa,
and Tonegawa and Wickramasekera, where interior stability is shown to pass to the limit. As
a further application, we prove an asymptotic upper bound on the kth Neumann eigenvalue
of the linearization of the Allen—Cahn operator, relating it to the kth Robin eigenvalue of
the Jacobi operator, taken with respect to the minimal surface arising as the asymptotic
location of the zero set of the Allen—Cahn critical points. We also prove analogous results
for eigenvalues of the linearized operators arising in the Cahn—Hilliard and Ohta—Kawasaki
settings. These complement the earlier result of the first author where such an asymptotic
upper bound is achieved for Dirichlet eigenvalues for the linearized Allen—Cahn operator.
Our asymptotic upper bound on Allen—Cahn Neumann eigenvalues extends, in one direction,
the asymptotic equivalence of these eigenvalues established in the work of Kowalczyk in the
two-dimensional case where the minimal surface is a line segment and specific Allen—Cahn
critical points are suitably constructed.
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1 Introduction and statements of the main results

Within the calculus of variations, the second variation is of course a powerful tool in analyzing
the nature of critical points. This is in particular the case in the context of energetic models
involving double-well potentials perturbed by a gradient penalty term such as the Allen—Cahn
or Modica—Mortola, Cahn—Hilliard and Ohta—Kawasaki functionals [1,21]. As the scale of
interfacial energy approaches zero, these energy functionals all converge, in the sense of
I'-convergence, to a variety of sharp interface models and there are many studies of critical
points associated with these energies or with their I"-limits for which the second variation
plays a crucial role. Taking a limit of the second variations themselves to obtain the second
variation of the I"-limit, however, can be problematic, and the results in this direction are
far fewer. Here, building on the techniques and results found in [16,17], we carry out this
limiting process using the notion of inner variation, to be defined precisely in Sect. 2. The
inner variation provides a bridge between the second variations of the so-called diffuse models
listed above and those of the sharp interface variational problems arising as their I"-limits
which tend to involve minimal or constant mean curvature hypersurfaces. For more on I"-
convergence, we refer to [2] or [5]. Its definition for the Allen—Cahn functional will be briefly
recalled in Sect. 3.

In [16,17], the first author passes to the limit in second variations of various energies
including the Allen—Cahn functional

V2 | — 422
Ea(u)::/9<8|2u| 4 ¢ 2:)>dx, u:2 >R QCcRY(N>2), (L)

in the context of critical points u, that is u, satisfying —eAu, + 2¢~1 (ug —ug) =0in £2,
subject to Dirichlet boundary conditions. This leads, in particular, to an asymptotic upper
bound on the Dirichlet eigenvalues, namely

A
limsup =% <o fork=1,2,... (1.2)
e—0 &

where A x denotes the kth Dirichlet eigenvalue of the linearized Allen—-Cahn operator
2 2
—eA+ —QGu; — 1),
e

subject to zero boundary conditions on d£2 and A; denotes the kth eigenvalue of the Jacobi
operator —Ar — |Ap |2 associated with a minimal surface I" subject to zero boundary con-
ditions on dI". Here, I" denotes the asymptotic location of the interfacial layer bridging
{ug ~ 1} and {u, =~ —1} and A denotes the associated second fundamental form. This
particular result in [17] (see Corollary 1.1 there) has been recently extended to the closed
Riemannian setting in [6] by Gaspar who also relaxed the multiplicity 1 assumption in [17];
see also Hiesmayr [10] for related results. Related to such results on the Dirichlet problem is
the elegant work in [33,34], where the authors show within the context of varifolds that when
stable critical points of the Allen—Cahn functional converge to a limit, the limiting interface
is stable with respect to interior perturbations; moreover, the limiting interface is smooth in
dimensions N < 7, while its singular set (if any) has Hausdorff dimension at most N — 8 in
dimensions N > 7. We would like to emphasize that the convergence and regularity results
in [33,34] rely on an important interior convergence result for the Allen—Cahn equation from
the work of Hutchinson-Tonegawa [11] and a deep interior regularity theory for stable co-
dimension 1 integral varifolds from the work of Wickramasekera [35]. At present, to the best
of our knowledge, there are no boundary analogues for the above results.
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In this article, we extend the techniques of [16,17] in three directions: We allow for a mass
constraint so as to cover not just the Allen—Cahn context but also Cahn—Hilliard, we allow
for perturbation by a nonlocal term as arises in the Ohta—Kawasaki functional, (1.4), and
most crucially, we consider noncompactly supported variations of domain in taking inner
variations, allowing us to capture boundary effects in passing to the limit in the case of
Neumann boundary conditions in all of these problems.

Regarding this last extension, we point out that the “natural” Neumann boundary con-
ditions satisfied by critical points in all of these models are not the boundary conditions
associated with the limit. Rather, for example, in the case of Allen—Cahn energy, the ana-
logue of the result (1.2) from [17] is that (1.2) holds for A, ; associated with homogeneous
Neumann boundary conditions but for A; associated with Robin boundary conditions, cf.
(1.3). For two-dimensional Allen—Cahn, this shift from Neumann for ¢ > 0 to Robin in the
limit is examined in detail by Kowalczyk [14] where it is shown that

e—~>0 ¢

for a carefully constructed sequence of Neumann critical points {u.} and so for that problem
our results represent a one-sided generalization to a more general class of critical points and
to arbitrary dimensions.

In the next section, we will give a precise definition of first and second inner varia-
tions while reviewing the more standard notion of first and second Gateaux variations.
Roughly speaking, though, the difficulty in transitioning from the second Gateaux varia-
tion d?E,(ue, ) of a functional like E, in (1.1) to that of its limit, say E(I"), which is
essentially area or (N — 1)-dimensional Hausdorff measure HN=I(IM), is that the former is
computed by taking the second ¢-derivative of E.(u, + t¢) evaluated at t = 0 where ¢ is a
scalar function, while the latter comes from taking the second 7-derivative of HV~!(®,(I"))
evaluated at r = 0 where @; is a deformation of the identity map of the form

2
B, (x) ~ x + 17(x) + %cm

for some velocity and acceleration vector fields  and ¢ mapping RY — RY. A successful
passage from one of these variations to the other, however, should be computed by similar
methods. Bridging these two disparate notions is the inner variation. Indeed, if we view I”
as the asymptotic location of the zero level set of u., and if we view @; as a deformation
not just of I" but of all points in RY, then @, (I") corresponds to the limit of the zero level
of ug(®; ! (x)). Thus, we might be led to compute the first and second -derivatives of
Ec(ug (D, ! (x))), and these are precisely the inner variations. Then, relating these quantities
to the more standard first and second Gateaux variations becomes one of our first tasks.
Differently put, inner variation allows us to more directly compare the energy landscapes of
diffuse models and their sharp interface limits. In the present paper, we carry out this explicit
bridging for the Allen—Cahn functional as well as its nonlocal counterpart, the Ohta—Kawasaki
functional, where the limiting object is a hypersurface, but we would like to point out that
examples of this bridging via inner variations already exist in the literature, especially in the
Ginzburg-Landau setting, where limiting objects are instead finite sets of points in planar
domains, namely Ginzburg—Landau vortices. This includes Serfaty’s stability analysis in [27],
aswell as [25] (see also [28]), where Sandier and Serfaty introduce a powerful I"-convergence
of gradient flows scheme in which they identify certain energetic conditions between the I"-
converging functionals and their /"-limits that guarantee convergence of their corresponding
gradient flows. When applied to Ginzburg-Landau vortices which lie in the interior of the
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1260 N. Q. Le, P. J. Sternberg

planar domain sample, the verification of one of the two key sufficient conditions is done by
a constructive argument using inner variations with compactly supported vector fields; see
[25, Eq. (3.27)]. For boundary vortices in thin magnetic films, this verification is carried out
by Kurzke [15] using inner variations with noncompactly supported vector fields; see [15,
Theorem 6.1].

Along with giving the definitions of first and second inner variations, and reviewing the
definitions of Gateaux variations, establishing this relationship between the two notions of
variation is the content of Sect. 2. In Sect. 3, we pass to the limit in the inner variations of the
Allen—Cahn functional; see Theorem 3.4. The proof relies crucially on a convergence result
of Reshetnyak [24] stated in a convenient form from Spector [30] in Theorem 3.8. In Sect. 4,
we present two applications of Theorem 3.4. The first, Theorem 4.1, shows that under suitable
regularity hypotheses on the limiting interface, stability of Allen—Cahn critical points passes
to the limit. Thus, in the limit, we recover the second variation formula including boundary
terms derived in [32]. The second is the previously alluded to generalization of (1.2) to the
Neumann setting which we state here as our first main result:

Theorem 1.1 (Upper semicontinuity of the Allen—Cahn Neumann eigenvalues) Let §2 be
an open smooth bounded domain in RN (N > 2). Let {fus} Cc C 3(2) be a sequence of
critical points of the Allen—Cahn functional (1.1) that converges in L' (2) to a function
ug € BV (2, {1, —1}) with an interface I' := d{ug = 1} N 2 having the property that T is
C2. Assume that lim,_. E; (us) = %HN_I (I"), and assume that I' is connected. Let A i be
the kth eigenvalue of the operator —s A+ 2¢~! (3u§ — 1) in £2 with zero Neumann condition
on 982. Let Ay and ¢® : T — R be the kth eigenvalue and eigenfunction of the operator
—Ap —|Ap|? in T subject to Robin boundary conditions on 9" N 982, namely

(=Ar —1Ar1?) ® =ao® inr,

3o® (1.3)
‘ap + Ay, m)e® =0 ondl NISK.
n
Here, n = (ny,...,ny) denotes the unit normal to I' pointing out of the region {x €

2 : ug(x) = 1}, and Ar and Aygq denote the second fundamental forms of I' and 952,
respectively. Then

lim sup )\8—]( < Ak.
e—0 &

The proof of Theorem 1.1 will be given in Sect. 4.

We mention that when I” is a minimal hypersurface satisfying certain nondegeneracy
conditions, Pacard and Ritoré [22] construct critical points u, of E, whose zero level sets
converge to I and the limit lim,_, ¢ E; (1) = 2HN=1(I") holds. Thus, Theorem 1.1 applies
in particular to this case. Also we should say that we do not know whether there are contexts
beyond the previously mentioned planar result in [14] where asymptotic equality holds rather
than just inequality.

In Sects. 5 and 6, we extend our study to the Ohta—Kawasaki functional which involves a
nonlocal term:

e|Vul? (1 -u?? 4
Ee,y(u):/ + dx+*)’/ / G(x, ux)u(y)dxdy  (1.4)
I?) 3" Jele

2 2e

where y > 0 is a fixed constant and G(x, y) is the Green’s function for §2 satisfying

1
—-AG=6——onf2
[$2]
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Asymptotic behavior of Allen—Cahn-type energies and Neumann... 1261

with Neumann boundary condition. We associate with each u € L?(£2) a function v €
W22(£2), denoted by (— A)~!u, as the solution to the following Poisson equation with
Neumann boundary condition:

1 9
Av=u—— [ udxin2, L =00nse, / v(x)dx = 0.
12| Jo v Q

Note that
(—)7'u= /Q G(x, y)u(y)dy.

Let us denote the second inner variation of &, at u, with respect to C 3(£2) vector fields
1, ¢ by
2

8255,)/(”51 n,¢) =

2
=32 557,,<u£o(1+tn+5§) >

t=0
A more comprehensive analysis concerning inner variations will be presented in Sect. 2.
Our second main result is summarized in the following theorem.

Theorem 1.2 (Stability of Ohta—Kawasaki passes to the limit; upper semicontinuity of Ohta—
Kawasaki eigenvalues) Let §2 be an open smooth bounded domain in RN (N > 2). Lety > 0.
Fixm e (—1,1). Let {u.} C C3(R2)bea sequence of critical points of the Ohta—Kawasaki
functional (1.4) subject to the mass constraint ‘% f o udx = m that converges in L2(£2) to
a function ug € BV (82, {1, —1}) with an interface I' = 0{uo = 1} N §2 having the property
that T is C%. Assume that

3 lim &, (ue) = & (I') := HY 1) +y / f G(x, Y)ug(x)ug(y)dxdy.
4 ¢—0 Jo

Let vo(x) = f_Q G (x, y)uo(y)dy. For any smooth function &€ : 2 — R, we denote
8%, (I, €) == / (IVr&l® —1ArPe?) an =" - / Ape(m,m)5? dHN 2
r arnoas

+8y fr /F G(x, NEEWdHY () aHN ()

+ay / (Voo - mEXHN 1 (x).
I

Here, n = (ny, ..., ny) denotes the unit normal to I' pointing out of the region {x € §2 :
ug(x) = 1}. Then, the following conclusions hold:

(1) There is a constant A such that (N — 1)H + 4yvg = X on I" where H is the mean
curvature of I'. Moreover, 1" must meet 052 orthogonally (if at all).

(ii) Let & : 2 — R be any smooth function satisfying fr E(x)dHN 1 (x) = 0. Then, for all
smooth vector fields n € (C3(2))N withn =é&non ', n-v =001, (n,n-Vn) =0
on I" and for W := (n - V)n — (divn)n, we have

3.
3 Jim 828,y (e, n, W) = 88, (I, §). (1.5)

(iii) If{u.} are stable critical points of Ei y with respect to the mass constraint \!l?il f oudx =
m, then for all smooth function & : 2 — R satisfying fF EX)dHN "1 (x) =0, we have

82, (I', &) > 0.
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1262 N. Q. Le, P. J. Sternberg

(iv) Assume that I' is connected. Let Ag 1 be the kth eigenvalue of the operator —e A +
28’1(3u§ -+ %y(— A)~Vin £ with zero Neumann condition on 382. Let Ay k and

@R . T — R be the kth eigenvalue and eigenfunction of the operator — A —|Ap|> +
8y (— A " xr)+4y(Vuy-n)in I’ subject to Robin boundary conditions on 01" N 052,
namely

(= Ar—|ArP+4y (Vug - m) 70 (x)+8y / G, PP MAHN T () = Ay kP () in T,
r

Dk
on

+ Aga(, m)eP =0 on drnNas.

Then

Ae,y k

lim sup
e—0

< ky,k-

(v) The conclusion in (iv) also holds if in the above eigenvalue problems we replace the
homogeneous Neumann conditions and Robin boundary conditions by homogeneous
Dirichlet boundary conditions.

The proof of Theorem 1.2 will be given in Sect. 6.

Item (i) in Theorem 1.2 above is just the condition of criticality for the limiting func-
tional &£, , while the right-hand side of (1.5), that is 82€y (I', &), is its second variation (see
[3, Theorems 2.3 and 2.6]), so item (iii) of the theorem asserts that stability is passed to
the limiting interface. A special case of Theorem 1.2 (iv) where y = 0 is an extension
of our Theorem 1.1 on the Allen—Cahn functional to the mass-constrained Cahn—Hilliard
setting.

We should say that throughout this article we have not sought to present results under
weakest possible regularity assumptions on the limiting interface. Adapting results to the
situation where the limiting interface possesses a low-dimensional singular set should be
feasible.

1.1 Notation

Throughout, §2 is an open, smooth, bounded domain in RN (N > 2). We let v be the outer
unit normal to 3£2. For any Lebesgue measurable subset S C RY, we use |S| to denote
its N-dimensional Lebesgue measure. If F : R X RY — R is a smooth function, then
we will write F = F(z,p) forz € Randp = (p1,..., PN) € RY and we will set
VpF = (Fp, ..., Fpy). Ifn: 2 — RV is a vector field, then we write n = (n', ..., n™).
Ifn e (CH(£2))N, we define a new vector field Z = (n - V)n whose i-th component is
Zl = ng;nj , invoking the summation convention on repeated indices. We use (V)2 to

denote the matrix whose (i, k) entry is 3 X} Ot

, and we use (-, -) to denote the standard inner

product in RV .
When a differentiable function, say ¢, is scalar-valued so that there is no room for confu-
sion, we write ¢; = %.
1
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2 The relationship between Gateaux and inner variations

In this section, we first review the definitions of Gateaux variations, then give the definitions
of first and second inner variations, and finally establish the relationship between the two
notions of variation.

The typical functionals we consider are of the form

Au) ::/ F(u(x), Vu(x))dx 2.1
Q

where u € C3(2) and F : R x RY — R is a smooth function. We mention that in this
paper, for ease of presentation, we state results under very generous regularity conditions
on the functions and functionals involved. No doubt many of these smoothness assumptions
could be relaxed.

2.1 Gateaux variations and inner variations

We recall that the first and second Gateaux variations of A at u € C3(£2) with respect to
@ € C3(£2), denoted here by dA(u, ) and d>A(u, @), respectively, are defined by
d 5 2
dA(w,9):=—| A tg), d*Au, @) = —
(u, 9) arl (u +1t9) (u, ¢) | _

Al +19);
0
see, for example, [36, Chapter 1].

On the other hand, a distinct notion of variation is that of inner variation, usually taken with
respect to compactly supported vector fields, see, e.g., [7, pp. 283-293 of Section 3.1.1]. It has
been used in several contexts, for example, in the study of weakly Noether harmonic maps [9,
Section 1.4.2], in the investigation of the asymptotics for solutions of the Ginzburg—Landau
system [26, Chapter 13], and also in second-order asymptotic limits in phase transitions
[16,17], to name a few. Most closely related to the subject of this paper are the works
[16,17] where the first author studies the Morse index and upper semicontinuity of eigenvalue
problems in phase transitions when Dirichlet boundary conditions are enforced. Inspired by
the case of compactly supported vector fields, we define below the concept of inner variations
with respect to general, that is, not necessarily compactly supported, vector fields, in order
to examine the corresponding asymptotics of Neumann eigenvalues.

To this end, consider any smooth vector field n € (C 3 (£2))N and associated with it,
suppose that we have a 7-dependent map &, with the property that

@ (x) = x +t(x) + O (). (2.2)

In this paper, by O(t*) (k < 3), we mean any quantity Q(x, t) such that it is C3 in the
variables x and ¢ and furthermore |Q(x, )|/ 7]¥ is uniformly bounded in £2 when |¢| is
small.

For |¢| sufficiently small, the map @ is a diffeomorphism of R” onto itself and thus we
can define its inverse map @, ! We then define the first inner variation of A at u with respect
to the velocity vector field n by

_4d 1
S§A®u, n) == P Awod ). (2.3)
=0
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1264 N. Q. Le, P. J. Sternberg

Now if in addition to  we consider a second smooth vector field ¢ € (C3(2))V and if the
diffeomorphism @, (x) satisfies

2
@i (x) = x +1(x) + %C(x) +0 (), (2.4)

then we define the second inner variation of A at u with respect to the velocity vector field n
and acceleration vector field ¢ by

d? _
S2AGu, 1, ¢) 1= 7 OA (oo ). (2.5)
=

We note that @, ! does not map §2 to £2 in general. Thus, in calculating inner variations, we
implicitly extend u to be a smooth function on a neighborhood of §2. The calculations show
that the inner variations do not depend on these extensions.

Remark 2.1 In the above definitions of variations, we do not use any particular form of A.
Thus, they apply equally to local functionals of the form (2.1) and nonlocal functionals of
the form (5.5) in Sect. 5.

The goal of the next subsection is to calculate the above variations and to explore their
relationship.

2.2 Calculation and relationship between variations

Let A be as in (2.1). Carrying out the standard computation of % A(u + to) and
t=0
d2
dr?
,=0 . .
second Gateaux variations:

A(u+tp) foruand ¢ in C 1(£2), we obtain the well-known formulas for the first and

d
dA(u, ) = —| Aw+tp) = / (Fz + Fp ) dx. (2.6)
dr (=0 Q
and
2
dzA(u, Q) = az Alu +tp) = /Q (Fzzgo2 + 2F 090 + Fmpjgoi(pj) dx, 2.7
=0

where in these formulae all derivatives of F' are evaluated at z = u and p = Vu.

We turn now to the calculation of inner variations. In the following lemmas, we establish
two different formulas for the inner variations of the functional A. The first is more general
and is obtained via direct calculation. The second we prove via a change of variables. These
formulas will be used in our proof of the asymptotic upper bound for Allen—-Cahn Neumann
eigenvalues.

Lemma 2.2 (Inner VariatEns via direct calculation) Let A be as in (2.1). Assume that u €
C3(2). Let n,¢ € (C3(2)N. The first inner variation of A at u with respect to n is given
by

§A(u,n) = / |:Fz(— Vu-n)+ Fp, <£(— Vu - n))] dx.
2 Xi

@ Springer



Asymptotic behavior of Allen—Cahn-type energies and Neumann... 1265

The second inner variation of A at u with respect to n and ¢ is
82 A, . )
d

a a
:/ [Fzz(Vu M+ 2F.p, (Vi - ) —(Vu - 0) + Fpp, — (V- ) —(Vu - n)] dx
kol Xi X, x.,'

i
Bl
+/ [FZXO + F), —X0:| dx,
Q Xi
where X is given by
Xo = (D*u 1. m) + (Vu, 201 - V) = ¢). (2.8)
In view of (2.6), it then immediately follows that:

Corollary 2.3 Let A be as in (2.1). If u € C3(2) and n, ¢ € (C3(2))V, then one has
8A®u,n, &) = dA(u, —Vu -n), (2.9)
82A(u,n,¢) = d*Alu, —Vu - n) + dAu, Xo), (2.10)
and if u is a critical point of A, that is, if dA(u, ¢) = 0 for all p € C3(2), then 8> A(u, 1, ¢)
is independent of ¢. Moreover; in this case,

82Au,n,0) =d*A(u, —Vu -n) foralln, ¢ € (C3(2)V. (2.11)

Lemma 2.4 (Inner variations for velocity vector fields tangent to the domain boundary) Let
A be as in (2.1). Assume that u € C3(2). Suppose that n € (C3(2)N where n-v=0on
d82. The first inner variation of A at u with respect to 1 is

6A(u,n)=f {Fdivn — (VpF,Vu-Vn)}dx.
2

The second inner variation of A at u with respect ton and Z := (n - V)n is
82 Au, 1, Z)
- /9 {FX — 2(VpF, Vit - Vi) div — 2(VpF, ¥) + Fp p (Vit - V) (Vur vn)/} dx.
where
X :=div Z + (divn)? — trace (Vn)%; ¥ = %w -VZ — (Vn)? - Vu. (2.12)

Remark 2.5 1n light of the fact that the formula for the second inner variation in Lemma 2.4
is a special case of the general second inner variation 82 A (i, 17, ¢) in the case where - v = 0
on d§2 and ¢ = (5 - V)n, it follows that if one imposes this boundary condition on 1 and this
choice of ¢ in the formula for 82A(u, 1, ¢) given in Lemma 2.2, then it must be equivalent
to the formula given in Lemma 2.4. We note, however, that it does not seem easy to directly
verify this equivalence.

Remark 2.6 We would like to point out that the formulae for inner variations in Lemmas 2.2
and 2.4 already appeared in the proof of [17, Proposition 2.1] for compactly supported vector
fields n and ¢. The proof of Lemma 2.2 here follows the same line of argument as in [17].
Since it is short and to avoid confusion when adapting to our general vector fields, we include
it for the reader’s convenience. The proof of Lemma 2.4 is a bit different, utilizing the ODE
(2.14) to build the diffeomorphism of £2.
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1266 N. Q. Le, P. J. Sternberg

The rest of this section will be devoted to proving Lemmas 2.2 and 2.4.

Proofof Lemma 2.2 Let u,(y) = u(Cbt_] (v)) where

2
Di(x) =x+1tnx) + %{(x).

The formulae are based on the following formula (see [17, Eq. (2.16)])

2
ur(y) =u(y) —tVu-n+ %Xo +0(F). (2.13)

We observe, using (2.3), (2.5) and (2.13), that the first and second inner variations are
equal to the first and second derivatives, respectively, of the following function at 0:

2 2
t t
Ai(t) = / F (u —tVu-n+ EXO, Vu —tV(Vu -n) + EVX()) dx.
2
We compute

/ 0 a
Ai(t) = / |:FZ(— Vu-n+1tXo) — F), <—(Vu -n) — Z—Xo):| dx
2 X Xi
and

” d d
Al(t)=/ [Fzz(—Vun—i—th)z—Zszl (;(Vuy”—t;Xo) (_Vun+[X0)] dx
ko) i i

a 0] a a9
+ Fpipj | =(Vu-n) —t—Xo || —(Vu-n) —t—Xo | |dx
0 ’ Xi Xi Xj Xj

9
+/ |:FZX0 + Fp,.—xo] .
2 Xi
It follows that
, 9
8A(,n) = A,0) = /;2 |:Fz(_ Vu-n)+ F), (;(— Vu - n))]
1
and
82Au, n, ) = A (0)

ad
= / [Fzz(w T+ 2Fzp, (Vi) — (V- n)] dx
2 i
d d d
+ Fpip;—NVu-n)—NVu-n)|dx + F.Xo+ Fp,—Xo | dx.
2 Xi Xj Q2 Xi

m}

Proof of Lemma 2.4 Suppose that n € (C3(2))N where n - v = 0 on 962. Then for T > 0
small, we let ¥ : 2 x (— 1, 7) — §2 denote the unique solution to the following system of
ordinary differential equations

o
W(x, t)=nW(x,t), ¥(x,0) =x. (2.14)

Then, we have the expansion

2
W(x,t) =x+1tn(x)+ %Z(x) +0(r}) where Z:=(n-V)n. (2.15)
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Letting &,(x) := ¥ (x,t) we observe that for all ¢ such that |[f| < 7, the mapping
x = ¥(x, t)isadiffeomorphism of §2 into itself, using the tangency of n along the boundary.
From (2.5) and (2.15), we have

2

d 2
SAw, N, Z) = —
dr?

Awod ") = T Ay, and sa@m =L A
t - ) ) -
=0 dr* o dr |~

where u;(y) := u(qﬁt_l(y)). By the change of variables y = @&, (x) and using (D,_l (£2) = $2,
we have

A(uy) = / F(u(x),Vu - Vq)t_l(q),(x)) |detV e, (x)| dx
@7 (@)
= f F(u(x), Vu - V(Pt_l (®;(x)) |detVd, (x)| dx. (2.16)
Q

We need to expand the right-hand side of the above formula up to the second power in 7.
Note that

2 —1
Vo, (@(x) = [1 +1V(x) + %vzu) +0 (ﬁ)]
2
=1—1tVy— %VZ(x) +2(Vp?+ 0 (1Y),

hence

2
t
Vu - V&, (@,(x))=Vu —1Vu -V — 5 Vi VZ0) + 2(V? - Vu+ 0 (7). 2.17)
We then use the following identity for matrices A and B
12 12
det (1 +1A+ EB) = 1+¢ trace(A)+E [trace(B) + (trace(A))? — trace(A%)]+0 (1) .

Therefore, since for |¢| sufficiently small, detV®, (x) > 0 and we find

t2
|detV b, (x)| = detV, (x) = det (1 +1Vn(x) + Evz)

2
=1+rdivy+ % [div Z + (divi)? — trace(V)H)] + O (1)) . (2.18)

Plugging (2.17) and (2.18) into (2.16), we find that

2

d
SA(u, n) = —

dt dr?

. d
/F(x,t)dx and 8%A(u,n, Z) =
1=0J2

/ F(x,ndx (2.19)
=0
where
A 12
F(x,t)=F (u,Vu —tVu - Vy — 1Y) (1 +rdivy + EX) .
Here, X and Y are defined as in (2.12).
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We compute

3 A 9 . .
aF(x, 1) = —Fp, (4, Vu — tVu - Vi — 1Y) (—nfuj +2tY‘>
X

d
+ Fdivy + (EF(u,Vu—tVu-Vn—t2Y)>tdivn (2.20)

+tFX + rd (FX)
2 dr '

The formula for the first inner variation § A(u, n) easily follows from (2.19) and (2.20). For
the second inner variation, we note that

92 .
— F(x,1)
12|,

9 Bl )
= Fpp, (x—in/uj) (anuo —2F,Y'

d
+2F (u, Vu — tVu - Vi — *Y) divy [—o +FX

=FX —2(VpF,Vu-Vn) divn—2(VpF.Y) + Fpp, (Vu- Vi)' (Vu-Vn)/ .
(2.21)

Therefore, from (2.19) and (2.21), we find that the second inner variation 82A (u, n,Z) is
given by

82A®u,n, Z)
d? / . 92 .
= — F(x,t)dx :/ — F(x,t)dx
dtz l=0 2 2 atz l=0

= / [FX — 2(VpF, Vi - Vi) divy — 2(VpF, ¥) + Fp . (Vit - V)l (Vi - vn)i} dx.
i .

[m}
3 Passage to the limit in the inner variations of the Allen-Cahn
functional

In this section, we will apply the formulae established in the previous section to the case of
the Allen—Cahn or Modica—Mortola sequence of functionals

2 N
Eg(u):/ (“V”' L) )dx, 3.1)
Q 2 28

fore > 0, whereu : 2 ¢ RY — R, N > 2. Thus, we specialize to the case where

F(z,p) =35 Ipl* + % in (2.1). These functionals, which in particular arise in the theory
of phase transitions [1], are known to I"-converge in L' (£2) to a multiple of the perimeter
functional E defined by

3
= [ IVuol if upe€ BV(£2,{1,—1}),
Ewy) =14 2J/e

oo otherwise,
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([19]). More precisely, E. I'-converges in LY(2) to %E.

For a function u( of bounded variation taking values £1, i.e., ug € BV (£2, {1, —1}),
|Vug| denotes the total variation of the vector-valued measure Vug (see [8]), and I' :=
df{x € £ : upg(x) = 1} N £2 denotes the interface separating the 41 phases of ug. If I" is
sufficiently regular, say C L then E(up) = HY~1(I") and hence we identify

E(uo) = E(I') =HY"1(I) (3.2)

where HY~! denotes (N — 1)-dimensional Hausdorff measure. Throughout, we will denote
by n = (n1, ..., ny) the unit normal to I" pointing out of the region {x € £2 : up(x) = 1}.

Though we will not use the specific properties of I"-convergence in this article, we recall
that this convergence of E; to %E consists of two conditions: a liminf inequality and the
existence of a recovery sequence. For reader’s convenience and for later reference, we give
the definition below.

Definition 3.1 (I"-convergence) We say that a sequence of functionals E, I'-converges in
the L'(£2) topology to the functional %E if for any u € L'(£2) one has the following two
conditions:

(i) (Liminf inequality) If a sequence {v,} converges to u in L' (£2), then
4
liminf E¢ (v,) > = E(u),
e—0 3

(ii) (Existence of a recovery sequence) There exists a sequence {w,} C LY(2) converging
to u such that

4
lim E = —E(u).
Sg% e (wg) 3 ()

This convergence, when accompanied by a compactness condition on energy-bounded
sequences, guarantees that global minimality passes to the limit. In this article, however, we
will be more concerned with the passage of stability in the limit ¢ — 0.

The first variation of E, defined by (3.2), at I" with respect to a smooth velocity vector
field n is given by

d . -
SE(',n) =—| HY Y&, ()= / divi pHN T, (3.3)
dt t=0 I
and the second variation of E at I" with respect to smooth velocity and acceleration vector
fields n and ¢ is given by
S*E(I',1.¢)
d2

N—-1
= D,(I"
az| @)
N—-1 N—-1
= / div%+(divfn>2+Z\(Dnn)l Y (@i D)ty Dyn) tdHNTY
r

i=1 i,j=1

‘ 2

(3.4)

see [29, Chapter 2]. Here, @, is given by (2.4), div’'¢ denotes the tangential divergence of
¢ on I, and for each point x € I', {r1(x), ..., Ty—1(x)} is any orthonormal basis for the
tangent space Ty (I"). Further, for each v € T, (I"), D7 is the directional derivative and the
normal part of Dy, n is denoted by (Dy, n)l = Dyn — Zjvz’ll (zj - Dy;m)tj. We point that
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out for a hypersurface, there are no distinct notions of first or second inner variation so while
we chose the notation § E(I”, 1) and S2E(T, n, ¢) we could just as well have used dE (I, 1)
and d2E(I", 1, 7).

For later use, we also record the following (see [32, Formula (2.39)]):

Theorem 3.2 (Second variation of the area functional [32]) Suppose that I C $2 is a smooth
hypersurface with mean curvature H. Suppose further that, T is C* and 9" meets 352
orthogonally. Then, for any smooth vector field n : 2 — RN that is tangent to 92 with
n=E&mnand m,n-Vn) =0on I forsome smooth& : ' — R, and for Z := (n - V)n, we
have

S*E(I',n, Z) = 8*E(I", &)

- /r (IVFEP + (0 — 12 H?E? — | ApPE?) dHV

— / Ago(m, n)E2dHN 2. (3.5)
aI'Nas2
Here, Ar and Ayq denote the second fundamental form of I' and 352, respectively.

Remark 3.3 The derivation of [32, Formula (2.39)] uses the stability of I" only in order to
assert the necessary regularity to carry out the calculation. Here, as we do throughout the
article, we assume smoothness of I” so a stability assumption is not needed.

In a previous paper [16], the first author studied the relationship between the second inner
variations of {E.} and the second variation of the I"-limit, %E (up). While the first inner
variations of E, converge to the first variation of Ey, it was shown in [16] that an extra
positive discrepancy term emerges in the limit of the second inner variation. More precisely,
if u, € C*(2),us — up € BV(£2, {1, —1}) with a C? interface I" and lim,_,¢ E, (u;) =
% E (1), then for all smooth vector fields n, ¢ € (CC1 (§£2))V, it was found in [ 16, Theorem 1.1]
that

: 2 4 2 2 N-1
lim §“Eg(ug,n,¢) = =38°E(",n,¢)+ | (m,n-Vn)*dH .
e—0 3 r

With the aim of studying the asymptotic behavior of Allen—Cahn critical points and lin-
earizations subject the natural Neumann boundary conditions, we now establish the same
type of result without the assumption of compact support on the vector fields n and ¢:

Theorem 3.4 (Limits of the inner variations of the Allen—Cahn functional) Let {u.} C C3($2)
be a sequence of functions that converges in L'(£2) to a function uy € BV (2, {1, —1})
with an interface I' = 8{ug = 1} N 2 having the property that T is C*. Assume that
limg 0 Eg(ug) = %E(F). Then, for all smooth vector fields n € (C3(2))N withn-v =0
on 352 and for Z :== (n - V)n, we have

4
lim 8 E¢(ug, n) = =8E(I", n)
e—0 3

and
: 2 4 2 2 N—-1
lim6“Ec(ue,n, Z) = =-36°E(I",n, Z2)+ | (n,n-Vn)"dH .
e—>0 3 r

Remark 3.5 (i) One important point in Theorem 3.4 is that u, is not assumed to necessarily
be a critical point of E,;. We will find ourselves in need of the formula in this situation
in Sect. 6.
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(i1) In the convergence result for the second inner variations 82E.(ug, , Z) in Theorem 3.4,
it would be very interesting to relax the hypothesis lim;_,g E(uy) = %E(I" ) (which
amounts to assuming multiplicity 1 convergence of the nodal sets of u, ) to just a uniform
bound E.(u;) < C on the energies E,(u.) as done by Gaspar [6, Proposition 3.3] for
compactly supported vector fields 1 (and hence Z). Gaspar’s elegant observation (see [6,
Proposition 2.2]) is that, under the energy bound E;(u.) < C and the vanishing of the

. 1—u2)?\ . . . .
discrepancy measures &, := (EIVug 12— %) in the interior of £2, the second inner

variations 82 E, (i, -, -) are continuous under varifold convergence in the interior of the
Euclidean domain §2. The application of this continuity result to 82 E; (1., i, Z) requires
the vector fields n and Z := (- V)n be compactly supported in §2, which is not the case
in our present setting of Theorem 3.4, however. On the other hand, adapting the analysis
of [6] for general vector fields 1 requires the vanishing of the discrepancy measures &,
up to the boundary of £2 in the limit of ¢ — 0. To the best of the authors’ knowledge,
the most general setting for the validity of this result is the work of Mizuno—Tonegawa
[20] where the authors require that u,. is a critical point of E, uniformly bounded in
¢ and that the domain §2 is strictly convex. Recently, Kagaya [12] relaxes the strict
convexity of the Euclidean domain §2 for certain classes of critical points of E.. Note
that our present setting of Theorem 3.4 [see also item (i) above] does not fulfill these
requirements in general. We briefly sketch a generalization of Theorem 3.4 to the setting
of [20] in Theorem 3.10.

The rest of this section is devoted to proving Theorem 3.4 and its slight generalization,
Theorem 3.10. Let

®(a) = /a |sZ — 1|ds. (3.6)
0

We next recall the following results from [17, Lemmas 3.1 and 3.2] applied to the double-well
potential (1 — u?)? that are crucial to proving Theorem 3.4.

Lemma 3.6 Under the assumptions of Theorem 3.4, we have the following convergences:

lim/ |V(D(u£)|dx:/ IV (ug)|dx, 3.7)
e—=0 Jo Q

1—u?)’
lim/ le| Vi |? — @mx =0, (3.8)
e—=0 Jo &
1im/ 6| Vite|? — |V (ue)]]dx = O. (3.9)
e—0 Jo

We also have the following convergence:
@ (ug) — P(ug) in L'(2) (3.10)
and thus, in the sense of Radon measures, we have the convergence:
4 N—1
VO (ug) VO (uy) = gndH | ase — 0.
Remark 3.7 In the special case where i, is a minimizer of E,, the above lemma was proved
by Luckhaus and Modica; see [18, Proposition 1, Lemmas 1 and 2]. Equation (3.10) in

Lemma 3.6 was used in [17] without proof. Its proof is based on a truncation argument as in
the proof of (1.11) in [31]. For completeness, we include it below.
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Proof of Eq. (3.10) in Lemma 3.6 Let us define
uf =ugon{—1<u, <1} and u} =sign(u;) on {Jug| > 1}.

First, note that u, — ug in L1(£2) implies that u} — ug in L(£2). Moreover, D (uf) —
@ (up) in L'(£2). Tt suffices to show that @ (u¥) — & (u.) in L' (£2). Since

/ |P(ue) — @ (uy)|dx = / | (ug) — D (sign(ue))|dx,

Q {lue|>1}

by symmetry, it suffices to show that
lim |®(ue) — @(1)|dx = 0. 3.11)
£—0 {(ug>1}

From the construction of u}, we have

ORE 212
E¢(ug) :/ <8| 2u£| + (usz ) )dx
0 &

<5|Vu£|2 N (u? - 1)2>dx'

= Ee(u) +/ 2 2

{luel>1}
By the liminf inequality in the I"-convergence of E. to %E (see Definition 3.1), we have
from u} — ug in LY(£2) that

L. 4 4
liminf E,(u}) > —E(ug) = s E(I).
e—0 3 3

Because lim, o E, (us) = $E(I"), we find that

\v/ 2 2 1 2
lim <8| uel” | e =D )dx —0. (3.12)
£—0 {Jug)>1} 2 2¢

When u, > 1, we have from the definition of @ in (3.6) that @ (1) — @ (1) = (uz — 1)3(u +
2)/3. Thus, using (3.12), we obtain

/ |q><ug)—q>(1>|dxs/ (e — D2(ue + 2)dx
{ug>1}

{ug>1}

5/ (ug—l)zdx—>0whene—>0.
{ue>1}

The proof of (3.11) is complete. O

Before recalling a theorem of Reshetnyak, we introduce some notation. Let [Co(£2)]" be
the space of R"-valued continuous functions with compact support in §2. Let [M,(£2)]" be
the space of R™-valued measures on 2 with finite total mass. Given u € [Mp(£2)]™, we
write |u| for the total variation of u and dd—” for the Radon—Nikodym derivative of u with
respect to |u|. Given w,, u € [Mp($2)]", we say that u, converges to u in the sense of
Radon measures if for all ¢ € [Cy(§2)]™, we have

lim/qa-dun=/¢-du-
n—0o0 0 o

We now recall a theorem of Reshetnyak [24] concerning continuity of functionals with respect
to Radon convergence of measures. Its equivalent form that we write down below is taken
from Spector [30, Theorem 1.3].
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Theorem 3.8 (Reshetnyak’s continuity theorem) Let 2 C RN be open, i, o € [Mp($2)1™
be such that ju, converges to  in the sense of Radon measures and |, |(82) — |u|(£2).

Then
duy du

Jim Qf()c, d|u,,|(x)>d|p“”| Z/Qf(x,m(x))dlul

for every continuous and bounded function f : 2 x 8"~' — R where "1 := {x e R™ :
x| =1}

We emphasize that in Theorem 3.8, f is not required to be compactly supported in £2.
This is crucial to applications in our paper.

The following lemma provides a key ingredient in the proof of Theorem 3.4. It allows us
to pass to the limit in certain quadratic expressions involving V.

Lemma 3.9 Under the assumptions of Theorem 3.4, for all ¢ € C(2), we have
4 N—1
eV, ® Vugpdx — 3 n®noedH . (3.13)
2 r

Proof of Lemma 3.9 The proof is a simple application of Theorem 3.8 using Lemma 3.6. Let
@ be as in (3.6). We have

Vu u V& (u V& (u
P e E (ue) (ue) Vus P
[Vue| — [Vue

\% Vue = -
eVus @ Vug VP (u,)| VD (ug)| Ve

e|Vug

From Eq. (3.9) in Lemma 3.6, we find that for any ¢ € C(£2),

. V& (ug) V& (u,) 2 . Vo (ug) Vo (ug)
&|Vue|“pdx = lim ® V@ (ug)|pdx.
e=>0Jo [VP(ug)|l ~ VP (ue)| >0/ [VP(ug)| ~ VP (ue)|
Applying Theorem 3.8 to V@ (u.) and V@ (ug) with f(x,p) = (p ® p) ¢(x), we find
. / V& (ug) Vo (ue)
>0 [VP(ug)| — [VP(ue)l

4 N—-1
V@ (ue)|pdx = §n®n(pd7-[ .
r

We can now present:

Proof of Theorem 3.4 When n-v = 0 on 352 and Z := (1 - V)n, Lemma 2.4 applied to E,
gives

2 2 12
aEg(ug,n)=/ [(‘W“E' PC i )divn—a(Vus,Vu5~Vn)]dx (3.14)
2

2 2¢
and
V.2 2 _qy2
82E. (e, n, Z) :/ {<5| 2”” 4 (%2 ) )(din+(divn)2—trace((Vn)z))}dx
7 &

— 2/ e(Vu®, Vu® - Vn)divndx
2
1
- 2/ (svu{ Ews -VZ—(Vn)?- wﬁ) dx
2

+/ e [Vue - V| dx. (3.15)
2
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By letting ¢ — 0 and using Lemmas 3.6 and 3.9 together with (3.3), we find that
: 4 : N1 _ 4
lim 8E.(uge,n) = = | (divy— (n,n-Vn))dH = —SE(I,n).
e—0 3 r 3

Let us now analyze 82 E, (u¢, 1, Z). Using Eq. (3.8) in Lemma 3.6 together with Lemma 3.9,
we find that

\v4 2 2 1 2
lim f elVuel” | e = D) (divZ + (divy)® — trace((V)2))
e—=0Jo 2 2¢

= / e|Vug|* (divZ + (divy)? — trace((Vi)?))
2
= g / (divz + (divy)? — trace((Vn)z)) dHN 1.
r

By letting ¢ — 0 and using Lemma 3.9, we obtain

lim 8%E, (ue, 1, Z)
e—0
_ f . SN2 2 . N-1
=3 {dle + (divn) trace((Vn) 2(n,n - Vr;)dlvn} dH
r
8 1 4
— / (m,=n-VZ—n-(VnHdH 1+ f/ In-Vyl2dHN"' (3.16)
3)r 2 3)r
As in the proof of Theorem 1.1 in [16] (see (2.8) there), we find that

1
divZ +(divy)? —trace((Vn)> —2(n, n - Vy)divy — 2(n, S0 VZ-n. (V?) + n - V|?

N-—1 N-—1
2
=div'Z+ @v 2+ Y [t = D @ Dym( - Dy + @n- Vi,
i=1 i j=1

In light of (3.4), we find that the right-hand side of (3.16) is equal to

4
3 {82E(F, n, Z) + / m,n- V) ldHN ! } )
r
Therefore, we obtain the desired formula for limy_, ¢ 82 E, (1, n, Z) as stated in the theorem.
O

For the remainder of this section, we briefly sketch a generalization of Theorem 3.4 to the
special setting of Allen—Cahn critical points with a Neumann boundary condition on strictly
convex domains.

Theorem 3.10 (Limits of the inner variations of the Allen—Cahn functional with a uniform
energy bound on strictly convex domains) Assume that §2 is an open, smooth, bounded and
strictly convex domain in RN (N > 2). Let {ue;} C C3(R2) be a sequence of critical points of
the Allen—Cahn functionals E; that converges in L'(£2) 10 a functionug € BV (82, {1, —1})
with an interface I' = {ug = 1} N 2 having the property that T is C*. Assume that there
is a positive constant C such that lue; o) + Eej (ue;) < Cforall j. Let I, ..., 'k be
connected components of I'. Then,
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(@)

there are positive integers my, ..., mg such that

K
. 4
Jim o)) = 3 ;m,ﬂm;

(i) for all smooth vector fields n € (C3(2)N with n-v=0onas2andfor Z := (n-V)n,

we have
4 X
Jim OE., (weym) = 3 ;miaEm, )
1=
and
4 (K
lim 82 Ee, (ue, 0. 2) = 2 | D mi 62E(n,n,2)+/ mn-Vp2dHVTh)
j—oo J / 3 i—1 I;

Sketch of Proof of Theorem 3.10 (i) By the criticality of u,;, I" is a minimal surface. By the

(i)

connectedness of each I7, the conclusion in (i) follows from the constancy theorem for
stationary varifolds [29, Theorem 41.1]; see, for example, [16, p. 1854] or the paragraph
following Theorem 2.1 in [6].

From the uniform bound ||u8j lLoo(2) + E, (ugj) < C, the criticality of Ug; which

. . . .. Oug; .
implies that u,; satisfies the Neumann boundary condition 3—? = 0 on 952 and the strict

convexity of £2, we can use [20, Proposition 6.4] to conclude the following vanishing
property of the discrepancy measure (or equi-partition of energy)

2
(1 - ug)
lim | |ej|Vu,|* - ~———|dx =0, (3.17)

j—oo Jo Ej

With (3.17) and (i), we can follow the arguments in the proof of Proposition 2.2 in [6] to
have the following modified version of Lemma 3.9: for all ¢ € C(£2), we have

K
4
/ eVug. @ Vug pdx — — E mi/ n®ngodHN_1. (3.18)
o j j 3 P n

Now, using (3.17) and (3.18), instead of Lemmas 3.6 and 3.9, in (3.14) and (3.15) in the
proof of Theorem 3.4, we obtain (ii). ]

4 Applications of second variation convergence for Allen-Cahn

We now present two applications of our convergence formula for the second inner variation
of the Allen—Cahn functional in Theorem 3.4. The first, Theorem 4.1, concerns the passage
of stability from critical points of the Allen—Cahn functional to that of the limiting interface.
The second concerns an asymptotic upper bound for the Neumann eigenvalues associated
with the linearized Allen—Cahn operator. This is the content of Theorem 1.1.
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4.1 Stable critical points leading to stable interfaces

Aninteresting and at times subtle question involves the issue of whether stability of a sequence
of critical points passes to the limit within the context of I"-convergence. This topic has been
looked at from a variety of angles, including [27] where some conditions related to, but not
equivalent to, I"-convergence are shown to be sufficient to guarantee stability of the limiting
object. Interestingly, the verification of one of the two key sufficient conditions in [27] for
2D Ginzburg—Landau vortices uses inner variations; see [27, Equation (3.12)].

Within the Allen—Cahn context, the question of whether stability of critical points passes
to the limiting interface is addressed in [33]. Assuming that a sequence of Allen—Cahn
critical points {u,} have nonnegative second Gateaux variations with respect to compactly
supported variations, and assuming that their energies E.(u.) are uniformly bounded, Tone-
gawa identifies a limiting varifold and shows that in an appropriately defined weak sense,
it has nonnegative generalized second variation; see [33, Theorem 3]. Roughly speaking,
stability in this weak sense looks like nonnegativity of §2E(I", &) given by (3.5) with the
boundary integral absent due to the assumption of compact support on . In a subsequent
work, Tonegawa and Wickramasekera [34] show that support of the limiting varifold iden-
tified in [33] is smooth in dimensions N < 7 while its singular set (if any) has Hausdorff
dimension at most N — 8 in dimensions N > 7. As mentioned in the introduction, the con-
vergence and regularity results in [33,34] rely on an important interior convergence result
for the Allen—Cahn equation from the work of [11] and interior regularity results from [35]
and we are not aware of boundary analogues of these results.

Here, with stronger assumptions on the regularity of the limiting interface up to the bound-
ary and convergence of energies, we establish a result in this vein which incorporates the
boundary term.

Theorem 4.1 (Stability of the limiting interface) Let {u.} C C 3(2) be a sequence of
stable critical points of Eg given in (3.1) that converges in L'(2) to a function uy €
BV (82, {1, — 1)) with an interface I' = 8{ug = 1} N 2 having the property that T is
C2. Assume that lim,_o E, (ug) = %E(F) where E is given by (3.2). Then, for all smooth
£ 1 2 — R we have the stability inequality

/ (IVr&l — |ApPe2) dnd ! — / Ag (0, mEXAHN2 > 0,
r arnaR

Remark 4.2 The stability criterion given above for a hypersurface subject to Neumann bound-
ary conditions is derived in [32, Theorem 2.2].

Remark 4.3 Under the assumption of I" being an isolated local minimizer of the I"-limit E
defined as in (3.2), one can of course construct stable, in fact locally minimizing, critical
points u, of E, using the approach of [13]. In this case, the above stability inequality for I”
holds trivially, since local minimality is a stronger assumption than stability.

Proof of Theorem 4.1 We have assumed that the critical points u, of the Allen—Cahn
functional E, have nonnegative second Gateaux variation and so by (2.11) they also
have nonnegative second inner variations, that is, for all n,¢ € (C3(§))N , we have
82E(ug,n,2) > 0. By Lemma 4.4 below, I" is a minimal surface and oI" meets 052
orthogonally (if at all). Thus, for any smooth function & : 2 — R, we can choose a smooth
vector field  on £2 such that » = Enon I', n - v = 0 on 852 and such that (n,n- V) =0
on I". Then, applying Theorems 3.2 and 3.4 with Z := (n - V)n, we find

3
0 < lim 262 Ec(ue, n, 2) = 8E(, 1, Z) = 8E(I, &)
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for all smooth function £ : £2 — R, using (3.5). The stability inequality is thus established.
O

Lemma 4.4 (Minimality of the limiting interface) Let {u,} C C3(2) bea sequence of critical
pomts of E, that converges in L'(£2) to a function uy € BV (82, {1, —1}) with an lnterface

= d{ug = 1}N2 having the property that I is C2. Assume thatlimg_ o E, (ug) = E(F)
Then, I' is a minimal surface and 0" meets 352 orthogonally (if at all).

Proof The criticality of u, implieithat SE(ug, n) = 0forall C3(£2) vector fields 5. Now, for
any smooth vector field n € (C 3(2))Y such that n-v = 0on ds2, we have from Theorem 3.4
that

3
/ divindHN =V = SE(I", n) = = lim 8E (us, n) = 0.
r 4 ¢—0

We decompose n = nt + 5T where - = (- n)n. Then, div/ n+ = (n — 1)H (5 - n) where
H denotes the mean curvature of I". Now, we have from the divergence theorem that

0=/ div ndHN ! =(n—1)/ H(n~n)dHN_1+/ T on*dHN T2 (@)
r r arnNoas2

where n* is the outward unit co-normal of 91" N £2, that is, n* is normal to 91" N 92 and
tangent to I". First, we consider vector fields n compactly supported in §2. From (4.1), we
then obtain

/ Hn-n)ydH""'=0
r

forall n € (Cg (2)N. This allows us to conclude that H = 0 on I', that is, I" is a minimal
surface.
Now, using this new information and returning to (4.1), we find that

/ N A
Irnage

for all smooth vector fields 7 such that - v = 0 on 2. This implies that 31" is orthogonal
to 952 (see, for example, [32, p. 70]). ]

4.2 Upper semicontinuity of the Neumann eigenvalues
Now we prove Theorem 1.1 concerning an asymptotic upper bound for the Neumann eigen-
values of the operators —e A+2¢ ! (3u§ —1) inthe limite — 0 under appropriate conditions.

Proof of Theorem 1.1 The proof follows the argument of [17, Corollary 1.1]. We include its
details for completeness.

Let denote by Q the quadratic function associated with the operator —e A+2¢~! (3u§ -1
with zero Neumann boundary conditions, that is, for ¢ € C1(£2), we have

Q@) = [ (e1V6l? +267 (342 = 1) %) dx = Ecluc, —),
2
Similarly, for the Robin eigenvalue problem (1.3), we can define a quadratic function Q for

the operator —A — |Ap|? in I" with a Robin condition on 91" N 952 for the corresponding
eigenfunctions for —Ap — |Ar|2. That is, for ¢ € CY(T), we define

2 _ —
0w = [ (IV7of ~1aPg?)an* = [ AsotnmipPan 2
r arnos
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see [4, p. 398]. We can naturally extend Q to be defined for vector fields in £2 that are
generated by functions defined on I” as follows. Given f € C!(I), let 5 = fn be a normal
vector field defined on I”. Assuming the smoothness of T, we deduce from Lemma 4.4 that
I' is a minimal surface and 97" meets 952 orthogonally (if at all). Thus, we can find an
extension 7 of 7 to £2 such that it is tangent to 3£2, thatis 7- v =0o0n 352, (n,n - Vij) =0
on I". Then, define Q (%) := Q(f).

For any vector field V defined on I” and is normal to I, we also denote by V its extension
to £2 in such a way that it is tangent to 32, n,n-VV) =0on I".Letf =&y =V - n.

Note that, using the stationarity of u, and Corollary 2.3, we have for all vector field ¢

Q:(Vug - V) = d*Ee(ue, —Vug - V) = 82 Ec(up, V, 0).
‘We choose
c=(V-V)V.
Then, we have, by Theorems 3.4 and 3.2
lim Q¢ (Vue - V) = lim 62 Ee (e, V. ¢)

4 4
= g/r(|VFE|2—|AF|2|$|2)dHN’l—g/ Ago(m,m)|E)PdHN 2

arnas
4
=3 o). 4.2)
By the definition of A, we can find k linearly independent, orthonormal vector fields V! =
vln, ..., V¥ = v*n which are defined on I" and normal to I" such that
k
/ violdHV T =gjand max QD aVi) < me (4.3)
r Yiai=1 i=1
Denote
. d . -1 .
vV, = 3| e <<x+tV‘(x)) > = —Vu, - V"

=0
As in [16], we can use Lemma 3.9 to show that the map V +—— —Vu, - V is linear and
one-to-one for e‘small. Thus, the linear independence of V' implies that of V! for & small.
Therefore, the V! span a space of dimension k. It follows from the variational characterization
of A¢ x that

. 4
O (Zizl aj Vé) Aok
P A

ksup . ZZ, 4.4)
Yicai=le [ ‘Zi:l a; Ve
Take any sequence ¢ — 0 such that
)La,k . )La,k
—= — limsup —— = y.
€ e—>0 €
Then, for any § > 0, we can find ay, . . ., a; with Zle ai2 = 1 such that for & small enough
0 (Zf:l ai Val)
; 3 >y — 4. 4.5)
e fo ’Zi:] a; Vg
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By polarizing (4.2) as in [16], we have for all a;

k k
lim Q. <Zai v;') = gQ (ZaiV’) . (4.6)
i i=1 i=1

and the convergence is uniform with respect to {a;} such that Zf-;l al.z =1.
Next, we study the convergence of the denominator of the left-hand side of (4.5) when
& — 0. Invoking Lemma 3.9, we have

k 2 k
li VEH dx = 1 a;(Vu -V (Vu® - vid
Eg%s/;z ;:a, o dx Egs/ﬂjéla,a]( u )(Vu )dx
k
4 o 4
_4 a,.aj/ vivldnNl = 2, @.7)
3,52 r 3

where we used the first equation in (4.3) in the last equation. Combining (4.5)—(4.7) together
with (4.3), we find that

k
Ye—8=0 (ZaiV’) < Ak
i=1

Therefore, by the arbitrariness of §, we have y; < Ai, proving the theorem. O

Remark 4.5 If the hypotheses of Theorem 1.1 are replaced by those of Theorem 3.10, then
the upper semicontinuity of the Allen—Cahn Neumann eigenvalues still holds as stated in
Theorem 1.1. For this, we just replace the following in the above proof of Theorem 1.1:
(i) the use of Theorem 3.4 by the use of Theorem 3.10;
(i1) the min—max characterization of eigenvalues by the weighted min—max characterization
of eigenvalues as in [6, Section 4] and [10, Section 3.2];
(iii) Lemma 3.9 by (3.18).

5 The inner variations of a nonlocal energy and their asymptotic limits

With the ultimate aim of studying the asymptotic limits of the Gateaux variations and inner
variations of the nonlocal Ohta—Kawasaki energy in the following section (see (6.1)), we
turn now to the calculation and asymptotic behavior of these variations for the nonlocal part
of this energy. To this end, for each u € L1(£2), we denote its average on £2 by

ug = |S12—|/Qu(x)dx. 6D

We associate with each u € L%(£2) a function v € W22(£2) as the solution to the following
Poisson equation with Neumann boundary condition:

d
—Av=u—1ugin .Q,—v =0onds2, / v(x)dx = 0. (5.2)
av 0

Let G(x, y) be the Green’s function for £2 with the Neumann boundary condition:

G (x,
n Q. (x,y)

—A,G(x,y) =6, ——
y (x, ) x |9|1 3Uy

=0onads2, / G(x,y)dx =0(orall y € £2),
Q
(5.3)
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where §, is a delta-mass measure supported at x € £2.
If @(x) is the fundamental solution of Laplace’s equation, that is,

1 .
—5=1 f N=2,
d(x) = { 2 log | 7 ;f N>2
[B1(0)|N(N—=2)|x|N-2 ’
then, for any fixed x € £2,
G(x,y) — ®(x — y) is a C* function (of y) in a neighborhood of x. 5.4

Note that
v(x) = / G(x, y)u(y)dy.
Q
Consider the following nonlocal functional on L2(02)

B(u) :=/ |Vv(x)|2dx =/ G(x, y)u(x)u(y)dxdy. (5.5)
Q Q

The following lemma provides formulae for the Gateaux variations and inner variations
of B up to the second order.

Lemma 5.1 (Gateaux variations and inner variations of B) Assume that u € C 3(5), @ €
C3(2) and n, ¢ € (C3(2))N. Let B(u) be defined as in (5.5). Then, one has,

dB(u, ) = 2/ / G, y)u(y)px)dxdy = 2/ vedx, (5.6)
2 JQ 2

L) =2 [ [ G ey, 57)

6B(u,n) = —2/9 /Q G(x,y)u(y)Vu(x) - n(x)dxdy, (5.8)

and
8*B(u,n,¢) = 2/9 /Q G(x, »)(Vuy) - n(3))(Vu(x) - n(x))dxdy

+2/ / G(x, y)u(x)Xo(y)dxdy (5.9
2J2
where we recall from (2.8) that

Xo = (D*u-n,n) + (Vu,2(n - V) — ¢).

An immediate consequence of Lemma 5.1 is the following corollary which is a nonlocal
counterpart of Corollary 2.3. It establishes the relationship between Gateaux variations and
inner variations up to the second order.

Corollary 5.2 Assume that u € C3(82), and n,¢{ € (C3(2))V. Let B(u) be defined as in
(5.5). Then, one has,

8B(u,n) =dBu,—Vu-n), (5.10)
82B(u,n, ) = d*B(u, —Vu - 1) + dB(u, Xo). (5.11)
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Proof of Lemma 5.1 The formulae for dB(u, ¢) and d2B(u, ¢) can be obtained easily using
their definitions

d d?
dB,¢) = | Blu+1g), d*B(u, ¢) = 7| B+,
t=0 t=0

so we skip their derivations.
Now we establish the formulae for § B(u, n, ¢) and 52B(u, n, ).

Let @, (x) =x +1n(x) + %{(x) and u;(y) := u(cbfl (¥)). Then, by (2.13), we have

2
i (y) = u(®;' (y) = u(y) — tVu(y) - n(y) + %Xo(y) +0(). (5.12)

It follows that
B(“t):/ f G(x, y)u (y)uy (x)dxdy
2 JR2
=/QG(x,y)u(X)u(y)dxdy
~2t / / G (x, y)u(y)Vu(x) - n(x)dxdy
2 JR2
2 ( fg fg G (xu y)(Vuly) - i) (Vulx) - nx))dxdy
+/ / G(x,y)u(x)Xo(y)dxdy>+0(t3).
2 JR2

Recalling [see (2.3) and (2.5)] that

d d?
§B(u,n) = — B(u;), 82Bu,, = — B(u,),
(o) =g | B 0.6 = g5| Bl
we obtain the first and second inner variations for B as asserted. O

The next theorem studies the asymptotic limits of the inner variations of the nonlocal func-
tional B under suitable assumptions. It can be viewed as a nonlocal analogue of Theorem 3.4.
As in this theorem, in order to pass to the limit the second inner variation 82B(u,, n,¢),
we can focus on a particular choice of the acceleration vector field ¢. Instead of imposing
¢ =Z := (n-V)nas in Theorem 3.4, we find that we can still pass to the limit when the
tangential parts of ¢ and Z coincide on the boundary 952.

Theorem 5.3 (Limits of inner variations of the nonlocal energy B) Let {u.} C C 3(2) be a
sequence of functions that converges in L3(2) 10 a function ug € BV (82, {1, —1}) with an
interface I' = 8{ug = 1} N 2 having the property that T is C2. Throughout, we will denote
by n the unit normal to I" pointing out of the region {x : uo(x) = 1}. Let G be defined as in
(5.3). Let B be defined as in (5.5). Then, for all smooth vector fields 1, ¢ € (C3($2))N with
n-v=00nd2,and¢ -v=2Z2Z-vondS2 wherewe recall Z :== (- V)n we have

lim 8B (e, 1) =4/ vo(n - mydHN "1 (x). (5.13)
E—> I
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and
lim 62B(ue, 0, £) =8 /F /F G(x, Y)((x) - n())(n(y) - n()dHY " (x)dHY " (y)
+4/F(Vv0 - mdHY " (x)
+4/F V(¢ — Z + (divp)n) - ndHY ' (x). (5.14)
Here, we use the following notations:

Ve (x) ZZfQG(x,y)us(y)dy and  vo(x) :/QG(x,y)uo(y)dy.

Proof of Theorem 5.3 We will apply Lemma 5.1 where X is now replaced by

Xe = (D?ug -n. ) + (Vug, 2(n - VI — ¢)
= (D%ug -0, ) + (Vue, (- V) +div ()n) + (Vue, (- Vyn — (div )y — )
= div (Vue - nn) + (Vue, Z — ¢ — (divn)n)
= D+ (Vug, Z — ¢ — (divn)n) (5.15)

where
D, :=div (Vug - n)n) . (5.16)

From (5.8) in Lemma 5.1, we have
3B (ue, n) = —Z/Q/QG(X,y)us(y)(VMS(X) -n(x)) dxdy. (5.17)

From (5.9) in Lemma 5.1 together with (5.15), we obtain
52 Blue, 0, £) =2 /Q /9 G, V) (Ve () - 1)) (Vatg () - 7(0)dxdy
+2/ / G (x, y)ug(y)De(x)dxdy
eJe

+2f9 /g G, Vue (V) (Vite (x), Z(x) = ¢(x) = (divn () (x))dxdy.
(5.18)

O
Claim 1 We have

lim f f G(x, )ug(y)(Vug(x) - n(x))dxdy = —2/ vo(n - m)dHY "1 (x)
22J2 r

e—0

and

lim /9 /;2 G(x, Yue(y)(Vue(x), Z(x) — £ (x) — (div n(x))n(x))dxdy

e—0

= —2/ v0(Z — ¢ — (divy)n) - ndHY 1 (x).
r
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Claim 2 We have

1im/Q/QG(x,y)(Vue(y)-n(y))(Vus(X)-n(X))dxdy

e—0

= 4/1“ /1" Gx,y)(nx) -nx)(n(y) - n()’))dHN_l(x)dHN—l(y).
Claim 3 For D, as in (5.16), we have

mn/,/ Gu,wuwaAxnndy=2/YVwranqndHN‘%m.
R J02 r

e—0

Using the above claims in (5.17) and (5.18), we obtain (5.13) and (5.14) as claimed in the
theorem.

We now prove the above claims.
Let us start with the proof of Claim 3. Using (5.16) and - v = 0 on 952, we find after
two integrations by parts that

[ [ oD avay
2Je
=/ Us(x)Ds(x)dx=/ vediv (Vug - n)n) dx
Q Q
= —/ (Vve - n)(Vug -n)dx = / div (Vv - n)n) ue dx. (5.19)
Q Q

From u, — ug in L2(£2) and the global W22(£2) estimates for the Poisson equation (5.2),
we have
Ve — vg in WH2(£2). (5.20)

In particular, D2v, — D%y in L2(£2). Thus, when ¢ — 0, we have

/ div (Vg - 7)) ugdx —>/ div (Vg - n)n) updx :2/ (Vg -n)(n-m) dHY "1 (x).
2 2 r

(5.21)
Combining (5.19) and (5.21), we obtain Claim 3.
Let us now prove Claim 1. We start with the first limit. We have

//G(x,y)us(y)(Vus(xyn(X))dxdy=/ Ve (x) (Vg (x) - n(x))dx.
22J02 2

Integrating by parts and using the fact that - v = 0 on 92, we have

/ Ve (X)) (Vug(x) - n(x))dx —/ div (ven)udx — —/ div (von)updx
Q Q Q

= —2/ vo(n - mdHN "1 (x).
r

In the above convergence, we have used the facts that u, — ug in L?(£2) and div (ven) —
div (vgn) in W12(£2) which is a consequence of (5.20). The first limit of Claim 1 is hence
established. The proof of the second limit in Claim 1 is similar. Here, we replace 7 in the
first limit by Z — ¢ — (div n)n in the second limit. For this, we note that from ¢ -v =2 -v
on d£2 and n - v = 0 on 952, we also have (Z — ¢ — (divn)n) - v = 0 on 9£2. The proof of
Claim 1 is thus completed.
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Finally, we prove Claim 2. To do this, we introduce some notations. Let
as(x) = Vug(x) - nx) € Cz(ﬁ). (5.22)

Let w, be the solution to the following Poisson equation with Neumann boundary condition:
. dwg
—Aw, =a; —az,pin 2, —— =0onas2, we(x)dx = 0.
av 0
Then, w, € C>%(82) forall « € (0, 1) and

we (x) = fg G (x, y)as (y)dy. (523)

Integrating by parts and using the fact that - v = 0 on 92, we have

/Q /Q G(x, Y) (Ve (y) - () (Ve (x) - n(x)) dxdy = /Q we (X) (Ve (x) - n(x)) dx
:_/ div (wen)uedx.  (5.24)
2

To prove Claim 2, we study the convergence property in L? (§2) of w, and Vw;.
Integrating by parts and using the fact that n - v = 0 on 92, we have from (5.22) and
(5.23)

ws(x)Z/QG(x,y)Vus(y)-n(y)dy=—/QdiVy(G(x,y)n(y))us(y)dy- (5.25)

Using (5.4), we find that the most singular term in div , (G (x, y)n(y)) is of the form ‘x_y%

which, for a fixed x, belongs to L?(£2) for all p < % Thus, when u, € Lz(.Q), we have
by Young’s convolution inequality that w, € L7 forall ¢ < g« = % which comes from
the relation

1 1= N -1 n 1

9+ N 2
In particular, if u, — uo in L?(£2) then from (5.25), we have the following convergence in
L9(2) forall g < 2%

We — wWo. (5.26)

where

wo(x) == — /Q div (G (x, y)n(y)uo(y)dy = —2 fr G(x, ) -ndHY 1 (y).

5.27)
For the convergence of Vw,, we observe from (5.25) that

Vwe(x) = —/Qdivy(VxG(x,y)n(y))ua(y)dy. (5.28)

Expanding div (VG (x, y)n(y)) and using (5.4), we find that the most singular term on the
right-hand side of (5.28) is of the form

- - (xi —y)(xj—y))
R;; (nue)(x) := /_Q X — yIN+2 n(ug(y)dy.
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Applying the L? — L? estimates in Calderon-Zygmund theory of singular integral operators,
we find that

|Rij (el 22y < CN. ) Intell 2g)-
It follows that, if u, — ug in L2(§2) then we have the following convergence in L2(2):
Vwg(x) = Vwg(x) = — /Q div y (VG (x, y)n(y))uo(y)dx. (5.29)
From (5.26) and (5.29), we have
— /Q div (wen)udx — — /Q div (won)uodx. (5.30)

Using (5.27), we find that
—/ div (won)updx = —2/ wo(xX)n(x) - nx)dHY 1 (x)
2 r

= 4/1" /1: G(x, y)((x) - n(x) () - nONdHY L) dHY 1 (y).
(5.31)

Combining (5.24), (5.30) and (5.31), we obtain the limit as asserted in Claim 2. This completes
the proof of Claim 2 and also the proof of our theorem. O

6 Applications of second variation convergence for Ohta-Kawasaki

We now wish to analyze the asymptotic behavior of the inner first and second variations of
the Ohta—Kawasaki functional

4
dx+fy/ [Vv%dx, (6.1)
2

3

P _ 4 mon — e|Vul> (1 —u?)?
ey ) = Ee(w) + 3y (u)—/Q > T

a model for microphase separation in diblock copolymers; see [21]. Here, ¢ > O and y > 0,
u : £2 — R and we are using the same notation for B as in (5.5) so that v is required to
satisfy (5.2). The factor of % is simply put in for convenience in stating the I"-convergence

result. These functionals are known to I'-converge in L' (£2) to %EV where
&y (uo) := E(uo) +y B(uo), (6.2)

(see [23]) where we recall that

),
5 | [Vuol if wug € BV(£2,{1,—1}),
E(uo) =1 2/a

oo otherwise.

As in Sect. 3, if the interface I := d{x € £2 : up(x) = 1} N §2 separating the £1 phases of
ug € BV (82, {1, —1}) is sufficiently regular, say C!, then we also identify

E(uo) = E(I') =HN (1)
and

Ey(up) = E/(I') = E(I') + y B(uo) = HN~1(I") + ¥ B(uo). (6.3)
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Competitors u : £2 — Rin the Ohta—Kawasaki functional are generally required to satisfy
a mass constraint

1
—[ udx =m for some constant m € (— 1, 1). (6.4)
121 Jo

We should mention that all of the analysis of this section applies, in particular, to the special
case where y = 0, that is to the case of the mass-constrained Allen—Cahn or Modica—Mortola
functionals. Under such a constraint, this context is perhaps better known as the equilibrium
setting for the Cahn—Hilliard problem.

We first establish the following theorem which is the nonlocal Ohta—Kawasaki analogue
of Theorem 3.4. It allows us to pass the limit the first and second inner variations of the
Ohta—Kawasaki functionals, without imposing any criticality conditions.

Theorem 6.1 (Limits of inner variations of the Ohta—Kawasaki functional) Let &, ,, and &,
be as in (6.1) and (6.3), respectively. Let G be defined as in (5.3). Let {us} C C3(£2)
be a sequence of functions that converges in L*>(£2) to a function uy € BV (82, {1, —1})
with an interface I' = 8{ug = 1} N 2 having the property that T is C*. Assume that
limg 0 &y (ue) = %Sy (). Let vp(x) := fQ G (x, y)ug(y)dy. Then, for all smooth vector
fields n € (C32)N with n-v=0o0n0d82, we have

. 1 -
lim 8, (e, 1) = 3 (aE(r, w44y [ worman® 1) (6.5)
- r

and for such n and for ¢ € (C32)N withc -v =17 -vond2 where Z = (n-V)n, we
have

3
lim Zazgs,y(us’ n,¢)
=8%E(I",n, Z) +/ (m,n-Vp)2dHV ! +/ divl (¢ — Z)drN ™!
r r
+8y /F /F G (. ) (@) - )0 G) - nNdHY " dH ()
+4y/(wo-n)(n.n)dHN“ +4y/ vo(¢ — Z + (divp)n) -ndHY"L. (6.6)
r r

Proof Let B(u) be defined as in (5.5). First, note that from (6.1), (6.2) and lim, ¢ &, (us) =
%53, (I'), we also have

4
lim E;(u,) = —E(I'),
e—0 3

since the LZ(Q)-convergence of {ug} to ug implies that B(u.) — B(uo). This means that all
conditions of Theorems 3.4 and 5.3 are satisfied and we can apply their results to the proof
of our theorem.

Next, observe that

4
85£,y(“£a n) =0E:(ue, n) + g)/ 3B (ug, n).

Therefore, (6.5) follows from Theorems 3.4 and 5.3.
Turning to the proof of (6.6), we have from the definition of &, in (6.1) that

3 3
Zazss,y(us, n,¢) = ZrSQEgmg, 1, 8) 4y 82 Blug, 1, £).
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We now apply (2.10) to E; at ug, first with X given by (2.8) with ¢ itself and then with
¢ = Z and subtract to find that
8*Ec(ue, n, &) = 8% Ec(ue, 1, Z) + dE¢ (ue, Vue - (Z — 7))
= SZEE(MS’ n,Z) +68E(ug, & — 7).

In the last equation, we have used (2.9) relating the first Gateaux variation and the first inner
variation. It follows that

3 3
152€E,y(u5, "¢ =7 (82Ec(ue, 0, Z) + 8Ec(ue, ¢ — 2)) + y8*Bug, 1, ) (6.7)

Letting e — 0in 6 E¢ (ugs, ¢ — Z), we find from Theorem 3.4 and (3.3) that
3
lim 8E,(ug, ¢ — Z) =8E(', L —Z) = / divi (¢ — 2)dnN .
e—>04 r

Letting ¢ — 01in (6.7), using the above limit together with Theorems 3.4 and 5.3, we obtain
(6.6). O

Next we wish to apply Theorem 6.1 to the case of stable critical points of the Ohta—
Kawasaki functional &, subject to a mass constraint which is the context of Theorem 1.2.
To be clear, we refer to a function u : §2 — R as a critical point of & , subject to a mass
constraintif d& ,, (u, ¢) = 0 whenever fg ¢ (y)dy = 0, and we say u is a stable critical point
of the Ohta—Kawasaki functional &, ,, if additionally dzgg,y (u, ¢) > 0 for such functions ¢.

Before proving Theorem 1.2, we would like to explain the peculiar choices of the velocity
and acceleration vector fields 1 and ¢ stated in the theorem. Their choices were explained in
[17, Theorem 1.4]. For reader’s convenience, we repeat the argument here in the following
remark.

Remark 6.2 The choice of the velocity and acceleration vector fields 1 and ¢ in

2
B, (x) = x + 17(x) + %cm

in applications to the inner variations of the mass-constrained Ohta—Kawasaki functional is
motivated by the fact that we wish the family @;(Ey) of deformations of Ey := {x € £ :
up(x) = 1} to preserve the volume of Ey up to the second order in 7, that is,

|®:(Eo)| = |Eol + 0 (%) . (6.8)
For ¢ sufficiently small, we have as in (2.16),

2
t
|[det V@, (x)| = det VP, (x) = det (I +tVn(x) + 5V;)

2
=1+tdivy+ % [div ¢ + (divn)? — trace(ViDH] + O (7).

It follows that, for small ¢, we have

|6, (Eo)| = / |det Vb, (1) dx
Eg

2
— / {1 + tdivy + % [div¢ + (divn)? — trace (VD] + O (13)} dx.
Eo
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The requirement (6.8) is reduced to a set of two equations:
/ divy dx =0, and / [div¢ + (divn)? — trace (Vn)?)] dx = 0. 6.9)
Ey Ey

Note that
(div n)? — trace (V)?) = div ((div m)n — (- V)n).

Thus, for any 7, we can choose ¢ = W := —(divn)n + (n - V)n so that the second
equation in (6.9) holds. The issue is now reduced to the first equation in (6.9). However,
when f rn: ndH"~' = 0and - v = 0 on 352, an application of the divergence theorem
shows that the first equation is also satisfied.

We can now present the proof of Theorem 1.2 from the introduction.

Proof of Theorem 1.2 Consider smooth vector fields 5 € (C3(£2)) satisfying
/ n-ndHN_](x)=0 and n-v=0o0nas2. (6.10)
r

As explained in Remark 6.2, (6.10) guarantees the preservation of mass up to the first order
for the limit problem if we deform the set Eg := {x € £ : up(x) = 1} using @,(Ep) where
Di(x) =x+tnx)+0 (tz). Furthermore, with (6.10) in hand, we can choose the acceleration
vector field ¢ := W = (n - V) — (divn)n so that if we deform the set Eo using @;(Ey)

where &, (x) = x +1n(x) + %g‘(x) + 0 (t3) , the mass is preserved up to second order.
Now, we “lift” all these to the e-level.
Our first task will be to create a perturbation of u, in the form of

e, () = (P} (1)) (6.11)
that preserves the mass constraint (6.4) to second order for a suitable deformation map
& tz & 3
Pes(V) =y +i" () + M+ 0(1).
To this end, first we construct C3(£2) perturbations n° of n such that 7° - v = 0 on 8£2, and
lim ||n°® — Nllesy =0, / uedivn®dx = 0. (6.12)
e—0 Q

In light of (6.11) and (2.13) with n replaced by 7, the integral condition in (6.12) will
guarantee that to first order, mass is conserved since
d
dr

/ ue(y)dy = —/ Vu, -n°dy = 0. (6.13)
=02 2

Here is a simple way to construct 1°. Choose any smooth vector field 8 € (C3(2))V
satisfying 8- v =0o0n 882 and [~ B - ndH"V 1 (x) # 0. Let
— [ uedivndx
[ uediv B dx

Then, the second equation in (6.12) is satisfied. Let Eg = {x € §2 : ug(x) = 1}. Then, as
g — 0, we have

h(e) := and n° = n(x) + h(e)B(x).

-2 div ndx =) .ndHN-1
h(é‘) — fEO - i = IF n-n ) =
Zondlv,de 2fr<p-ndHN*1(x)
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Therefore, the first equation in (6.12) is also satisfied.

With (6.13) in hand, the function —Vu, - is admissible in computing the first and second
Gateaux variations of & ,, with respect to the mass constraint (6.4). We will first investigate
the ¢ — 0 limit of the criticality condition d&; ), (ue, —Vu® - 7°) =0

(i) Using the convergence of n° to n given in (6.12), along with the uniform boundedness of
e,y (ug), a glance at the explicit formulae for 6&; , (ug, n°) = SE, (ue, n°) + %yBB(ua, n%)
given in (3.14) and (5.17) easily leads to the conclusion that

4
lim 8&; (e, n°) = lim 8&; , (ue, ) = <8E(F, n + 4y / vo(n-n)dHN”(x)),
e—0 e—0 3 r

where the last equality comes from (6.5) of Theorem 6.1. Using (2.9) and (5.10), we have
dgs,y(us’ —Vu® - 778) = Sga,y(usa 778)~

Combining the above equations with d&; , (u., —Vu® - n°) = 0, we get
SE(I',n) +4y /F v - dH" " (x) = 0.
Invoking (3.3), we find that
/F(divfn +4yvo(n -m) dHN " (x) = 0. (6.14)
By decomposing n = nt + T where nt = (37 - n)n, we have

ozf((n— 1) H + 4yvp)(n - m) dHV ™! +/ nt-n*dHN 2,
I 0I'Noas2

Here, we have used the divergence theorem to evaluate f r divl n asin (4.1), and n* denotes

the co-normal vector orthogonal to d§2 N dI". Since this relation holds for all 1 satisfying

(6.10), it follows that there is a constant A such that (n — 1) H +4yvgp = A on I" and 91" must

meet 952 orthogonally, if at all. (See [32, p. 70] for more details.) Thus, (i) is established.
(i) Turning to the proof of (ii), we introduce

W= (n-V)n—(divpn and W*®:=n°-V)n® — (divn*)n°.
In light of the c3 convergence of ° to n, we note that
3i_1)1‘2) |Weé — Wie2@) =0.

Consequently, the uniform energy bound on &, (u.) and the explicit formulae for
82y (e, n°, WE) = 82E¢ (ue, n°) + 3782 B(ue, n°) given in (3.15) and (5.18) imply that

lim 828, ) (ue, n°, WE) = lim 82, (ue, n, W). (6.15)
e—=0 £—0

Now using the relation between the Gateaux and inner second variation of E, and B provided
by Corollaries 2.3 and 5.2, we obtain

d?Eey (s, — Vg -1°) = 82 (e, n°, WE) — d&y (ue, Xe) (6.16)
where

Xe=(D%us(y) - n° (), n° 0N+ (Ve (v), (1 - Vit () +div (n*)n®) = div (Vue - n°)n°).
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But since 1° - v = 0 on 352, the divergence theorem implies that [, X, dx = 0 and so by
the criticality of u, we have d&; ,, (u., X;) = 0. The fact that the integral of X, vanishes is
no coincidence. It is precisely related to the fact that our choice of W and of W* preserve
mass to second order. The first-order preservation was already guaranteed by (6.13). For the
second-order preservation, we note that with u, ; defined by (6.11), we can use (2.13) with
Xo replaced by X, to get

d2
dr?

f ua,t(y)dyzf Xe(y)dy =0.
=082 2

At this point, we further restrict 7 to additionally satisfy
n=E&én and (n,n-Vny) =0 onl’
for any smooth function £ : 2 — R satisfying
/ Ex)dHN1(x) = 0.
r

From (6.15) and (6.16) together with Theorems 3.2 and 6.1, noting that W — Z = —(div n)n,
we obtain

Z 3Lr%d255,y<ua, —Viug - %)
= % 11%5256,y(u6, n, W) =8E,n,Z)
- / div " ((div n)n)dHN !
r
+8y /F /F G xa ) () - 00 () - nONHY ! dHY ()
+4y f (Voo - m)(n - mydHN ™!
r
=/ (IVF$|2+(N—1)2H2$2—|Ar|2|5|2)dHN_1—/ Ap(m m[EPdHN 2
r ANy
- / div " ((divmmdHY ! + 8y / / G(x. NE@EMAHN T )d M (y)
r rJr
+4y / (Vg - m)EZdHN !
r
zszsy(r,s)+/ [(N — D?H?€* — div " (divpym ] aHY ' (x). (6.17)
r

Using (n,n-Vn) = 0on I', we find that divy = div'n = (N — 1)HE on I'. Thus, on I
we have

div ! ((divn)n) = divI (N — )HE?n) = (N — 1)2H?&2.

Therefore, we get from (6.17) the following limit
3. 0 _ ey _d 0 )
lim d*E(ue, —Vue -n°) = - im §°& ,, (ug, n, W) = 676, (I", §). (6.18)
4 -0 4 -0 ’

The proof of (1.5) is complete.
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(iii) From (i), we know that d I" must meet 9 £2 orthogonally, if at all. Thus, for any smooth
function & : 2 — R satisfying fr £(x)dHN 1 (x) = 0, we can choose a smooth vector field
non §2 suchthat p = &non I', n-v = 0 on 32 and such that (n,n- Vi) = O on I'. Let
n® be as in the proofs of (i) and (ii). Then, the stability inequality (Szé'y (I, &) = 0 follows
immediately from the limit (6.18) above, since dzgs,y(us, —Vu, - n°) > 0 by the stability
of u,.

(iv) The proof is similar to that of Theorem 1.1. The most crucial point in the proof of
Theorem 1.1 is the identity (4.2) between two quadratic forms Q, and Q associated with the
two eigenvalue problems. Now, in our nonlocal context, we will also obtain a similar identity
(6.19).

To do so, we first set up the corresponding quadratic forms for our two eigenvalue problems.
Let denote by Qg , (1) the quadratic function associated with the operator

8
—eA+27'Gul = 1)+ 3y (= 4)”!
with zero Neumann boundary conditions, that is, for ¢ € C 1($2), we have

1 8
Qe.y (e) (9) = f (swwz + —(6u? — 2)«)2) dx + 2y / / G(x, ) (y)dxdy
o € 3" Jele
= d’Ee.y (s, —9).
Similarly, we can define a quadratic function Q, for the operator
—Ar —|ArP +8y (= )~ (xr) +4y (Voo - m)
on I with a Robin condition on dI" N a2 for the corresponding eigenfunctions. That is, for

¢ € CY(T), we define

2 _ _
0,0 = [ (IW'oP —1aPe?)an* = [ AsammipPan’?
r arnas2

+8y / / G(x, Ve@)eMdHN " )dHN T (y) + 4y / (Vg - m)@2dHN 1,
rJr r

We can naturally extend Q,, to be defined for vector fields in £2 that are generated by functions
defined on I as follows. Given f € C'(I'), let n = fn be a normal vector field defined on
I'. Assuming the smoothness of I", we know from (i) that 1" must meet 952 orthogonally
(if at all). Thus, we can find an extension 7 of  to £2 such that it is tangent to 32, that is
7-v=00n0d82, (m,n-VH) =0on I'". Then, define Q, (7)) := Q, (f).

For any vector field V defined on I” that is normal to I", we also denote by V its extension
to £2 in such a way that it is tangent to 32, n,n-VV) =0on I".Letf =&y =V - n.
Note that, using the stationarity of u, with respect to a mass constraint, and (6.16), we have
for

=V -V)V —(divV)V,
the identity

Qey (Vutg - V) = d*Ee (e, —Vug - V) = 8°E ) (e, V, ).
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Then, we have, by (ii)

4
lim Q¢ ,, (Vug - V) = lim 8°E; , (e, V., ¢) = 8%, (I", £)
£—0 e—0 3
4
= ng(V). (6.19)

Now, arguing similarly as in the proof of Theorem 1.1 starting right after (4.2), we obtain the
desired result.

(v) The proof of this part is similar to that of (iv). In fact, it is simpler. We use the argument
in (iv) for functions f and vector fields V compactly supported in I". O
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