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Abstract
We shall consider the following semi-linear problem with a Neumann boundary condition

—Au+u = a(|x)|ul”"*u — b(|x)|ul?u, x € By,

where Bj is the unit ball in RY, N > 2, a, b are nonnegative radial functions, and p, ¢
are distinct numbers greater than or equal to 2. We shall assume no growth condition on p
and ¢. Our plan is to use a new variational principle that allows one to deal with problems
with supercritical Sobolev non-linearities. Indeed, we first find a critical point of the Euler—
Lagrange functional associated with this equation over a suitable closed and convex set. Then
we shall use this new variational principle to deduce that the restricted critical point of the
Euler—Lagrange functional is an actual critical point.

Keywords Semi-linear elliptic problems - Calculus of variations - Variational principles

Mathematics Subject Classification 35J15 - 58E30

1 Introduction

In this paper, we consider the Neumann problem
—Au+u = a(|x])|u|”~2u — b(|x|)|u|?"u, x € B
u >0, X € By, ey
fu=0, x € 9B,
where B is the unit ball centered at the origin in RN, N >2and P, q are distinct numbers
greater than or equal to 2. The functions a and b are assumed to be nonnegative and radially
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monotone. We shall assume no growth conditions on p and ¢, and therefore, this problem
can be supercritical.

Our plan is to prove the existence of at least one positive radially non-decreasing solution
for problem (1). We would like to remark that there have been several studies on the existence
of positive radially non-decreasing solutions for problem (1) when the function b is identically
Zero, i.e.,

—Au+u=a(x)|ulP2u, x € By
u >0, x € By, 2)
=0, x € 0By,

In most of these studies, when p is supercritical, the authors took advantage of the fact that
the function on the right-hand side of equation (2) is an increasingly monotone function in
terms of u. However, this property is lost in (1) as the right-hand side of this equation is the
difference of two monotone functions in terms of u. Here is one of the main results in this

paper.

Theorem 1.1 Let p and q be two distinct real numbers with p > q > 2. Assume that functions
a and b satisfy the following conditions:

HI. a € LY(0,1) is non-decreasing and a(r) > 0 for a.e. r € [0, 1].
H2. be LY0,1)is nonnegative and non-increasing on [0, 1].

Then problem (1) admits at least one radially non-decreasing positive solution.

We shall show that a similar result as in Theorem 1.1 also holds for p < ¢ (see Theo-
rem 3.7). Here is an example satisfying the assumptions of Theorem 1.1:

—Au+u = |x|*ul?"u - ﬁlulq_zu, x € B
u > 0, X € B]?
u =0, X € 0By.

where o, u > 0and 0 < 8 < N.

To prove Theorem 1.1, we utilize an abstract variational principle from [26] (see also
[27]). To be more specific, let V be a reflexive Banach space, V* its topological dual and let
K be a non-empty convex and weakly closed subset of V. Assume that ¥ : V. — R U {400}
is a proper, convex, lower semi-continuous function which is Gateaux differentiable on K.
The Gateaux derivative of W at each point u € K will be denoted by DW (u). The restriction
of W to K is denoted by W and defined by

V(u), u € K,

+o0, u¢K. 3)

Uk (u) = {
For a given functional ® € C!(V,R) denote by D® € V* its derivative and consider the
functional Ix : V — (—o00, +00] defined by

Ig (u) = Vg (u) — ®(u).
According to Szulkin [30], we have the following definition for critical points of /.

Definition 1.2 A point ug € V is said to be a critical point of Ix if Ix (ug) € R and if it
satisfies the following inequality

(D®(ug), ug — vy + ¥Yg (v) — Y (ug) > 0, YveV, 4)

where (., .) is the duality pairing between V and its dual V*.

@ Springer



Existence results for a supercritical Neumann... 1167

We also recall the notion of the point-wise invariance condition from [26].

Definition 1.3 We say that the triple (¥, K, ®) satisfies the point-wise invariance condition
at a point ug € V if there exists a convex Gateaux differentiable function G : V — R and a
point vg € K such that

DW(vo) + DG (vo) = DP(uo) + DG (uo).

We shall now recall the following variational principle recently established in [26] (see also
[27]).

Theorem 1.4 Let V be a reflexive Banach space and K be a convex and weakly closed subset
of V.Let W : V — RU{4o00} be a convex, lower semi-continuous function which is Gateaux
differentiable on K and let ® € C'(V,R). Assume that the following two assertions hold:

(1) The functional Ix : V — R U {400} defined by Ik (u) := Vi (u) — O (u) has a critical
point uy € V as in Definition 1.2, and;
(i) the triple (¥, K, @) satisfies the point-wise invariance condition at the point uy.

Then ug € K is a solution of the equation
DV (u) = DO (u). 5)

We would like to remark that a particular version of Theorem 1.4 has been successfully
applied to the well-known Ambrosetti—Brezis—Cerami concave—convex problem [3] to obtain
multiplicity results for supercritical non-linearities (see [24] for more details).

For the convenience of the reader, by choosing appropriate functions W, ® and a convex
set K corresponding to our problem (1), we shall provide a proof to a particular case of
Theorem 1.4 applicable to this problem.

‘We now recall some prior works related to (2). In [6], the authors considered the following

problem
—Au+u=|ul?, x € By

u >0, x € By, (6)
fu =0, x € 9By,

and proved the existence of multiple radial solutions as p — +o00. They also showed the exis-
tence of radial solutions to (6) whose Laplacians weakly converge to measures concentrating
atinterior spheres, with a simple reflection rule. Also in [28], the authors considered a variant
of (2) where |u|? is replaced with a(|x|) f («) where a and f are positive and non-decreasing
functions. They proved the existence of a positive and radially non-decreasing solution for
this problem when there is no growth condition on f. In [7], by using the topological and
variational arguments, the authors treated a more general problem without imposing any
growth condition on f and proved the existence of positive non-decreasing radial solutions.
They have also addressed the existence of a non-constant solution in case the problem admits
trivial constant solutions. These results were extended to the p-Laplace version in [13,29]. In
recent papers [10,11], the authors studied the p-laplace version when the right-hand side of
(6) is replaced with more general non-linearities and the domain is either a ball or an annulus.
In particular, a conjecture about the existence of solutions with certain qualitative properties
(raised in [7]) was answered in [10]. The methods of [23] were extended to prove results
regarding multilayer radials solutions in [6]. The next work related to (6) is [8] where they

considered
—Au+u=g(xDulP~! x e Q

u >0, x € Q, (7)
u =0, x €09,
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where  is an annulus in RV :
Q::{xeRN:a< |x| < b},

and g € L'(a, b), g(r) > 0 ae.in (a,b) and p > 2. They proved that for every p large
enough, problem (7) admits at least three distinct redial solutions. Also in [9] the elliptic
system of the form

—Au+u =a(x]) f(u,v), x € By

—Av+v=a(x)g,v), x € By ®)
==, x € 9B,

has been considered, where a, a are assumed to be radially, nonnegative and non-decreasing
weights and f, g are non-decreasing in each component. With some assumptions on f and
g, they proved the existence of at least one couple of non-decreasing non-trivial solutions for
(8).

Neumann boundary problems with subcritical non-linearities by means of Sobolev spaces
have been studied in several papers, among which we refer to [1,2,4,20,21] and the references
therein.

Note that as the right-hand side of equation (2) is an non-decreasing function of u«, one
can write it as a gradient of a convex function, namely ¢. Now if ¢* is the Fenchel dual of
@, then by considering the critical points of the functional

I(u) = ¢™(Au) — ¢ (u),

where Au = —Au + u, one can prove the existence of a solution for the equation (See
[14,15,25,26]). We shall refer to [14] in particular where this new functional / was used to
study problem (2) for non-radial domains.

The paper is organized as follows. In the next section, we shall recall some preliminaries
from convex analysis and non-smooth critical point theory. Section 3 is devoted to the proof
of our main results. In the last section, we shall also discuss the case of non-constant solutions
when the functions a and b are constants.

2 Preliminaries

In this section, we recall some important definitions and results from convex analysis and
minimax principles for lower semi-continuous functions.

Let V be a real Banach space and V* its topological dual and let (.,.) be the pairing
between V and V*. The weak topology on V induced by (., .) is denoted by o (V, V*). A
function W : V — R is said to be weakly lower semi-continuous if

W(u) < liminf W (u,),
n—o00
for each u € V and any sequence u, approaching u in the weak topology o (V, V*). Let
W : V — RU {400} be a proper convex function. The subdifferential 9 W of W is defined to
be the following set-valued operator: If u € Dom(V) = {v € V; W (v) < 400}, set

AW () = [u €V (v —u) + W) < W) forall v e V}

and if u ¢ Dom(W), set 0W (1) = @. If W is Gateaux differentiable at u, denote by DW (u)
the derivative of W at u. In this case, oW (u) = {DWV (u)}.
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We shall now recall some notations and results for the minimax principles for lower
semi-continuous functions.

Definition 2.1 Let V be a real Banach space, ® € CI(V, R)yand ¥ : V — (—o0, +00] be
proper (i.e., Dom(¥) # ), convex and lower semi-continuous. A point # € V is said to be
a critical point of

I:=V—-90 )

if u € Dom(W) and if it satisfies the inequality

(D® (), u —v) +¥(w) —¥u) >0, YveV. (10)
Definition 2.2 We say that / satisfies the Palais—Smale compactness condition (PS) if every
sequence {u,} such that

o [[u,] — c eR,
o (DO(up),up —v) + VW) =V, = —epllv—uyll, VvelV.

where €, — 0, then {u, } possesses a convergent subsequence.

The following two theorems are due to Szulkin [30].

Theorem 2.3 (Mountain pass theorem) Suppose that I : V — (—00, +00] is of the form (9)
and satisfies the Palais—Smale condition and the mountain pass geometry (MPG):

1. 1(0) = 0.

2. there exists e € V such that I (e) < 0.

3. there exists some p such that 0 < p < |le| and for every u € V with |\u|| = p one has
I(u) > 0.

Then I has a critical value ¢ which is characterized by

c=inf sup I[g(®)],
g€l t¢10,1]

where ' = {g € C([0,1],V) : g(0) =0, g(1) = e}.

Theorem 2.4 Suppose that [ : V — (—o0, +0o0] is of the form (9) and satisfies the Palais—
Smale condition. If I is bounded from below, then ¢ = inf,cy I (u) is a critical value.

3 Existence results

In this section, we first prove an adapted version of Theorem 1.4 applicable specifically to
our problem, and then, we proceed with the proof of our main results.

Throughout this section, we always assume that conditions H/ and H2 in Theorem 1.1 hold,
and the real numbers p, g are greater than or equal to 2. Let Hrlad(B]) be the space of radial
function in the Sobolev space H L(B}). Consider the Banach space V = Hrlad (B1)N LZ (B1)N
L?(B;) with

LP(B)) = {u : /a(|x|)|u|pdx < oo], & LI(B) = {u : /b(|x|)|u|pdx < oo},

equipped with the following norm

lully = Nl e+ llullpp + llulipe,
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where

1 1
g = ( [ atebirrar)”. & g = ( [ oaxbitrar)”.
By g B

Note that the duality pairing between V and its dual V* is defined by
(u,u*y = / u(x)u*(x)dx, VYueV,Vu*eV*
Q

Our plan is to apply Theorem 1.4 to the Euler—Lagrange functional corresponding to problem
(1), ie.,

E(u) = %/B (|Vu|2+u2)dx+$/

By

1
b(x)uldx — —/ a(|x])|u|Pdx,
p

By

over the set
K = {u € V :u > 0, u is non-decreasing with respect to the radius r = |x|}. (11)

To adapt Theorem 1.4 to our case, define W : V — Rand ® : V — R by

W(u) = %/B (IVul* + u?) dx + é/ b(|xufdx,

B

and
1
D) = —/ a(|x])|u|Pdx.
P B

We remark that even though @ is not even well defined on H!(B), but it is continuously
differentiable on the space V = Hrlad(Bl) N LZ (B)) N LE(BY). Finally, let us introduce the
functional Ex (1) : V — (—00, +00] defined by

Eg(u) := Vg () — O(u) (12)
where
o - 10 2

Note that E is indeed the Euler—Lagrange functional corresponding to (1) restricted to K.
Here is an adapted version of Theorem 1.4 applicable to our case.

Theorem 3.1 Let V = Hrlad(Bl) N LZ(BI) N LE(B)) and let K be the convex and closed
subset of V given in (11). Suppose the following two assertions hold:

(1) The functional Ex : V — R U {400} defined in (12) has a critical point u € V as in
Definition 2.1, and; i
(ii) there exists v € K with g—‘lj = 0 on the boundary of By such that

—AD+ 5+ b)[517725 = D (@) = a(|x|)|i|” i,

in the weak sense, i.e.,

/Vﬁ.vndx-l-/ (ﬁ+b(x)|5|q*25)ndx:/a(|x|)|ﬁ|f’*2ﬁndx, Vnev.
Q Q Q
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Then u € K is a weak solution of the equation
—Au+u=a(xDul’2u—bx)|ul?u, (14)
with the Neumann boundary condition.
Proof Since u is a critical point of Eg, it follows from Definition 2.1 that
(DP@), i —v) + Vg (v) —Vg@) >0, VveV. (15)
On the other hand, by (ii), there exists v € K satisfying

{—Aﬁ+ﬁ+b(x)|f)|‘7217:a(|x|)|12|”2ﬁ, x € By (16)

v __
W_O’ XGaBl,

in the weak sense. By setting v = v in (15), we obtain that

1 1 1 1
f/ (|V17|2+62)dx—|—7/ b(x)lz_)lqu—f/‘ (|Vﬁ|2+ﬁ2)dx—f/ b(x)i)?dx
2 B q JB 2 B q

By
z/'aquWQﬁw—ﬁnu
By
= f Vu.V(v —u)dx +/ v(v —u)dx +/ b(x)|ﬁ|q‘217(17 —u)dx,
By By

By

where the last line follows from (16). Therefore,

1 1
f/ |V5—Vﬁ|2dx+7/ [0 — | dx
2 Js, 2 Js,

+é/ b(x)(lu|? —|17|q)dx+/ b(x)|17|q_217(17—12)dx <0. 17
B

By

Note that the function g : R — R defined by g(¢) = |#|9/q is convex. Thus for all t1, , € R
we have that

g() — g() = g ()02 — 1) = 019721112 — 11).
Substituting o = & and #; = v in the latter inequality implies that
1
il — 0|7 = |99 *0(@ — v).
q
Multiplying both sides by b(x) and integrating over B; yield that
1 1
f/ b(x)|ul? dx — f/ b(x)|v|? dx > / b(x)|5]9720(it — v) dx. (18)
q JB q JB B
Now from (17) and (18), we obtain that

1 _ N 1 _ _n
= Vv — Vu|“dx + = v —ul“dx <0,
2 B 2 B

which implies that # = v. Taking into account that # = v in (16), we have that u is a weak
solution of

—Au+u=a(x)|ul’2u —bx)|ul?u,

with the Neumann boundary condition. O

@ Springer



1172 A. Moameni, L. Salimi

It is worth noting that condition ii) in Theorem 3.1 indeed shows that the triple (¥, K, )
satisfies the point-wise invariance condition at # given in Definition 1.3 . In fact, it corresponds
to the case where G = 0. This is why Theorem 3.1 is a very particular case of the general
Theorem 1.4.

We shall need some preliminary results before proving our main results. We begin with the
following elementary lemma.

Lemma 3.2 The following assertions hold:
1. There exists Co > O such that
el Lo Byy < C0||”||H1(B,)» VYu € K.
2. There exists a constant C > 0 such that
lullgrpyy < lully < Cllullgrp,), Vue€ K. 19)

Proof Let 0 < r < 1 and B, be a ball centered at the origin with radius r. It follows from
the continuous embedding of H' (B, \B,) € L°°(B;\B,) that there exists a constant Cy > 0
such that

lullzeocyy = lullLes\g,) < Collullgig\p,) < Collullgicp,y. (Yu € K).
This completes the proof of the first part. For the second part, we have that
Nl gy = Nullv = llullgrs) + lullpy g, + lullipgg,)
< lullgrpyy + Nl Ulallpipy + 186121 g,y) < Cllullgip,ys
where C =1+ Co(llallL g,y + 1D L1(5,))- O

Lemma 3.3 Let Q be a bounded open domain in RN and q > 2. Suppose that f € L*®(Q),
b e LY(Q) andu € H'(Q) N LI (Q) be such that

/ Vu.Vedx —I—/ updx +f b(x)|u|‘1_2u<pdx = / fedx, Yo € HI(Q) N LZ(Q).
Q Q Q Q

(20)
If the functions f and b are nonnegative, then there exists a constant C > 0 independent of
u such that for a.e. x € Q we have

0<u(x) =Clflr=- 21

Proof Consider a function 7 € C!(R) such that

(1) n is strictly increasing on the interval [0, 00),
(i) n(t) =0, V¥t e (—o0,0].
(iii) both 5 and its derivative n’ are bounded.

We first show that u(x) > 0 for a.e. x € Q. Set ¢ = —n(—u). Note that ¢ € H' () N
LZ(Q), so by (20) we have

/ |Vu|2n’(—u)dx—/ un(—u)dx—/ b)) |u|9 2un(—u)dx = —/ fn(—u)dx. (22)
Q Q Q Q

Note that f > 0 and n(—u) > 0. Thus from (22) one can deduce that

—/ (u 4+ b(x)|u|?2u)n(—u)dx < 0.
Q
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On the other hand, for all # € R and x € €2, we have (¢ + b(x)|t|]92t)n(¢) > 0. Therefore,
—u+ b)) 2u)n(—u) =0, ae. x €.

So by the definition of n, we get u(x) > 0 for a.e. x € Q.

We now prove the second inequality in (21). Let by = inf,cq b(x) and note that by > 0.
Set M = || f|l L (g). Since the map t — ¢ +bolt|72 — M is strictly increasing, there exists
C > 0 such that r + bo|t|9 %t — M < 0 if and only if 1 < CM. Set ¢ = n(u — CM). It
follows from (iii) that ¢ € H'() N LY (), so by (20) we have

/ |Vul?n(u — CM)dx + / un(u — CM)dx +/ b)) |ul92un(u — CM)dx
Q Q Q

= / fn(u — CM)dx,
Q
from which one has that

/ |Vul>n’ (u — CM)dx + / (u — M)n(u — CM)dx +/ b(x)|u|?2un(u — CM)dx
Q Q Q

= /Q(f — M)n(u — CM)dx. (23)
Note that f — M < 0 and n(u — CM) > 0. Thus from (23) one can deduce that
/Q(u + b(x)|u|q_2u — M)n(u — CM)dx < 0.
Since u is nonnegative, it follows that
/Q(u + bolul?%u — M)n(u — CM)dx < /Q(u + g()|ul?%u — M)n(u — CM)dx < 0.

On the other hand, by the properties of the function n, we have
(t +bolt|97% — M)n(t —CM) >0, VieR.
Therefore,
(u+bo|u|q_2u—M) nu—CM)=0, ae xc€cq.
Thus again by using the definition of n we obtain that u(x) < CM for a.e. x € Q. O

Lemma 3.4 The functional Eg defined in (12) satisfies the (PS) compactness condition if
either of the following assertions hold:
1. p>gq;
1
2. If p < q then (a?/bP)7—7 € L'(0, 1).

Proof Suppose that {u,} is a sequence in K such that E(u,) — ¢ € R, ¢, — 0 and

Vi (V) = Wk (up) + (DPun), up —v) = —€nllv —uplly, VYveV. (24)

We must show that {u,} has a convergent subsequence in V. Firstly, we prove that {u,} is
bounded in V. To do this, we will consider two cases p > g and p < g separately.

Case l, p > q:
Note that since E(u,) — c, then for large values of n we have

1 2 1 q 1 »
E”un”Hl + allunllL;, ) a(lxDluy|Pdx <c+ 1. (25)
4 1
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Now consider the function g(r) = r¢ — p(r — 1) — 1 on the interval (1, +00). One can see
4

easily that if we set r* = (5) 4=T then for every r € (1, r*) we have g(r) < 0. Choose such

a number r. Thus, we have r > 1 and r? — 1 < p(r — 1). Note that

(D@ (un), un) = /B a(lx ity () dx.
1

Thus, by setting v = ru, in (24) we get

(1 —r9) q P
——Munll} ¢+ =D [ “a(xDlunl"dx < en(r=Dlunlly < Cllunlly-
q b By

(26)

()
2

2
lun 2,1+

Remember that rY — 1 < p(r — 1), so take o > 0 such that

1 1
<a< .
p(r—1) rd —1

Multiply (26) by « and sum it up with (25) to get

1+a(l—r?)
2

1+a(l —r?

2 q
lln 5 + letn g

1
+ |:oz(r —-1) - ;i|/ a(|xDuyPdx <c+ 14+ aClluy|v.
B

Now from the choice of «, the fact that » > 1 and ¢ > 2, all the coefficients in the left-hand
side of the latter inequality are positive, thus for suitable constants C1, C2, C3, C4 > 0 we
have that

Jtaliys + Collintly + Ca [ atlelu,Pdx < €+ Calualv.
By

As a consequence, by the second part of Lemma 3.2, one obtains that

lunll3; < C3+ Callunlly < C3 + C4Cllunll g

Therefore, {u,} is bounded in H'. This completes the boundedness proof for the case p > g.
Case 2, p < q:
Let u € K. By the Holder inequality one has that

P

/a(|x|)|u|1’dxs||a(b>%p||Lﬁ(/ bxDlultdx)”. @7)
B B
Thus

Eg(u)

v

2

1 -r z
—lla®) ||Lﬁ(f31 b(lx|)luldx)

T I S »
= Sl + ;IIMIILZ - ;Ila(b) M, IIulng. (28)

1 1
2 [ v eyan+ [ pepnar
By q JB

=P
Since p < ¢ and |ja(b) ¢ ||L A < 0, the latter inequality implies that Ex is bounded
from below and coercive on V taking into consideration the second part of Lemma 3.2. This
indeed implies that the sequence {u,} must also be bounded in V for the case p < q.

@ Springer



Existence results for a supercritical Neumann... 1175

Therefore, for both cases p > ¢ and p < g we have the boundedness of {u,} in V. Using
standard results in Sobolev spaces, after passing to a subsequence if necessary, there exists
u € V such that u,—u weakly in H' u, - it strongly in L? and u, — @ a.e.. We also
have the weak convergence of u,, to u in both LZ and LY. Also according to Lemma 3.2 from
boundedness of {u,} C K in H! one can deduce that {u,} is bounded in L. Note that every
u, is radial, so u is radial too, and moreover, i € K.

It follows from the properties of weak convergence that

u < liminf ||u
” ”H1 e 00 ” n”Hlv
u < liminf ||u . 29
” ”lz_ i ” n”[Z ( )
Now in (24) set v = u:

-0 2 L q p—2 _ .
3 (||M||H1 — llun ||H1>+;(||M||LZ—||Mn ||LZ)+ 5 a(|xDlun | “up(up—u)dx > —epllup—ully.
(30)

Since ||u, ||~ is bounded, one has that
a(lxDlun P a() — ua (0] < alxDlunll) ' (lenllzoe + Nl ) < Ca(lx]),
and
a(|xD|un|? < a(IxDlunll~ < Ca(lx]),

for some constant C > 0. Since a € L', it follows from dominated convergence theorem
that

lim/ a(xDlun P 2uni—uy)dx =0, & lim/ a(|x|)|un|pdx:/ a(lx|)|u|? dx.
n—oce Jp, n—oo /p, B

Therefore, it follows from (30) and (31) that b

. <limsup leenll 70 = a2l ) . (hmsup luenll?y — ||ﬁ||qq) <0.

2\ nsoo H H g \ n—oco Ly Ly
Hence, by taking into account the inequalities in (29) we obtain that

Il = Yim el & lim gy = a1, (32)
The latter together with (31) yield that
up, — u stronglyin V

as desired. O

To prove the second condition in Theorem 3.1, we shall need the following result for
which a proof already exists in [15]. However, for the convenience of the reader we shall also
provide a sketch for the proof in the present paper.

Lemma3.5 Ler h € L'(0,1) be a nonnegative monotone function. Then there exists a
sequence of smooth monotone functions {h,,} with the property that 0 < h, < h and
hm — h strongly in LY (0, 1).
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Proof We do the proof for the case where the function / is non-decreasingly monotone. The
same argument works if /2 is non-increasingly monotone. For large integers m we define g,
on [0, 00) via g, (r) = min{h(r), m} and so note for each m that g, is non-decreasing on
(0, 1). Now extend g, (r) to g, (1) forr > 1 and g,, = Oforr < 0.Let0 < 5 be smooth with
n=0on (—o0, —1)U (0,00) and n > 0 on (—1, 0). We also assume that fi)l n(t)ydr = 1.
For € > 0, define ne(r) := 1n(%) and

0
q/i (r) = / Ne(T)gm (r + 7)dT,

note that this is just the usual mollification except the support of 7 is adjusted slightly. Since
qm is non-decreasing, we see that for each fixed small € > 0 that ¢;, is non-decreasing in .
Then note that we have

0 0

0<gq,r) = / Ne(Dgm(r + 0)dT < gu(r) | ne(x)dt = gu(r) < h(r).
—€ —€

We now let €,, \, 0 and we set %,,(r) = g,". So we have 0 < h,,(r) < h(r) for all

m. Also r + h,, (r) is non-decreasing in r. One can now show that 4,, — h strongly in

LY, 1). O

Lemma 3.6 Suppose u € K. Then there exists v € K satisfying

(—Av+v+b(x)|v|q_2v =a(|x|)|a|P~2i, x € By (33)

v _
5—0, )CeaB],

in the weak sense.

Proof By Lemma 3.5, there exists a sequence {a,,} (resp. {b,,}) of smooth functions such
that 0 < a,, < a (resp. 0 < b,, < b) and each a,, is non-decreasing (resp. each b,, is
non-increasing) on (0, 1) and @, — a in L0, 1) (resp. b, — b in L'(0, 1)). We shall
consider the following problem.

{ —AV 4+ v+ by V|97 20 = a, (JxD]E|P 2, x € By (34)

dv ), x € 9By,

v

Set fi(x) = am(|x)))it)”~2i. Note that fm € H' as a,, is smooth and i € K. Here we
have used the fact that K C L by virtue of Lemma 3.2. Now define

1 5 5 1
J) == [ (IVv*+v*)dx+ = [ bulv|?dx — | fu(x)vdx,
2 Jp, q JB B

on the space Hrgd. Observe that J is convex and lower semi-continuous. Also

lim J(v) = o0,
vl 1 =00

therefore J takes its minimum at some v, € Hrlad. Itis also easily seen that 3;]’)" = (0. We want

to show that v,, € K . Note first that v,, € H'(B;) N Lgm satisfies the following equation

/ va.Vgodx—i-/ vmrpdx—i—/ bmlvmquzvmwdx
B B By

= | fupdx, VeeH'(B)NL] (B). (35)
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Therefore, by Lemma 3.3 together with the fact that f,,, > 0 we obtain that v,, > 0, a.e. in
B;.

Now we need to prove some regularity for v,,. Note that a,, is smooth and # € K, so
by Lemma 3.2 one has that f,, € L°(Bj). Thus from Lemma 3.3, we can deduce that
v € L®(B1). Now v,, € HY(B;) is a weak solution of the following equation

-2 .
—Avy + vy = fm - bm|vm|q Um ‘= &m,

and observe that g, € L? since v,, € L™ and b,, is smooth. Also Vgn € L2(B)) as the
functions dy,, by, v € H' and v, € L. Thus gm € H L(B}). Now by standard regularity
theory one can deduce that v,, € H 3(By).

It remains to show that the radial function vy, is non-decreasing inr = |x|. For0 < r < 1,
set wy, (x) := (vy)r(x]), the derivative of v, with respect to r = |x|. Thus, w,, satisfies

(36)

—Awy, + (}?/T_‘zl +14+(q— ])bm|vm|q72)wm = 0n(x), x € B1\{0}
Wy =0, x € 0By,

where
O () = ay, (M)~ + an () (p = Di(r)? 72 (r) = b [vm |~ vin,

on (0, 1). Since a,, and u are nonnegative and non-decreasing, the first two terms in Q,, are
nonnegative. Also v, is nonnegative and b,, is non-increasing which makes the last term
in O, nonnegative. Thus, @,, > 0 on (0, 1). Note that w,, € Hrgd(Bl) and has enough
regularity to extend the solution of (36) to the full ball B;. If we define the linear operator L
as

N —1 _
L(wy) = —Awy, + <W + 14 (g — Dby lvml? 2) W,

then L(w,,) > 0. We now show that w,, > 0 in B;. Note that w,, = wnt — w,, where

w;b = max{0, wy, (x)} and w,, = max{0, —w,, (x)}. Multiplying the inequality L(w,,) > 0

by —w,, and integrating over B implies that
/ (IVwy, [* + [w,, |*) dx <0,
B

from which we obtain that w,, = 0. Thus, w,, > 0 and consequently v,, is non-decreasing
in r. Therefore, v, € K.
We now show that {v,,} is bounded in V. It follows from (35) with ¢ = v, that

/ (|va|2+|vm|2+bm|vm|")dx=/ Fuvmdx. (37)
By By
On the other hand,
Smvmdx =/ am (|x )| 2 iv, de/ a(lx|i|P~%iv,, dx
B By B
_p—1
< il oo llalipillvmllzee < Cillvpll g, (38)

where Cj is a constant independent of m. Here we have used Lemma 3.2 together with the
fact thata € L'(0, 1) and i, v,, € K. It now follows from (37) and (38) that

loml2, +/B bulvml? dx < Cillumll 1, (39)
1
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from which the boundedness of ||vm||2H1 and fBl bm|vm|? dx follows. By Lemma 3.2, we
obtain that [|v,, ||z~ is also bounded. By passing to a subsequence, we can assume there is
0<ve Hrlad(Bl) such that v,, — v a.e. and v,,—v weakly in H'(B)). Also v is non-
decreasing in r on (0, 1) since each vy, has this property. Thus, by Lemma 3.2, v € L* from
which we obtain particularly that v € K. It remains to show that v satisfies Eq. (33). Suppose
n € H'(By) N L>(By), then from (35) we get

f (VU Vi) + v + |42 vn) dx =f am |~ *iindx. (40)
B B
We show that

/bm|vm|q_2vmndx—> blv|9™ vy dx. (41)
By B

It follows from the boundedness of ||v,, || L~ that
_ -1
|bm V1?2 vmn| < blloml 7 Il < Cab,

for some positive constant C». Thus, the relation (41) follows from the dominated convergence
theorem. Therefore, by passing to the limit in (40) we get that

/ (VoVn + vy + b(x)|v]?2vy) dx = / alie|P"2andx.
By By
By density, the latter holds for all n € H LBHN LZ(Bl ). This means that v is a solution of

(33) in the weak sense. O

Proof of Theorem 1.1 First, we shall use Theorem 2.3 to prove the existence of a non-trivial
critical point for E. Since by Lemma 3.4 the functional Ek satisfies the (PS) compactness
condition, we just need to verify the mountain pass geometry of the functional E.

It is clear that Ex (0) = 0. Take e € K. It follows that

1? ) 5 19 tP
Eg(te) = 5/ (IVel” + lel”) dx + ;/ b(lx]le|*dx — ;/ a(lx])|e|’dx
B B By

Now, since p > g > 2, thus for ¢ sufficiently large Ek (te) is negative.
We now prove condition (3) of (M PG). Take u € K with |lu]ly = p > 0. We have

1 1 1
Eg(u) = Ellullfq] + 5IIM|I‘22 - ;/Bl a(lx])lul”dx.

Note that from Lemma 3.2, there exist positive constant C such that for every u € K one has
lullgr < llully < Cllull - 42)

We also have that
| atburrax < i
B
Therefore,

Eg(u)

v

1o, 1 1 1
- _ Pdx > — 2 - P
2||M||Hl » /Bla(lxl)lul x = 2||“||H1 p||M||V

1 1 1
Tcz”“”zv — ;nun’; = z—czpz — ;pl’ >0,
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provided p > 0 is small enough, since p > 2. If u ¢ K, then clearly Ex(u) > 0. Thus,
MPG holds for the functional Eg. Therefore, the functional Ex has a non-trivial critical
point # € K. It also follows from Lemma 3.6 that there exists v € K which satisfies the
equation in the weak sense
—Av + v+ b(x) v v = a(|x|)|a|P~%i, x € B
{ =0, x € 0By,

It now follows from Theorem 3.1 that  is indeed a solution of (1) with Eg (i) > 0. O

In the following theorem, we show that a similar result to Theorem 1.1 also holds for the
case where p < g.

Theorem 3.7 Let p and q be two real numbers 2 < p < q. Assume that the functions a and
b satisfy the following conditions:

HI. a € L'(0, 1) is non-decreasing and a(r) > 0 for a.e. r € [0, 1].
H2. b e L'(0, 1) is nonnegative and non-increasing on [0, 1].
1
H3. (a?/bP)a=7 e L'(0, 1) and there exists e € K such that Ex (¢) < 0.

Then problem (1) admits at least one radially non-decreasing positive solution.

Proof Set © = infy E(u). It follows from (28) that Eg is bounded from below. By
Lemma 3.4, the functional Eg satisfies the (PS) compactness condition. Thus, it follows
from Theorem 2.4 that min,cy Ek (1) is attained at some u € K which is indeed a critical
point of Eg.

It also follows from Lemma 3.6 that there exists v € K which satisfies the equation in the
weak sense

—Av + v+ b)) |12 = a(|x)|E|P~2%i, x € B
i % =0, x € 0By,

Thus, by Theorem 3.1, u is a solution of (1). Note also that

Ek(u) = min Ex (1) < Eg(e) <0,
ueV

and therefore, u is non-trivial. O

4 Non-constant solutions

In this section, we consider the problem

—Au+u=alulP2u — blu|?%u, x € By,

u>0, x € By, 43)
fu =0, x € 9B,

where a > 0 and b > 0 are two constants. In Theorem 1.1, we have proved that this problem
has anonzero solution when p > g > 2. However, any nonzero constant function « satisfying

OWw) = alul”2u—blul?*u—u=0,
is also a nonzero solution. In the following theorem, by adapting an argument from [5,7],

we show that for certain values of p and ¢ the solution obtained in Theorem 1.1 is indeed
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non-constant. We also refer to the interesting paper [10] where more general non-linearities
are considered and a generalization to higher eigenvalues is provided.

We need the following lemma which states some simple properties of the eigenfunction
associated with Aj, the second radial eigenvalue of —A + 1 in the unit ball with Neumann
boundary conditions.

Lemma 4.1 Let v be an eigenfunction associated with Ay, that is, a non-trivial solution of

{—Av—i—v:kzv,xeBl, 44)

v __
5—0, anBl.

Then Ay > 1, v is radial and unique up to a multiplicative factor and we can choose it
increasing. Moreover, |, B, vdx = 0.

We refer to ([7], Lemma 4.8) for the proof of Lemma 4.1. Here is our result for the existence
of non-constant solutions.

Theorem 4.2 Suppose that 2 < q < p. Also assume a = 1,b > 0 and b(q —2) < p — 2.
Then there exists at least one non-constant non-decreasing radial solution of (1).

Proof First we show that the function Q has a unique nonzero root. Set h(t) := P2 —
bt?9=2 — 1. Note that h(1) = —b < 0 and lim;—, {5 h(t) = +o00. Thus, h(t) = 0 has a root
in the interval (1, +00). Also h'(t) = 1‘1_3[(p — 2tP71 — b(q — 2)] > 0 in the interval
(1, 400) as b(qg —2) < p — 2. Thus, h is strictly increasing in the interval (1, +00) which
means that /2 has a unique root in this interval. On the other hand, in the interval [0, 1] we
have h(t) < 0. Therefore, problem (43) has a unique constant solution. Denote this solution
by i and note that iz € (1, +00).

Now we show that the solution obtained in Theorem 1.1 is different from . Recall that
problem (1) has a positive solution u# with E(u) = Ex (1) = ¢ > 0 where the critical value
c is characterized by

> = inf E ],
c ;rértgm] kly ()]

where
I'={y eC(0,1, V) : y(0) =0 # y(1), Eg(y(1)) = 0}.
We shall show that E(#) = ¢ < E(u). It then implies that u is non-constant. Let v be as in

Lemma4.1,and s > O be suchthats < ||i|lco/||V|lco- Thus, # 4+ sv € K. Forr € R we have

2 q P
Eli + sv)r] = Lf (i + sv/2av)2dx + L/ b(ii + sv)9dx — — | (i + sv)Pdx.
2 B qg JB; P JB

Note that ¢ < p, so there exists r > 1 such E[(u + sv)r] < 0. Set y;(¢) = t(u + sv)r. Note
that y; € I'. We shall show that there exists s > 0 such that for every ¢ € [0, 1] one has
E(ys(t)) < E(u). Therefore,

c < max E(ys(t)) < E(u).
1e[0,1]

Define & : R2 — R by

£(s,t) = E'(t( + sv)r)(a + sv)r.
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Note that £ is C! and £(0, 1/r) = 0. Also

d o
a|(o,1/r)‘§(3,t) E" (@) (ru, riv)

r2/ (1 +b(g— Dl = (p — 1)ap—2)ﬁ2dx
B
= r2/ i’ — bit! + b(g — Di? — (p — )P dx
B
= r2/ b(g —2)it? — (p —2)ia"dx < 0,
B
where we have used the fact that Q(u) = 0, # > 1 and b(q — 2) < p — 2. It follows from
the implicit function theorem that there exist €1, €2 > O anda C ! function g :(—€1,€1) >
(1/r —ea, 1/r + €3) such that g(0) = 1/r and for (s, t) € (—e1,€1) x (1/r — €3, 1/r + €3)
one has &(s, t) = 0iff t = g(s). Note also that
d e /o=
al(o,l/r)%'(s, 1) = E"(u)(u, rv) + E'(wrv
= r/ (1+b(g — D7 — (p — DHa" =) itvdx
By

=r(1+b(g—Dia?? - (p— Di"?) zz/B vdx =0
1

where we have used the fact that E’(it) = 0 and f B, vdx = 0. Therefore, g’(0) = 0. Now
we claim that
E(g(s)(u+sv)r) < E@), Vs € (—eq, €)). (45)

For this, note that since g’(0) = 0, then for every s € (—¢j, €1) one has g(s) = 1/r + o(s).
Thus

g+ sv)r—u = s(l/r + o(s))rv + ﬁ(rg(s) — 1) =sv + o(s).

Hence, by using the fact that E’(iz) = 0 one can deduce that

E(g(s)(it + sv)r) — E(u) = %E”(ﬁ)(g(s)(ﬁ + sv)r — it g(s) (it + sv)r — i) + o(s?)

1 "= 2
= EE (u)(sv + o(s), sv +0(s)) + o(s?)

32
= SE @), v) + o(s%).
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It then follows that

E(g(s)(it + sv)r) — E(ir)
2

= % Vo> 4+ [v]? + b(g — Da?2v? = (p — D’ 2v? dx + o(s?)
By

2

% M0 4+ b(g — Dt 2% — (p — DaP 202 dx + o(s?)
B

52

T 202
SZ

T 22

/ (ha2it® + b(g — D — (p — Dit?)v* dx + o(s%)
B

/ (dait? — aobit? + b(g — Dit? — (p — Dit?)v* dx + o(s?),
By

where we have used the identity Q (i) = 0 in the last line. Therefore,
2

E(g(s)(ii + sv)r) — E(@f) = ~—

202

+ o(s?) <0,

/ (b(g — 1 — 2 — (p — 1 — Ap)ia?)v* dx
B

where the last inequity follows from the fact that

_p=2 _p-l-Mh

b < < )
g—2 qgq—1-2x

considering A, > 1. Now we claim that the function ¢ +— E (yo (t)) has a unique maximum
point at # = 1/r. For this, observe that

gE(yo(t)) = gE(n;r) = E'(tiur)ri
dt dt
= |By|(tit*r? + be9 alrd — (P aPrP)it = —|By|ti*r*h(tiir),  (46)

where | B1| is te measure of the ball By. Thus %E(yg(t)) > 0ift < 1/rand %E(yo(t)) <0
if t > 1/r. Thus E(yg (t)) has a unique maximum point at = 1/r.

By continuity of the function (¢, s) — E(ys(t)) we can choose 0 < 59 < €] small enough
such that the maximum of the functiont — E(y,,(¢)) lies in the interval (1/r —ez, 1/r +-€2).
Assume that E(yy,(.)) takes its maximum at the point #y. Then

0= %E(ym(t))hzto = E'(to(i + sov)r) (i + sov)r,
and therefore ty) = g(s9). So by (45) one obtains that
E(to(it + sov)r) < E().
Thus,
E(t(i 4 sov)r) < E(@), Vvt €[0,1].
In other words, max;eo,1] E (¥, (1)) < E(it). This indeed shows that

< E(ys (1)) < E(ii
¢ max (v50 () < E(a),

as desired. O
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