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Abstract The aim of this paper is to prove some energy estimates for Klein–Gordon equa-
tions with time-dependent potential. If the potential is “non-effective” and has “very slow
oscillations” in the time-dependent coefficient, then energy estimates are proved in Ebert
et al. (in: Dubatovskaya and Rogosin (eds) AMADE 2012, Cambridge Scientific Publish-
ers, Cambridge, 2014). In contrast, the main goal of the present paper is to generalize the
previous results to potentials with “very fast oscillations” in the time-dependent coefficient;
consequently, the positivity of the potential is not required anymore.
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1 Introduction

In this paper we consider the following Cauchy problem for Klein–Gordon equations with
time-dependent potential:

{
utt − �u + M(t)u = 0, (t, x) ∈ (0,∞) × R

n,

u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ R
n,

(1)
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whereM = M(t) is real-valued.A large amount ofwork has been devoted to (1). In particular,
we take up the recent works [1–3,6], which studied the asymptotic properties of the energy
as t tends to infinity. For a positive continuous function p = p(t) we introduce the following
energy to the solution of (1):

E(u; p)(t) := 1

2

(‖∇u(t, ·)‖2L2 + ‖ut (t, ·)‖2L2 + p(t)‖u(t, ·)‖2L2

)
. (2)

In [1,2] the authors studied the following scale-invariant model for the coefficient in the
potential

M(t) = μ2

(1 + t)2
(3)

with a positive number μ, and they showed the following energy estimate:

E(u; p)(t) � E(u; p)(0) (4)

with

p(t) =

⎧⎪⎨
⎪⎩

(1 + t)−1 forμ > 1/2,

(1 + t)−1(log(e + t))−2 forμ = 1/2,

(1 + t)−1−
√

1−4μ2
forμ < 1/2,

(5)

where f � g with positive functions f and g denotes that there exists a positive con-
stant C such that the estimate f ≤ Cg is valid. Moreover, f � g denotes that f and
g satisfy f � g and g � f . Thus we observe that the influence of the potential to the
energy is quite different if 0 < μ < 1/2 or μ > 1/2; the potential satisfying the former
is called “non-effective.” Generally, the time-dependent potential M(t)u is “non-effective”
if lim supt→∞(1 + t)

∫ ∞
t M(s) ds < 1/4. Here the notion of effective and non-effective

coefficients originated from [13,14] for the classification of the time-dependent dissipations
to dissipative wave equations

ũt t − �ũ + 2b(t)ũt = 0, (6)

which is identified with the Klein–Gordon equation of (1) by

ũ = exp

(
−
∫ t

0
b(s) ds

)
u andM = −b′ − b2. (7)

It is known that the “oscillations” of variable coefficients have a crucial influence on energy
estimates for hyperbolic equations. For instance, it is shown in [11,12] that the energy to
the solution of the Cauchy problem for the wave equation with time-dependent propagation
speed

utt − a(t)�u = 0 (8)

can be unbounded as t → ∞ if a(t) is oscillating very fast though a(t) is bounded and strictly
positive. Precisely, the energy is not bounded in general if the estimate |a′(t)| � (1 + t)−β

with β < 1 holds; on the other hand the energy is bounded uniformly with respect to t if
β > 1. Moreover, it is proved in [11] that the energy is also uniformly bounded with respect
to t if |a′(t)| � (1+ t)−1 and |a′′(t)| � (1+ t)−2 with a ∈ C2([0,∞)). Here the oscillations
in the coefficient a(t) satisfying |a′(t)| � (1 + t)−β with β < 1 and β ≥ 1 are called “very
fast” and “very slow,” respectively. Thus we expect that if the oscillations in the coefficient
are very slow, then the asymptotic behavior of the energy is the same as in the case without
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Energy estimates for the Cauchy pro blem of Klein–Gordon... 819

any oscillations. The notion of oscillations can be introduced to dissipative wave equation
(6) with

a′(t)
2a(t)2

= b

(∫ t

0
a(s) ds

)
(9)

and to theKlein–Gordon equation of (1) with (7). Energy estimates with very slow oscillating
coefficients in the dissipation b(t)ut and in the potential M(t)u, which were described by
|b(t)| � (1 + t)−1 and |M(t)| � (1 + t)−2, were studied in [13,14], and [6], respectively.

Generally, very fast oscillating coefficientsmay destroy estimates, which are valid for slow
oscillating coefficients (see [4]). However, some additional assumptions to the coefficient
enable the estimates, even though the oscillations become very fast. Indeed, the energy to the
solution of (8) can be bounded uniformly with respect to t although the oscillations of a(t)
are very fast if a ∈ Cm([0,∞)) with m ≥ 2 and there exist positive constants a∞ > 0 and
α ∈ [0, 1) such that ∫ t

0
|a(s) − a∞| ds = O(tα) (t → ∞), (10)

here (10) is called the stabilization property for (8) (see [5,7,9]). Corresponding stabilization
propertieswere studied in [8] for dissipativewave equations (6)with non-effective dissipation
and in [3] for Klein–Gordon equations of (1) with effective potential. Briefly, the aim of the
present paper is to prove energy estimate (4) to the solutions of (1) with non-effective and
very fast oscillating coefficient in the potential to introduce a suitable stabilization property.

This paper is organized as follows. In Sect. 2 we give the main theorem and corresponding
examples. In Sect. 3 we introduce the strategy of the proof and some estimates to be used in
the proof. In Sect. 4 we prove some estimates of the micro-energy in restricted phase spaces.
In Sect. 5 we give the proof of ourmain theorem. In Sect. 6 we give some concluding remarks,
and Sect. 7 is an appendix.

2 Main result

In this paper we restrict ourselves to the following special structure of the coefficient in the
potential:

M(t) = μ2

(1 + t)2
+ δ(t) (11)

as a perturbed model of scale-invariant potential (3). For the perturbation δ = δ(t) we
introduce the following hypothesis:

Hypothesis 1 (Non-effective condition) The principal part of M(t) is non-effective, that is,
μ satisfies

0 < μ <
1

2
. (12)

Hypothesis 2 (Oscillation condition) There exists a real number β satisfying β < 1 such
that

|δ(t)| � (1 + t)−2β . (13)
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820 F. Hirosawa, W. Nunes do Nascimento

Hypothesis 3 (Stabilization condition) There exists a real number γ satisfying γ > 1 such
that ∣∣∣∣

∫ ∞

t
δ(s) ds

∣∣∣∣ � (1 + t)−γ . (14)

Then our main theorem is given as follows:

Theorem 1 Let δ ∈ C0([0,∞)) and Hypotheses 1, 2 and 3 be fulfilled. If the following
conditions hold:

2β

{
≥ −γ + 3 for γ �= 2,

> 1 for γ = 2,
(15)

then energy estimate (4) with (5) is established.

Remark 1 By Hypotheses 1 and 3 we see that

lim sup
t→∞

(1 + t)

∣∣∣∣
∫ ∞

t
M(s) ds

∣∣∣∣ ≤ μ2 + lim sup
t→∞

(1 + t)

∣∣∣∣
∫ ∞

t
δ(s) ds

∣∣∣∣ <
1

4
.

It follows that M(t)u is non-effective.

Remark 2 Hypothesis 2 and 3 do not require the asymptotic behavior δ(t) = O(t−2) (t →
∞). Hence, (11) is not always a small perturbation of scale-invariant model (3) in the sense
of the L∞ norm. In other words, M(t) is allowed to possess very fast oscillations if one
reduces the Klein–Gordon equation to (6) and (8) by (7) and (9). Indeed, we will introduce
some examples of δ(t), to which one can apply Theorem 1. These examples satisfy

lim inf
t→∞ tβδ(t) < 0. (16)

It follows that for any T > 0 there exists T1 satisfying T1 > T such that M(T1) < 0. Here we
note that models with negative time-dependent potential appear in some cosmology models
(see [15]).

Example 1 We define M(t) by M(t) = μ2(1 + t)−2 + δ(t) with

δ(t) = sin((1 + t)κ )

(1 + t)2β
,

where β, μ and κ are real numbers satisfying 0 < μ < 1/2, κ > 0 and 1 − κ/4 ≤ β < 1.
Thus Hypotheses 1 and 2 are satisfied. By Lemma 7 from “Appendix” we have∣∣∣∣

∫ ∞

t
δ(s) ds

∣∣∣∣ = 1

κ

∣∣∣∣
∫ ∞

(1+t)κ

sin θ

θ1+
2β−1

κ

dθ

∣∣∣∣ � (1 + t)−(2β+κ−1).

Thus Hypothesis 3 is satisfied with γ = 2β + κ − 1 ≥ 1 + κ/2 > 1. Therefore, Theorem 1
is applicable since (15) holds, that is, if

β

⎧⎨
⎩

≥ 1 − κ

4
for 2β + κ �= 3,

>
1

2
for 2β + κ = 3.

(17)
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Example 2 Let {t j }∞j=1 = {2π j}∞j=1. We define M(t) by M(t) := μ2(1 + t)−2 + δ(t) with

δ(t) :=
⎧⎨
⎩
t−2β
j sin

(
tκj (t − t j )

)
t ∈

[
t j , t j + 2π t−κ

j

]
,

0 t ∈ [0,∞) \ ⋃∞
j=1

[
t j , t j + 2π t−κ

j

]
,

whereβ,μ and κ are real numbers satisfying 0 < μ < 1/2, κ > 0 and 1−(1+κ)/4 ≤ β < 1.
ThusHypotheses 1 and 2 are satisfied. Here we note that t j +2π t−κ

j < t j+1. For an arbitrarily
given positive real number t satisfying t ≥ t1 we take N ∈ N satisfying tN ≤ t < tN+1.
Then we have

|δ(t)| ≤ t−2β
N =

(
N + 1

N

)2β

t−2β
N+1 � (1 + t)−2β .

Moreover, if we note
∫ t j+2π t−κ

j
t j δ(s) ds = ∫ t j+1

t j
δ(s) ds = 0 for any j , we have

∣∣∣∣
∫ ∞

t
δ(s) ds

∣∣∣∣ =
∣∣∣∣
∫ tN+1

t
δ(s) ds

∣∣∣∣ ≤
∫ tN+2π t−κ

N

tN
|δ(s)| ds ≤ 4t−(2β+κ)

N

= 4

(
N + 1

N

)2β+κ

t−(2β+κ)
N+1 � (1 + t)−(2β+κ).

Thus Hypothesis 3 is satisfied with γ = 2β + κ ≥ (3 + κ)/2 > 1. Therefore, Theorem 1 is
applicable since (15) holds, that is, if

β ≥

⎧⎪⎨
⎪⎩
1 − 1 + κ

4
for 2β + κ �= 2,

1

2
for 2β + κ = 2.

(18)

3 Strategy of the proof and some estimates

3.1 Reduction to the dissipative wave equation

The basic strategy for the proof of our main theorem is the reduction to dissipative wave
equation (6). The change of variables u(t, x) = η(t)w(t, x) with η = η(t) ∈ C2([0,∞))

transforms the Klein–Gordon equation into the following dissipative wave equation:

wt t − �w + 2η′(t)
η(t)

wt +
(

η′′(t)
η(t)

+ M(t)

)
w = 0. (19)

If we take η as the solution to the following Liouville-type equation:

η′′(t) + M(t)η(t) = 0, (20)

then (19) corresponds to (6) with b = η′/η. Hence, we may apply arguments for treating
dissipative wave equations with very fast oscillations in [8]. The idea was introduced in [6]
for very slow oscillating potentials. Thus the main task for the proof of our main theorem is
to develop their method for very fast oscillating potentials.

Let T be a nonnegative number and {qk(t)}∞k=1 be defined by

qk(t) :=
{
M(t) for k = 1,∑k−1

j=1

(∫ ∞
t q j (s) ds

) (∫ ∞
t qk− j (s) ds

)
for k ≥ 2.

(21)
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822 F. Hirosawa, W. Nunes do Nascimento

Then a solution to (20) is represented formally as follows:

η(t) = exp

⎛
⎝ ∞∑

j=1

∫ t

T

∫ ∞

τ

q j (s) ds dτ

⎞
⎠ (22)

(see Lemma 8 in Sect. 7). Therefore, we shall consider the following problems to realize our
strategy:

(i) Uniform convergence of η(t) on any compact interval of [0,∞).
(ii) Estimates of the oscillations and the stabilization to b(t) = η′(t)/η(t).

3.2 Convergence of η(t)

Let μ be a real number satisfying (12), and γk be kth Catalan’s number defined by

γk := (2k)!
k!(k + 1)! (k = 0, 1, . . .).

If we define ν and μk(t) by

ν := 1 − √
1 − 4μ2

2
(23)

and

μk(t) := γk−1μ
2k(1 + t)−2,

then we have the following lemma:

Lemma 1 The following equalities are established:
∞∑
k=1

μk(t) = ν(1 + t)−2 (24)

and
k−1∑
j=1

(∫ ∞

t
μ j (s) ds

)(∫ ∞

t
μk− j (s) ds

)
= μk(t) (25)

for any k ≥ 2.

Proof By the generating function of the sequence of Catalan’s numbers:

∞∑
j=0

γ j r
j = 1 − √

1 − 4r

2r
(26)

(see Lemma 9 in Sect. 7), we have

∞∑
k=1

μk(t) = μ2
∞∑
j=0

γ jμ
2 j (1 + t)−2 = 1 − √

1 − 4μ2

2
(1 + t)−2.

By the equalities
∫ ∞
t μk(s) ds = (1 + t)μk(t) and

γk−1 =
k−1∑
j=0

γ j−1γk− j−1,
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it follows that
k−1∑
j=1

μ j (t)μk− j (t) = γk−1μ
2k(1 + t)−4 = μk(t)(1 + t)−2 (27)

for k ≥ 2. Hence we have

k−1∑
j=1

(∫ ∞

t
μ j (s) ds

)(∫ ∞

t
μk− j (s) ds

)
= (1 + t)2

k−1∑
j=1

μ j (t)μk− j (t) = μk(t).


�
Remark 3 If δ(t) = 0 and 0 < μ < 1/2, then qk(t) = μk(t), and thus η(t) = (1 + t)ν and
b(t) = ν(1 + t)−1 with 0 < ν < 1/2.

Let σk(t) with k = 1, 2, . . . be the error of qk(t) from μk(t), that is,

σk(t) := qk(t) − μk(t).

Then we have the following lemmas:

Lemma 2 For any positive real number ρ there exist constants T ≥ 0 and ω0 > 0 such that

|σk(t)| ≤ ω0((1 + ρ)k − 1)(1 + t)−γ+1μk(t) (k = 1, 2, . . .) (28)

and ∣∣∣∣
∫ ∞

t
σk(s) ds

∣∣∣∣ ≤ ω0((1 + ρ)k − 1)(1 + t)−γ+2μk(t) (k = 1, 2, . . .) (29)

for any t ≥ T .

Proof By (14) there exists a positive constant ρ0 such that

ρ0 = max

{
ρμ2, sup

t≥0

{
(1 + t)γ

∣∣∣∣
∫ ∞

t
δ(s) ds

∣∣∣∣
}}

.

For a given positive real number ρ we define ω0 and T by

ω0 := ρ0

ρμ2 and T := ω
1

γ−1
0 − 1. (30)

Then for any t ≥ T we have

ω0(1 + t)−γ+1 ≤ ω0(1 + T )−γ+1 = 1 (31)

and ∣∣∣∣
∫ ∞

t
σ1(s) ds

∣∣∣∣ =
∣∣∣∣
∫ ∞

t
δ(s) ds

∣∣∣∣ ≤ ρ0(1 + t)−γ = ω0ρ(1 + t)−γ+2μ1(t)

for any t ≥ T . It follows that (29) is valid for k = 1. Let j ≥ 3 and suppose that (29) is valid
for k = 2, . . . , j − 1. Then we have∣∣∣∣

(∫ ∞

t
μ j−k(s) ds

)(∫ ∞

t
σk(s) ds

)
+

(∫ ∞

t
μk(s) ds

)(∫ ∞

t
σ j−k(s) ds

)∣∣∣∣
=

∣∣∣∣(1 + t)μ j−k(t)

(∫ ∞

t
σk(s) ds

)
+ (1 + t)μk(t)

(∫ ∞

t
σ j−k(s) ds

)∣∣∣∣
≤ ω0((1 + ρ)k + (1 + ρ) j−k − 2)(1 + t)−γ+3μk(t)μ j−k(t)
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824 F. Hirosawa, W. Nunes do Nascimento

and ∣∣∣∣
(∫ ∞

t
σk(s) ds

)(∫ ∞

t
σ j−k(s) ds

)∣∣∣∣
≤ ω2

0((1 + ρ)k − 1)((1 + ρ) j−k − 1)(1 + t)−2γ+4μk(t)μ j−k(t).

Therefore, by (25), (27), (31) and the equality

(1 + ρ)k + (1 + ρ) j−k − 2 + ((1 + ρ)k − 1)((1 + ρ) j−k − 1) = (1 + ρ) j − 1

we have

|σ j (t)| = |q j (t) − μ j (t)|

=
∣∣∣∣∣∣
j−1∑
k=1

(∫ ∞

t
(μk(s) + σk(s)) ds

)(∫ ∞

t
(μ j−k(s) + σ j−k(s)) ds

)
− μ j (t)

∣∣∣∣∣∣
≤ ω0

j−1∑
k=1

((1 + ρ)k + (1 + ρ) j−k − 2)(1 + t)−γ+3μk(t)μ j−k(t)

+ ω2
0

j−1∑
k=1

((1 + ρ)k − 1)((1 + ρ) j−k − 1)(1 + t)−2γ+4μk(t)μ j−k(t)

≤ ω0((1 + ρ) j − 1)(1 + t)−γ+1μ j (t)

for any t ≥ T . Moreover, we have∣∣∣∣
∫ ∞

t
σ j (s) ds

∣∣∣∣ ≤ ω0((1 + ρ) j − 1)
∫ ∞

t
(1 + s)−γ+1μ j (s) ds

= ω0

γ
((1 + ρ) j − 1)(1 + t)−γ+2μ j (t)

≤ ω0((1 + ρ) j − 1)(1 + t)−γ+2μ j (t).

Thus (28) and (29) are valid for k = j . Consequently, (28) and (29) are valid for any
k ∈ N. 
�

ByLemmas 1 and 2we have the following two propositions, which ensure the convergence
of η(t).

Proposition 1 The following estimates are established on [T,∞):

∞∑
j=1

q j (t) − M(t) � (1 + t)−2 (32)

and

∞∑
j=1

∫ ∞

t
q j (s) ds − ν(1 + t)−1 � (1 + t)−γ . (33)

123



Energy estimates for the Cauchy pro blem of Klein–Gordon... 825

Proof Let ρ > 0 satisfy (1 + ρ)μ2 < 1/4. By (21), (26), (31), Lemmas 1 and 2 we have∣∣∣∣∣∣
∞∑
j=1

q j (t) − M(t)

∣∣∣∣∣∣ =
∣∣∣∣∣∣

∞∑
j=2

q j (t)

∣∣∣∣∣∣ =
∣∣∣∣∣∣

∞∑
j=2

μ j (t) +
∞∑
j=2

σ j (t)

∣∣∣∣∣∣
≤ ν(1 + t)−2 + ω0

∞∑
j=2

((1 + ρ) j − 1)(1 + t)−γ+1μ j (t)

≤
⎛
⎝ν + ω0

∞∑
j=2

γ j−1((1 + ρ)μ2) j (1 + t)−γ+1

⎞
⎠ (1 + t)−2

≤
(

ν + 1 − √
1 − 4(1 + ρ)μ2

2

)
(1 + t)−2

� (1 + t)−2.

Moreover, by (14), Lemmas 1 and 2 we have∣∣∣∣∣∣
∞∑
j=1

∫ ∞

t
q j (s) ds − ν(1 + t)−1

∣∣∣∣∣∣ =
∣∣∣∣∣∣

∞∑
j=1

∫ ∞

t
σ j (s) ds

∣∣∣∣∣∣
≤

∣∣∣∣
∫ ∞

t
δ(s) ds

∣∣∣∣ + ω0

∞∑
j=2

((1 + ρ) j − 1)(1 + t)−γ+2μ j (t)

� (1 + t)−γ + ω0
1 − √

1 − 4(1 + ρ)μ2

2
(1 + t)−γ

� (1 + t)−γ .

Thus the proof is completed. 
�
We note that η(t) is the solution to the following initial value problem:{

η′′(t) + M(t)η(t) = 0, t ∈ (T,∞),

(η(T ), η′(T )) = (1, η̃),
(34)

where T was defined by (30) and η̃ = ∑∞
j=1

∫ ∞
T q j (s) ds. Let us continue the solution

η = η(t) on the interval [0, T ) as the solution to the backward Cauchy problem{
η′′(t) + M(t)η(t) = 0, t ∈ [0, T ),

(η(T ), η′(T )) = (1, η̃).
(35)

We define b(t) and σ(t) on [0,∞) by

b(t) := η′(t)
η(t)

(36)

and

σ(t) := b(t) − ν(1 + t)−1. (37)

Then we have the following proposition.
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826 F. Hirosawa, W. Nunes do Nascimento

Proposition 2 If Hypotheses 1, 2 and 3 are fulfilled, then the following estimates are
established: ∣∣b′(t)

∣∣ � (1 + t)−2β (38)

and

|σ(t)| � (1 + t)−γ . (39)

It follows that

η(t) � (1 + t)ν, (40)

and that for any ν0 and ν1 satisfying 0 < ν0 < ν < ν1 ≤ 1/2 there exists T0 ≥ 0 such that

ν0(1 + t)−1 ≤ b(t) ≤ ν1(1 + t)−1 (41)

for any t ≥ T0.

Proof Estimates (38) and (39) are trivial on the finite interval [0, T ]. Suppose that t ≥ T .
Then by Proposition 1, (13), (22) and (77) we have

∣∣b′(t)
∣∣ =

∣∣∣∣η′′(t)
η(t)

− η′(t)2

η(t)2

∣∣∣∣ =

∣∣∣∣∣∣∣−M(t) −
⎛
⎝ ∞∑

j=1

∫ ∞

t
q j (s)ds

⎞
⎠

2
∣∣∣∣∣∣∣ =

∣∣∣∣∣
∞∑
k=1

qk(t)

∣∣∣∣∣
� |M(t)| + (1 + t)−2 � (1 + t)−2β

and

|σ(t)| =
∣∣∣∣∣∣

∞∑
j=1

∫ ∞

t
q j (s)ds − ν(1 + t)−1

∣∣∣∣∣∣ � (1 + t)−γ .

Moreover, by (33), (36), (37) and (39) we have

η(t) = η(T ) exp

(
ν

∫ t

T
(1 + s)−1 ds +

∫ t

T
σ(s) ds

)
� (1 + t)ν

and

b(t)(1 + t) = ν + σ(t)(1 + t)

{
≤ ν1

≥ ν0

for any t ≥ T0 with min{ν1−ν, ν−ν0} ≥ supt≥T0{|σ(t)|(1+ t)}. Thus the proof is complete.

�

4 Construction of the fundamental solution

4.1 Micro-energy and zones

For the nonnegative constants T and T0 in Propositions 1 and 2 estimate (4) is trivial on the
finite interval [0, T1]with T1 = max{T ; T0} by application of the usual energy method. Thus
we can suppose that T1 = 0 from now on without loss of generality.
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By partial Fourier transformation with respect to x and denoting v(t, ξ) = û(t, ξ), (1) is
reduced to the following Cauchy problem:{

vt t + |ξ |2v + M(t)v = 0, (t, ξ) ∈ (0,∞) × R
n,

v(0, ξ) = û0(ξ), vt (0, ξ) = û1(ξ), ξ ∈ R
n .

(42)

For a positive large number N , which will be chosen later, we divide the extended phase
space [0,∞)×R

n into three zones: thepseudo-differential zone ZΨ = ZΨ (N ), thehyperbolic
zone ZH = ZH (N ) and the intermediate zone Z I = ZI (N ) as follows:

ZΨ (N ) := {(t, ξ) ∈ [0,∞) × R
n ; (1 + t)|ξ | ≤ N },

ZH (N ) := {
(t, ξ) ∈ [0,∞) × R

n ; (1 + t)2−γ |ξ | ≥ N
}
,

ZI (N ) := {
(t, ξ) ∈ [0,∞) × R

n ; (1 + t)2−γ |ξ | ≤ N ≤ (1 + t)|ξ |} .

Here we note that 2−γ ≤ 2β −1 < 1 by Hypothesis 2, 3 and (15). It follows that ZI � ZH .
We define θ1 = θ1(r) and θ2 = θ2(r) on [0,∞) by

θ1(r) :=
{

∞ for r = 0,

max
{
Nr−1 − 1, 0

}
for r > 0,

and

θ2(r) :=

⎧⎪⎪⎨
⎪⎪⎩

∞ for r = 0,

max
{
(Nr−1)

1
2−γ − 1, 0

}
for r > 0 and γ �= 2,

max
{
(Nr−1)

1
2β−1 − 1, 0

}
for r > 0 and γ = 2.

Then (θ1(|ξ |), ξ) and (θ2(|ξ |), ξ) denote the separating hypersurfaces between ZΨ and ZI ,
and ZI and ZH , respectively. Indeed, the zones can be represented as follows:

ZΨ (N ) = {(t, ξ) ∈ [0,∞) × R
n ; 0 ≤ t ≤ θ1(|ξ |)},

ZH (N ) =
{

{(t, ξ) ∈ [0,∞) × R
n ; t ≥ θ2(|ξ |)} for γ ≤ 2,

{(t, ξ) ∈ [0,∞) × R
n ; 0 ≤ t ≤ θ2(|ξ |)} for γ > 2,

ZI (N ) =
{

{(t, ξ) ∈ [0,∞) × R
n ; θ1(|ξ |) ≤ t ≤ θ2(|ξ |)} for γ ≤ 2,

{(t, ξ) ∈ [0,∞) × R
n ; t ≥ θ1(|ξ |) and t ≥ θ2(|ξ |)} for γ > 2 .

Let χ ∈ C∞(R+) such that χ ′(r) ≤ 0, χ(r) = 1 for r ≤ 1, χ(3/2) = 1/2 and χ(r) = 0
for r ≥ 2. We define the micro-energy U (t, ξ) by

U (t, ξ) := (h(t, ξ)v(t, ξ), vt (t, ξ) − b(t)v(t, ξ))T , (43)

where

h(t, ξ) := (1 + t)−1χ(N−1(1 + t)|ξ |) + i |ξ |(1 − χ(N−1(1 + t)|ξ |)). (44)

Then we have the following lemma.

Lemma 3 Wehave that h(t, ξ) = (1+t)−1 in ZΨ (N ) and |h(t, ξ)| � |ξ | in Z I (N )∪ZH (N ).
Moreover, there exists a positive constant N0 such that for any N ≥ N0 the following estimate
holds:

|U (t, ξ)|2 � |ξ |2 |v(t, ξ)|2 + |vt (t, ξ)|2 + (1 + t)−2 |v(t, ξ)|2 (45)

uniformly with respect to (t, ξ).
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828 F. Hirosawa, W. Nunes do Nascimento

Proof We have h(t, ξ) = (1 + t)−1 in ZΨ (N ) by (44). Let (t, ξ) ∈ ZI (N ) ∪ ZH (N ), that
is, N−1(1 + t)|ξ | ≥ 1. If 1 ≤ N−1(1 + t)|ξ | ≤ 3/2, then we have

|h(t, ξ)|
⎧⎨
⎩

≥ 1
2 (1 + t)−1 ≥ 1

3N |ξ |,
≤

√
(1 + t)−2 + 1

4 |ξ |2 ≤
√

1
N2 + 1

4 |ξ |.

If N−1(1 + t)|ξ | ≥ 3/2, then we have

|h(t, ξ)|
⎧⎨
⎩

≥ 1
2 |ξ |,

≤
√

1
4 (1 + t)−2 + |ξ |2 ≤

√
1

9N2 + 1|ξ |.
Therefore, by (41), Cauchy–Schwarz inequality and recalling Proposition 2, we have in
ZΨ (N ) that

|U (t, ξ)|2 = (1 + t)−2|v|2 + |vt |2 + b(t)2|v|2 − 2b(t)�(vtv)

≥ ((1 + t)−2 − b(t)2)|v|2 + 1

2
|vt |2

≥ (1 − ν21 )(1 + t)−2|v|2 + 1

2
|vt |2

≥ 1

2
(1 − ν21 )(1 + t)−2|v|2 + 1

2N 2 (1 − ν21 )|ξ |2|v|2 + 1

2
|vt |2

and

|U (t, ξ)|2 ≤ (1 + t)−2|v|2 + 2|vt |2 + 2b(t)2|v|2
≤ (1 + 2ν21 )(1 + t)−2|v|2 + 2|vt |2
≤ |ξ |2|v|2 + (1 + 2ν21 )(1 + t)−2|v|2 + 2|vt |2.

On the other hand, in ZI (N ) ∪ ZH (N ) with N ≥ 2/3 we have

|U (t, ξ)|2 ≥ 1

9N 2 |ξ |2|v|2 + |vt |2 + b(t)2|v| − 36ν21
36ν21 + 1

|vt |2 − 36ν21 + 1

36ν21
b(t)2|v|2

= 1

18N 2 |ξ |2|v|2 + 1

36ν21 + 1
|vt |2 +

(
1

18N 2 |ξ |2 − 1

36ν21
b(t)2

)
|v|2

≥ 1

18N 2 |ξ |2|v|2 + 1

36ν21 + 1
|vt |2 + 1

36
(1 + t)−2|v|2

and

|U (t, ξ)|2 ≤ 2|ξ |2|v|2 + 2|vt |2 + 2b(t)2|v|2
≤ 2|ξ |2|v|2 + 2|vt |2 + 2ν21 (1 + t)−2|v|2.

Thus (45) is proved. 
�
For the micro-energy U = U (t, ξ) defined by (43) we define V = V (t, ξ) by

V (t, ξ) := η(t)−1U (t, ξ). (46)

Then we have the following lemma.
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Lemma 4 The vector V is a solution to the following first-order system:

∂t V = AV, A = A(t, ξ) =
⎛
⎝ ht (t,ξ)

h(t,ξ)
h(t, ξ)

− |ξ |2
h(t,ξ)

−2b(t)

⎞
⎠ . (47)

Proof The proof is straight-forward from the definitions of U , η and (36). 
�
We shall consider the fundamental solution E = E(t, s, ξ) to (47), that is, the solution to

∂t E = A(t, ξ)E , E(s, s, ξ) = I. (48)

4.2 Considerations in the pseudo-differential zone ZΨ (N)

We shall prove the following statement.

Proposition 3 AssumeHypothesis 1. The fundamental solution to (48) satisfies the following
estimate:

‖E(t, 0, ξ)‖ � (1 + t)−2ν

uniformly for (t, ξ) ∈ ZΨ .

Proof Let (t, ξ) ∈ ZΨ , that is, 0 ≤ t ≤ θ1(|ξ |). We consider (48) with

A =
( −(1 + t)−1 (1 + t)−1

−(1 + t)|ξ |2 −2b(t)

)
.

If we put E(t, 0, ξ) = (ei j (t, ξ))i, j=1,2, then we can write for j = 1, 2 the following system
of coupled integral equations of Volterra type:

e1 j (t, ξ) = (1 + t)−1
(

δ1 j +
∫ t

0
e2 j (τ, ξ) dτ

)
, (49)

e2 j (t, ξ) = η(t)−2
(

δ2 j − |ξ |2
∫ t

0
(1 + τ)η(τ)2e1 j (τ, ξ) dτ

)
. (50)

By substituting (50) into (49) and integrating by parts we get

e1 j (t, ξ) = (1 + t)−1
(

δ1 j + δ2 j

∫ t

0
η(τ)−2 dτ

)

− |ξ |2(1 + t)−1
∫ t

0
η(τ)−2

∫ τ

0
(1 + s)η(s)2e1 j (s, ξ) ds dτ

= (1 + t)−1
(

δ1 j + δ2 j

∫ t

0
η(τ)−2 dτ

)

− |ξ |2(1 + t)−1
∫ t

0

(∫ t

τ

η(s)−2 ds

)
(1 + τ)η(τ)2e1 j (τ, ξ) dτ.

We define f j (t, ξ) by

f j (t, ξ) := η(t)2|e1 j (t, ξ)|.
By (40), there exists a constant C ≥ 1 such that

C−1(1 + t)ν ≤ η(t) ≤ C(1 + t)ν .
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Then we have

f j (t, s, ξ) ≤ (1 + t)−1η(t)2
(
1 +

∫ t

0
η(τ)−2 dτ

)

+ |ξ |2(1 + t)−1η(t)2
∫ t

0

(∫ t

τ

η(s)−2 ds

)
(1 + τ) f j (τ, ξ) dτ

≤ C2(1 + t)−1+2ν
(
1 + C2

∫ t

0
(1 + τ)−2ν dτ

)

+ C4|ξ |2(1 + t)−1+2ν
∫ t

0

(∫ t

τ

(1 + s)−2ν ds

)
(1 + τ) f j (τ, ξ) dτ

≤ C2(1 + t)−1+2ν
(
1 + C2

1 − 2ν
(1 + t)1−2ν

)
+ C4

1 − 2ν
|ξ |2

∫ t

0
(1 + τ) f j (τ, ξ) dτ

≤ C1 + C2|ξ |2
∫ t

0
(1 + τ) f j (τ, ξ) dτ,

whereC1 = C2+C4/(1−2ν) andC2 = C4/(1−2ν). ByGronwall’s inequality we conclude

f j (t, ξ) ≤ C1 exp

(
C2|ξ |2

∫ t

0
(1 + τ) dτ

)
≤ C1 exp

(
C2N 2

2

)
.

Thus we get |e1 j (t, ξ)| � η(t)−2. Moreover, by (50) we have

|e2 j (t, ξ)| � η(t)−2
(
1 + |ξ |2

∫ t

s
(1 + τ)dτ

)
� η(t)−2.

Summarizing the above estimates and (40) we conclude the proof. 
�
4.3 Considerations in the hyperbolic zone ZH (N)

We shall prove the following statement.

Proposition 4 Assume Hypotheses 1, 2 and 3. The fundamental solution E(t, s, ξ) to (48)
satisfies the following estimate:

‖E(t, s, ξ)‖ � (1 + s)ν

(1 + t)ν
(51)

uniformly for (t, ξ), (s, ξ) ∈ ZH (N ) with s ≤ t and N ≥ ν1/
√
2.

Proof Estimate (51) is trivial for s ≤ t ≤ 21/(γ−1) − 1. Hence, we suppose that t ≥
21/(γ−1) − 1 from now on. Then we see that

N−1(1 + t)|ξ | ≥ 2N−1(1 + t)2−γ |ξ | ≥ 2.

It follows that

A =
(

0 i |ξ |
i |ξ | −2b(t)

)
.

Let M0 be the diagonalizer of the principal part with respect to powers of |ξ | of A given by

M0 := 1√
2

(
1 −1
1 1

)
. (52)

123



Energy estimates for the Cauchy pro blem of Klein–Gordon... 831

We put E1 = E1(t, s, ξ) := M−1
0 E(t, s, ξ). Then (48) is reduced to

∂t E1 = A1E1, E1(s, s, ξ) = M−1
0 , (53)

whereas

A1 := M−1
0 AM0 =

(
i |ξ | − b(t) −b(t)

−b(t) −i |ξ | − b(t)

)
.

Let M1 = M1(t, ξ) be the diagonalizer of the principal part of A1 given by

M1 :=
(

1 − (A1)12
(A1)11−(A1)22

− (A1)21
(A1)22−(A1)11

1

)
=

(
1 − ib(t)

2|ξ |
ib(t)
2|ξ | 1

)
.

By (41) we have

det M1 = 1 − b(t)2

4|ξ |2 ≥ 1 − ν21

4N 2 ≥ 1

2

for (1 + t)|ξ | ≥ N , that is, for (t, ξ) ∈ ZH (N ) ∪ ZI (N ) with N ≥ ν1/
√
2. It follows that

M1 is invertible. Moreover, we have

‖M1(t, ξ)‖ ≤ max
i, j=1,2

{|(M1)i, j (t, ξ)|} ≤ max
{
1,

ν1

2N

}
= 1. (54)

We put

E2 = E2(t, s, ξ) := M−1
1 (t, ξ)E1(t, s, ξ).

Then (53) is reduced to

∂t E2 = A2(t, ξ)E2, E2(s, s, ξ) = M−1
1 (s, ξ)M−1

0 , (55)

where

A2 = A2(t, ξ) := M−1
1 A1M1 − M−1

1 (∂t M1).

Here we note the following representations:

(A2)11 = (A2)22 = i |ξ | − b(t) − i

det M1

(
b(t)2

2|ξ | + b(t)b′(t)
4|ξ |2

)

and

(A2)21 = (A2)12 = 1

det M1

(
−b(t)3

4|ξ |2 + ib′(t)
2|ξ |

)
.

By (38), (41) and noting that β < 1 < γ we have

|(A2)21| � |ξ |−1(|ξ |−1(1 + t)−3 + (1 + t)−2β)

� |ξ |−1((1 + t)−γ−1 + (1 + t)−2β) � |ξ |−1(1 + t)−2β
(56)

in ZH . Moreover, for (t, ξ), (s, ξ) ∈ ZH and s ≤ t , by (36) we have∣∣∣∣exp
(∫ t

s
(A2) j j (τ, ξ) dτ

)∣∣∣∣ = exp

(
−
∫ t

s
b(τ ) dτ

)
= η(s)

η(t)
(57)
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for j = 1, 2. We define Φ2(t, s, ξ) by

Φ2(t, s, ξ) :=
⎛
⎝exp

(∫ t
s (A2)11(τ, ξ) dτ

)
0

0 exp
(∫ t

s (A2)22(τ, ξ) dτ
)
⎞
⎠ ,

and we put E3(t, s, ξ) := Φ−1
2 (t, s, ξ)E2(t, s, ξ). Then (55) is reduced to

∂t E3 = R3(t, s, ξ)E3, E3(s, s, ξ) = M−1
1 (s, ξ)M−1

0 , (58)

where

R3(t, s, ξ) := Φ−1
2 (t, s, ξ)A2(t, ξ)Φ2(t, s, ξ) − Φ−1

2 (t, s, ξ)(∂tΦ2)(t, s, ξ)

=
(

0 r3(t, s, ξ)

r3(t, s, ξ) 0

)

and

r3(t, s, ξ) = (A2)21(t, ξ) exp

(
i
∫ t

s
�{(A2)11(τ, ξ)} dτ

)
.

Here E3(t, s, ξ) can be represented as a Peano–Baker series in the form

E3(t, s, ξ) = E3(s, s, ξ) +
∫ t

s
R3(t1, s, ξ)dt1

+
∞∑
k=2

∫ t

s

∫ t1

s
· · ·

∫ tk−1

s
R3(t1, s, ξ) · · · R3(tk, s, ξ) dtk · · · dt1.

Therefore, by (56) and the equalities ‖R3(τ, s, ξ)‖ = |r3(t, s, ξ)| = |(A2)21(t, ξ)| there
exists a positive constant C such that

‖E3(t, s, ξ)‖ ≤ ‖E3(s, s, ξ)‖ + exp

(∫ t

s
‖R3(τ, s, ξ)‖ dτ

)

� 1 + exp

(
C |ξ |−1

∫ t

s
(1 + τ)−2β dτ

)
.

We define φ(t, s) := ∫ t
s (1 + τ)−2β dτ . Then we shall estimate |ξ |−1φ(t, s) in ZH (N ). If

γ < 2, then by (15) we have 2β − 1 ≥ −γ + 2 > 0. It follows

|ξ |−1φ(t, s) ≤ |ξ |−1φ(∞, θ2) = (1 + θ2)
−2β−γ+3

N (2β − 1)
≤ 1

N (2β − 1)
.

If γ > 2 and β < 1/2, then we have

|ξ |−1φ(t, s) ≤ |ξ |−1φ(θ2, 0) ≤ |ξ |−1(1 + θ2)
−2β+1

1 − 2β

= (1 + θ2)
−2β−γ+3

N (1 − 2β)
≤ 1

N (1 − 2β)
.

If γ > 2 and β ≥ 1/2, then by (15) we have

|ξ |−1φ(t, s) ≤ |ξ |−1
∫ θ2

0
(1 + τ)γ−3 dτ

≤ |ξ |−1

γ − 2
(1 + θ2)

γ−2 = 1

N (γ − 2)
.
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If γ = 2 and |ξ | ≤ N , then by (15) we have

|ξ |−1φ(t, s) ≤ |ξ |−1φ(∞, θ2) = 1

2β − 1
|ξ |−1(1 + θ2)

−2β+1 = 1

N (2β − 1)
.

If γ = 2 and |ξ | ≥ N , then by (15) we have

|ξ |−1φ(t, s) ≤ N−1φ(∞, 0) = 1

N (2β − 1)
.

Thus we have ‖E3(t, s, ξ)‖ � 1 uniformly in ZH . Consequently, by (54) and (57) we obtain

‖E(t, s, ξ)‖ = ‖M0M1(t, ξ)Φ2(t, s, ξ)E3(t, s, ξ)‖
� ‖Φ2(t, s, ξ)E3(t, s, ξ)‖ = η(s)

η(t)
‖E3(t, s, ξ)‖

� η(s)

η(t)
.

Thus the proof of Proposition 4 is concluded by (40). 
�
4.4 Considerations in the intermediate zone ZI (N)

We shall prove the following statement.

Proposition 5 Assume Hypotheses 1 and 3. The fundamental solution E = E(t, s, ξ) to
(48) satisfies the following estimate:

‖E(t, s, ξ)‖ � (1 + s)ν

(1 + t)ν
(59)

uniformly for (t, ξ), (s, ξ) ∈ ZI with s ≤ t .

We shall introduce some lemmas in order to prove Proposition 5.

Lemma 5 Estimate (59) holds uniformly for

θ1(|ξ |) ≤ s ≤ t ≤ θ̃1(|ξ |) := 2θ1(|ξ |) + 1.

Proof Let θ1 ≤ t ≤ θ̃1, that is, 1 ≤ N−1(1 + t)|ξ | ≤ 2. By Lemma 3 and the estimates∣∣∣∣ht (t, ξ)

h(t, ξ)

∣∣∣∣ � |ξ |−1(|ξ |(1 + t)−1 + |ξ |2) � (1 + t)−1,

there exists a positive constant C such that

‖A(t, ξ)‖ � C(1 + t)−1.

It follows that ∫ t

s
‖A(τ, ξ)‖ dτ ≤ C(1 + θ1)

−1
∫ θ̃1

θ1

dτ = C

for θ1 ≤ s ≤ t ≤ θ̃1. Therefore, by the same way to estimate E3 = E3(t, s, ξ) in ZH we
have ‖E(t, s, ξ)‖ � 1 uniformly for (t, ξ), (s, ξ) ∈ ZI . Moreover, by (40) and the estimates

1 ≤ (1 + t)ν

(1 + s)ν
≤

(
1 + θ̃1

)ν
(1 + θ1)ν

= 2ν

we have (59) what we wanted to prove. 
�
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We define B = B(t, ξ) by

B(t, ξ) :=
(

0 i |ξ |
i |ξ | −2ν(1 + t)−1

)
.

Let us consider the fundamental solution E(t, s, ξ) to

∂tE(t, s, ξ) = B(t, ξ)E(t, s, ξ), E(s, s, ξ) = I. (60)

Then we have the following lemma.

Lemma 6 Assume Hypothesis 1. The fundamental solution to (60) satisfies the following
estimates:

‖E(t, s, ξ)‖ � (1 + s)ν

(1 + t)ν
and ‖E−1(t, s, ξ)‖ � (1 + t)ν

(1 + s)ν
(61)

uniformly for (t, ξ), (s, ξ) ∈ ZI .

Proof We put E1 = E1(t, s, ξ) := M−1
0 E(t, s, ξ), where M0 was defined in (52). Then (60)

is reduced to

∂tE1 = B1(t, ξ)E1, E1(s, s, ξ) = M−1
0 , (62)

where

B1 := M−1
0 BM0 =

(
i |ξ | − ν(1 + t)−1 −ν(1 + t)−1

−ν(1 + t)−1 −i |ξ | − ν(1 + t)−1

)
.

Let M̃1 be the diagonalizer of the principal part of B1 given by

M̃1 :=
(

1 − (B1)12
(B1)11−(B1)22

− (B1)21
(B1)22−(B1)11

1

)
=

(
1 − iν(1+t)−1

2|ξ |
iν(1+t)−1

2|ξ | 1

)
.

Here we see that M̃1 is invertible and det M̃1 ≥ 1/2 in ZH (N ) ∪ ZI (N ) with N ≥ ν/
√
2.

We put E2 = E2(t, s, ξ) := M̃−1
1 (t, ξ)E1(t, s, ξ). Then (62) is reduced to

∂tE2 = B2(t, ξ)E2, E2(s, s, ξ) = M̃−1
1 (s, ξ)M−1

0 , (63)

where

B2 = B2(t, ξ) := M̃−1
1 B1M̃1 − M̃−1

1 (∂t M̃1),

(B2)11 = (B2)22 = i |ξ | − ν(1 + t)−1 − i

det M̃1

(
ν2(1 + t)−2

2|ξ | − ν2(1 + t)−3

4|ξ |2
)

and

(B2)21 = (B2)12 = 1

det M̃1

(
−ν3(1 + t)−3

4|ξ |2 − iν(1 + t)−2

2|ξ |
)

.

Here we note that for θ1 ≤ s < t we have∣∣∣∣exp
(∫ t

s
(B2) j j (τ, ξ) dτ

)∣∣∣∣ = (1 + s)ν

(1 + t)ν
(64)

for j = 1, 2 and

|(B2)21| � |ξ |−2(1 + t)−3 + |ξ |−1(1 + t)−2 � |ξ |−1(1 + t)−2.
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We define Φ̃2(t, s, ξ) by

Φ̃2(t, s, ξ) :=
⎛
⎝exp

(∫ t
s (B2)11(τ, ξ) dτ

)
0

0 exp
(∫ t

s (B2)22(τ, ξ) dτ
)
⎞
⎠ ,

and we put E3(t, s, ξ) := Φ̃−1
2 (t, s, ξ)E2(t, s, ξ). Then (63) is reduced to

∂tE3 = R̃3(t, s, ξ)E3, E3(s, s, ξ) = M̃−1
1 (s, ξ)M−1

0 , (65)

where

R̃3(t, s, ξ) := Φ̃−1
2 (t, s, ξ)B2(t, ξ)Φ̃2(t, s, ξ) − Φ̃−1

2 (t, s, ξ)(∂t Φ̃2)(t, s, ξ)

=
(

0 r̃3(t, s, ξ)

r̃3(t, s, ξ) 0

)
,

and

r̃3(t, s, ξ) = (B2)21(t, ξ) exp

(
i
∫ t

s
�{(B2)11(τ, ξ)} dτ

)
.

Therefore, there exists a positive constant C such that

‖E3(t, s, ξ)‖ ≤ ‖E3(s, s, ξ)‖ + exp

(∫ t

s
‖R̃3(τ, s, ξ)‖ dτ

)

� 1 + exp

(
C |ξ |−1

∫ ∞

θ1

(1 + τ)−2 dτ

)

= 1 + exp
(
C |ξ |−1(1 + θ1)

−1) � 1.

Consequently, by (64) we have

‖E(t, s, ξ)‖ � ∥∥Φ̃2(t, s, ξ)E3(t, s, ξ)
∥∥ � (1 + s)ν

(1 + t)ν
.

Analogously, by the equality∣∣∣∣exp
(

−
∫ t

s
(B2) j j (τ, ξ) dτ

)∣∣∣∣ = (1 + t)ν

(1 + s)ν
(66)

we have ‖E−1(t, s, ξ)‖ � (1 + t)ν/(1 + s)ν . Thus the proof is complete. 
�
Proof of Proposition 5. For θ̃1 ≤ s ≤ t ≤ θ2 we consider the fundamental solution E =
E(t, s, ξ) to (48) with

A =
(

0 i |ξ |
i |ξ | −2b(t)

)
.

We shall prove the equivalence between ‖E(t, s, ξ)‖ and ‖E(t, s, ξ)‖ by using the stabiliza-
tion condition in Hypothesis 3. We define Λ0 = Λ0(t, ξ) by

Λ0(t) :=
(
1 0
0 ψ(t)

)
, ψ(t) = exp

(
2
∫ ∞

t
σ(τ) dτ

)
.

We put Ẽ1 = Ẽ1(t, s, ξ) := Λ−1
0 (t)E(t, s, ξ). Then (48) is reduced to

∂t Ẽ1 = Ã1(t, ξ)Ẽ1, Ẽ1(s, s, ξ) = Λ−1
0 (s), (67)
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836 F. Hirosawa, W. Nunes do Nascimento

where

Ã1 :=
(

0 i |ξ |ψ(t)
i |ξ |ψ(t)−1 −2ν(1 + t)−1

)
. (68)

We put Ẽ2 = Ẽ2(t, s, ξ) := E−1(t, s, ξ)Ẽ1(t, s, ξ). Then (67) is reduced to

∂t Ẽ2 = Ã2(t, s, ξ)Ẽ2, Ẽ2(s, s, ξ) = Λ̃−1
0 (s), (69)

where

Ã2(t, s, ξ) := E−1(t, s, ξ)( Ã1(t, ξ) − B(t, ξ))E(t, s, ξ)

= E−1(t, s, ξ)

(
0 i |ξ |(ψ(t) − 1)

i |ξ |(ψ(t)−1 − 1) 0

)
E(t, s, ξ).

By (39) we have limt→∞ ψ(t) = 1. It follows that

|ψ(t) − 1| �
∣∣∣∣2

∫ ∞

t
σ(τ) dτ

∣∣∣∣ � (1 + t)−γ+1. (70)

Analogously, we have ∣∣ψ(t)−1 − 1
∣∣ � (1 + t)−γ+1. (71)

Therefore, by Lemma 6, (70) and (71) we have∫ t

s

∥∥ Ã2(τ, s, ξ)
∥∥ dτ � |ξ |φ̃(t, s), φ̃(t, s) :=

∫ t

s
(1 + τ)−γ+1 dτ.

If γ < 2, then we have

|ξ |φ̃(t, s) ≤ |ξ |φ̃(θ2, 0) ≤ |ξ |(1 + θ2)
2−γ

2 − γ
= N

2 − γ
.

If γ > 2 and |ξ | ≤ N , then we have

|ξ |φ̃(t, s) ≤ N φ̃(∞, 0) = N

γ − 2
.

If γ > 2 and |ξ | ≥ N , then we have

|ξ |φ̃(t, s) ≤ |ξ |φ̃(∞, θ2) = N

γ − 2
.

If γ = 2, then we have

|ξ |
∫ t

s
(1 + τ)−1 dτ ≤ |ξ |

∫ t

s
(1 + τ)2β−2 dτ ≤ |ξ |

∫ θ2

θ1

(1 + τ)2β−2 dτ

≤ |ξ |(1 + θ2)
2β−1

2β − 1
= N

2β − 1
.

Therefore, by the same way to estimate E3 = E3(t, s, ξ) in ZH we have∥∥Ẽ2(t, s, ξ)
∥∥ �

∥∥Ẽ2(s, s, ξ)
∥∥ � 1.

Consequently, by Lemma 6 we have

‖E(t, s, ξ)‖ = ∥∥Λ̃0(t)E(t, s, ξ)Ẽ2(t, s, ξ)
∥∥ � (1 + s)ν

(1 + t)ν
.

Thus the proof of Proposition 5 is concluded. 
�
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5 Proof of Theorem 1

5.1 In the case γ ≤ 2

Let γ ≤ 2. We note that if γ ≤ 2, then ZΨ (N ) ∪ ZI (N ) ⊂ {(t, ξ) ; |ξ | ≤ N }. If (t, ξ) ∈
ZΨ (N ), then by Lemma 3, Proposition 3 and (40) we have

|ξ |2|v(t, ξ)|2 + |vt (t, ξ)|2 + p(t)|v(t, ξ)|2
≤ (1 + t)2ν(|ξ |2|v(t, ξ)|2 + |vt (t, ξ)|2 + (1 + t)−2|v(t, ξ)|2)
� (1 + t)2ν |U (t, ξ)|2 � (1 + t)4ν |V (t, ξ)|
= (1 + t)4ν |E(t, 0, ξ)V (0, ξ)|2
� |V (0, ξ)|2 .

Moreover, by Propositions 3, 4 and 5 we have

‖E(t, 0, ξ)‖ = ‖E(t, θ1, ξ)E(θ1, 0, ξ)‖ � (1 + t)−ν(1 + θ1)
−ν

for (t, ξ) ∈ ZI (N ),

‖E(t, 0, ξ)‖ = ‖E(t, θ2, ξ)E(θ2, θ1, ξ)E(θ1, 0, ξ)‖ � (1 + t)−ν(1 + θ1)
−ν

for (t, ξ) ∈ ZH (N ) ∩ {(t, ξ) ; |ξ | ≤ N } and
‖E(t, 0, ξ)‖ � (1 + t)−ν

for (t, ξ) ∈ ZH (N )∩{(t, ξ) ; |ξ | ≥ N }. Therefore, if (t, ξ) ∈ ZI ∪ (ZH (N )∩{(t, ξ) ; |ξ | ≤
N }), then we have

|ξ |2|v(t, ξ)|2 + |vt (t, ξ)|2 � |U (t, ξ)|2 � (1 + t)2ν |V (t, ξ)|
= (1 + t)2ν |E(t, 0, ξ)V (0, ξ)|2
� (1 + θ1)

−2ν |V (0, ξ)|2 .

Hence,

p(t)|v(t, ξ)|2 ≤ p(θ1)|v(t, ξ)|2 = N−2(1 + θ1)
2ν |ξ |2|v(t, ξ)|2

� |V (0, ξ)|2.
On the other hand, if (t, ξ) ∈ ZH (N ) ∩ {(t, ξ) ; |ξ | ≥ N }, then we have

|ξ |2|v(t, ξ)|2 + |vt (t, ξ)|2 � |V (0, ξ)|2 ,

and thus

p(t)|v(t, ξ)|2 ≤ |v(t, ξ)|2 ≤ N−2|ξ |2|v(t, ξ)|2 � |V (0, ξ)|2.
Consequently, the following estimate is established uniformly with respect to (t, ξ):

|ξ |2|v(t, ξ)|2 + |vt (t, ξ)|2 + p(t)|v(t, ξ)|2 � |V (0, ξ)|2. (72)

Parseval’s identity and (3) conclude energy estimate (4).
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5.2 In the case γ > 2

Let γ > 2. We note that estimate (72) in ZΨ (N ) ∪ (ZI (N ) ∩ {(t, ξ) ; |ξ | ≤ N }) is proved
exactly by the same way as in the proof for γ ≤ 2. By Propositions 4 and 5 we have

‖E(t, 0, ξ)‖ = ‖E(t, θ2, ξ)E(θ2, 0, ξ)‖ � (1 + t)−ν

for (t, ξ) ∈ ZI (N ) ∩ {(t, ξ) ; |ξ | ≥ N }, and
‖E(t, 0, ξ)‖ � (1 + t)−ν

for (t, ξ) ∈ ZH (N ). Therefore, analogously to the corresponding estimate in the case γ ≤ 2
we have

|ξ |2|v(t, ξ)|2 + |vt (t, ξ)|2 � |V (0, ξ)|2

for (t, ξ) ∈ (ZI (N ) ∩ {(t, ξ) ; |ξ | ≥ N }) ∪ ZH (N ), and thus

p(t)|v(t, ξ)|2 � |V (0, ξ)|2.
Consequently, estimate (72) is established uniformly with respect to (t, ξ), and thus energy
estimate (4) is concluded.

6 Concluding remarks

Klein–Gordon equation (1) can be identified with dissipative wave equation (6) by means of
(7). Hence, we may expect that the previous results for (6) and (8) will be directly reduced
to Klein–Gordon equations. However, such a procedure is not straight-forward. Indeed, it is
not easy to see whether the corresponding oscillation and stabilization conditions to b, which
were introduced in previous papers, are satisfied or not by the solution of nonlinear equation
(7).

The optimality of assumption (15) is an open problem. Ifwe succeed to reduce our problem
to previous results for dissipative wave equation (6) in [8] or the wave equation with variable
propagation speed (8) in [9], we may expect that if δ ∈ Cm([0,∞)) with m ≥ 0, then
assumption (15) is weakened to

β ≥ 1

2

(
−γ + 3 − m(γ − 1)

m + 2

)
(73)

under some suitable assumptions for the derivatives δ(k)(t) (k = 1, · · · ,m). Moreover, we
may also expect that estimate (4) does not hold in general if β < −γ + 2.

In [6] the authors considered the following generalmodel of the coefficient in the potential:

M(t) = μ2

g(t)2(1 + t)2
(74)

with a non-effective potential having very slow oscillations. We may expect to extend (74)
to very fast oscillations. However, the argument of proof for Theorem 1 can be applied only
in the case g(t) ≡ 1.

Acknowledgements The first author is supported by JSPS KAKENHI Grant Number 26400170, and the
second author is supported by São Paulo Research Foundation (FAPESP) Grant Number 2015/23253 − 7.
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7 Appendix

7.1 An estimate for Example 1

Lemma 7 The following estimate is valid for any σ > 0 :∣∣∣∣
∫ ∞

τ

sin θ

θσ
dθ

∣∣∣∣ = O(τ−σ ) (τ → ∞). (75)

Proof Let τ be a real number satisfying τ ≥ 2π and N a positive integer satisfying 2π(N −
1) ≤ τ < 2πN . Then we have

∣∣∣∣
∫ ∞

τ

sin θ

θσ
dθ

∣∣∣∣ ≤
∫ 2πN

τ

| sin θ |
θσ

dθ +
∞∑

k=N

∣∣∣∣∣
∫ 2π(k+1)

2πk

sin θ

θσ
dθ

∣∣∣∣∣
≤ 4

τσ
+

∞∑
k=N

(∫ 2πk+π

2πk

sin θ

θσ
dθ +

∫ 2π(k+1)

2πk+π

sin θ

θσ
dθ

)

≤ 4

τσ
+

∞∑
k=N

(
2

(2πk)σ
− 2

(2π(k + 1))σ

)

= 4

τσ
+ 2

(2πN )σ
≤ 6

τσ
,

as we wanted to show. 
�
7.2 Representation of solutions for Liouville-type equations

Lemma 8 The function η = η(t) in (22) is a solution to (20).

Proof By the Cauchy product formula⎛
⎝ ∞∑

j=1

a j

⎞
⎠

⎛
⎝ ∞∑

j=1

a j

⎞
⎠ =

∞∑
k=2

k−1∑
j=1

a jak− j (76)

we have ⎛
⎝ ∞∑

j=1

∫ ∞

t
q j (s)ds

⎞
⎠

2

=
∞∑
k=2

k−1∑
j=1

(∫ ∞

t
q j (s)ds

)(∫ ∞

t
qk− j (s)ds

)

=
∞∑
k=2

qk(t).

Hence, we obtain

η′′(t)
η(t)

+ M(t) =
⎛
⎝ ∞∑

j=1

∫ ∞

t
q j (s)ds

⎞
⎠

2

−
∞∑
k=1

qk(t) + M(t) = 0. (77)

Thus η = η(t) is a solution to (20). 
�
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7.3 Catalan’s numbers

Lemma 9 Let γk be the kth Catalan’s number which is defined by

γk := (2k)!
k!(k + 1)! =

{
1 for k = 0,∑k−1

j=0 γ jγk− j−1 for k = 1, 2, . . . .
(78)

Moreover, for any 0 < r < 1/4 the following equality is established:

ν(r) :=
∞∑
j=1

r jγ j−1 = 1 − √
1 − 4r

2
. (79)

Proof By (78) we have

lim
k→∞

rk+1γk

rkγk−1
= lim

k→∞
2(2k − 1)r

k + 1
= 4r (80)

for any r > 0. It follows that the series
∑∞

j=1 r
jγ j−1 converges for 0 ≤ r < 1/4. By (76)

we have the following inequalities:

ν(r)2 =
⎛
⎝ ∞∑

j=1

r jγ j−1

⎞
⎠

2

=
∞∑
k=2

rk
k−1∑
j=1

γ j−1γk− j−1 =
∞∑
k=2

rkγk−1 = ν(r) − r. (81)

Thus ν(r) is given by (79) as a solution to the quadratic equation ν2 − ν + r = 0. This
completes the proof. 
�
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